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Introduction

Historically the United States was perceived toehthe safest food supply in the
world. While, in fact, this may still be true, amber of incidents have led to questions
regarding the safety of the U.S. food supply. Adiden the safety of the products they
produce, fresh fruit and vegetable growers faceyndrallenges. These include water
availability for irrigation, increased energy ankdemical costs, pest control, increased
competition from globally sourced products, and dkeilability and cost of labor. With
these many challenges, questions arise as to hak preducers can afford to spend to
assure the safety of their product? Put diffeyentihat is the cost of not effectively
controlling product safety? The following threeseaexamples provide insight into the
answers to these questions.

Consumers react to the news of a food safety hjennmediately changing their
buying patterns and reducing consumption of thecaé#id product. Since the initial
reports of an outbreak may be indecisive as tosttape and origin of the problem,
consumption/product demand may be affected natipaald even internationally. This
shorter—term impact may actually shut down markevement until the source of the
outbreak becomes clear by product, by the spepdithogen, by the source of the
pathogen, and even by the handler and farm on whielproduct was produced. This
may take several days or weeks. The reductioralessdepends on the severity of the
outbreak, in terms of the number of people affectetnber of deaths, regional scope,
and the type of products and its origin.

Even after the source is identified there are pgakrtonger-term impacts on

consumption and the entire supply chain includsgyes such as legal liability from the



incident, which may occur over a period of sevenainths or years after the outbreak.
This paper will study both, the contemporaneouslagded effects of food borne illness
in the fresh produce industry, and the length wietirequired to return to normal levels
and the associated producer costs of the outbreaks.

Three case studies will be used to assess thet@btanpacts of outbreaks on
product shipments and prices. Specifically, welyaea the spinach outbreak of
September, 2006; the cantaloupe outbreaks of thedp2000-2002 (April-June 2000,
April-May 2001, and March-May 2002); and the tomatatbreak of July-September
2006. The data used in this study are monthly sbijgs) and average prices for domestic
production and imports of spinach, cantaloupes, @mdatoes from the Agricultural
Marketing Service (AMS), the U.S. Department of igglture. The prices are average
monthly prices for all shipments, including natibpaoduction and imports. Prices are
expressed in dollars per hundredweight for tomato®s cantaloupes, and in dollars per
carton of bunched spinach.

Some of the most recent outbreaks occurred on @piantaloupe and tomatoes.
To illustrate, on September 13, 2006 the Food andyAdministration (FDA) issued a
warning of a multi-stat&scherichia coli (E. Coli) O157:H7 outbreak associated with the
consumption of bagged spinach. The first reporteeve®nfirmed by several states on
bagged spinach having a “best if used by’ date ofjust 30, 2006. By the time the
outbreak was contained 227 people had becomerdksathe United States, 104 had been
hospitalized, 31 had developed serious complicatioom hemolytic-uremic syndrome

and 3 had died. An all-clear lifting of the warniatgrt was issued by FDA, although by



about November 1, 2006, the sources of the conttiom had been clearly identified
and measures were being taken to assure thatdidem was under control.

According to the CDC, more than 76 million people affected and 5,000 die as
a result of food poisoning every year. The moshmmn food-borne illnesses are
campylobacter, salmonella and E. Coli. Over tast A2 years, 22 leafy green E. Coli
0157:H7 outbreaks have been identified. All 22igated a California source of the
leafy greens. Since the mid-1990’s foodborne dfneutbreaks have occurred that were
linked to raspberries, green onions, peppers, $pra@and strawberries. In part as a
reaction to these events increased efforts to exehfnod safety have been undertaken by
the government and associated industries groudsrt&fhave focused on increased
scrutiny of imported products and the improvemardomestic standards.

The main objective of this paper is to study th@temporaneous and lagged
effects of food borne ill incidence on market moeerts and prices of fresh produce in
the US. Due to data restrictions the case studigswill be used to assess the potential
impacts of outbreaks on shipments and prices hgespinach outbreak of September,
2006; the cantaloupe outbreaks of the period 2@WR2AApril-June 2000, April-May
2001, and March-May 2002); and the tomato outbrelduly-September 2006. The

length of time necessary to recover to normal comnion levels will also be calculated.

Methodology
The working hypothesis is tested empirically usandgime series econometric
model. Specifically, the model explores how infotima is communicated across the

three variables, price, imports and shipments fache vegetable product in a



neighborhood of the aforementioned food eventse &mpirical analysis is based on a
vector autoregression (VAR) model in which directéeyclic graphs are used to sort-out
causal flows of price information in contemporanedimne. LetX; denote a vector that

includes thanonthly price, imports and shipments of each vdgetaroduct:

where t is an index of time observed. Under fagbneral conditions the dynamic
correlation structure between these variables @aisummarized as a structural vector

autoregression. The structural VAR representing & vector of variables Xcan be

written as:
K

q)oxt _Zq)ixt—k =& (1)
k=1

Here contemporaneous and lagged values of obsamahtineasures oM at periods t-k,

k=0, 1, ..., K are mapped into the white noiseoiration terme, , whereCov(g, )= Q
andM;, i=0, 1, ..., K are square autoregressive matri¢esaer 3. The innovations,

are structural as they represent new informatisirgy in each element of the X vector at
time t. Under general conditions permitting mairiversion an equivalent form exists

as:
X, =D, X, == D X, =D,

The reduced form (non-structural) VAR is writtensimilar form as:

X, - X +---+M X, =u,; (2)

wherel, =&, ', fork=1, ..., Kandy, =®,"¢,. The reduced form innovations; (

) are “mongrel” or combinations of the structural omationss,. It follows thus that

Cov(u) =2 = ®,7Q (0,?).



While the reduced form VAR has been championedagisedretic”, the key to
modeling structural VARSs is proper identificatiohtbe matrix A. Bernanke (1986) and
Sims (1986) used prior theory to achieve such itieation. More recent work follows

that of Swanson and Granger (1997) to use the caagtern exhibited by observed
innovationsu; to identify My . In this paper we use the machine learning algostiof

Spirtes, Glymour and Scheines (2000) as appliekicean Bessler and Akleman (1998)
and Hoover (2005) to achieve structural identifmat

The dynamic response patterns summarized by a WaRIificult to interpret
(Sims, 1980; Swanson and Granger, 1997). The dignance relationships can be best
summarized through the moving average representatiGiven the estimated form of
equation (1), we can algebraically re-express egugR) as a levels VAR. We can then
solve for its moving average representation, whieeevectorX; is written as a function of

the infinite sum of past innovations:

X, = ieiut_i 3)
i=
where G is a 3x3 matrix of moving average parameters, Wwhmap historical
innovations at lag into the current position of the vectér* Notice 1, is not zero here as
we use directed graph structures on the observeavations from the reduced form
VAR to translate these nonstructural innovationsttactural innovations (as suggested
first by Swanson and Granger (1997)).

A directed graph is a picture representing thesahdlow among a set of

variables. Lines with arrowheads are used to reptefiows. For instance, & B

1 While one can actually derive the firsterms of equation (2) analytically, we almost afwallow the
computer to do this following the zero-one simuwatas described in Sims (1980).



indicates that variable A causes variable B. A lomanecting two variables, C — D,
indicates that C and D are connected by informaflmn but it's not certain whether C
causes D or vice versa. Observed innovations &nrastimated form of equation (2) are
modeled as a directed acyclic graph for each vegeteommodity. The fundamental
idea that enables detection of the direction ofsehdlow to a set of (observational)
variables is the screening-off phenomena and itsenformal representation as d-
separation (Pearl, 2000). For three variables Aand8 C, if we have variable A as a
common cause of B and €0 that B-A—->C, then the unconditional association between
B and C will be non-zero, as both have a commomseau A (this diagram is labeled a
causal fork (Pearl 2000)). If we measure assaxiafiinear association by correlation)
then B and C will have a non-zero correlation. Heaveif we condition on A, the partial
correlation between B and C (given knowledge ofwAl) be zero. Knowledge of the
common cause (A) “screens-off” association betweeeaffects (B and C).

On the other hand, say we have variables D, E,Fasdch that BPE<F. Here
we have E is a common effect of D and F (this diagrs labeled a causal inverted fork
(Pearl 2000)). D and F will have no associationrqzeorrelation if we constrain
ourselves to linear association); however, if wedibon on E, the association between D
and F is non-zero (the partial correlation betwBesgnd F, given knowledge of E is non-
zero). We say (in the vernacular) knowledge ofdbemon effect does not “screen-off”
association between its causes.

And if we have variables A, B and C forming a @aushain, A2B-> C, the
unconditional association (correlation) between #d & will be non-zero, but the

conditional correlation between A and C, given kfexlge of B will be zero.



Spirtes, Glymour and Scheines (2000) and PeaflQRPresent algorithms with
similar structures and outputs for inference oeda#d acyclic graphs from observational
data. The former is labeled PC algorithm, embedddle software TETRAD Il and Il

(see the offering attp://www.phil.cmu.edu/projects/tetradhd Scheinest al., 1996)

and described in Spirtes, Glymour and Scheines Q20te latter is IC algorithm
presented in Pearl (2000, pp.50-51). PC algoritbmbieen studied extensively in Monte
Carlo simulations in Spirtes, Glymour and Schei(#300) and Demiralp and Hoover
(2003). The algorithm may make mistakes of twaeesypedge inclusion or exclusion and
edge direction (orientation); the latter appearsdanore likely than the former. Spirtes,
Glymour and Scheines write: “In order of the methdo converge to correct decisions
with probability 1, the significance level usednraking decisions should decrease as the
sample size increases and the use of higher signide levels (e.g., .2 at sample sizes
less than 100, and .1 at sample sizes betweenrtDBGH) may improve performance at
small sample sizes.” (Spirtes, Glymour and Scheir#80, page 116). Nevertheless, the
orientation (edge direction) decision is less t#gathan the edge inclusion decision in
PC algorithm; results presented below should beedewith caution and/or interpreted
with other relevant information.

Once the price innovations from the ECM estimaaog& orthoganized, the historical

decomposition of the vectdt at particular timeé=T+k can be divided into two parts:

) k=1
XT+k = ZesuT+k—s + Z eSuT+k—S " (4)

s=k s=0
The first term in the right-hand side of equati8iy Called the “base projection”, utilizes
information available up to time period. The second term contains information

available from time period@ + 1 until T + k, including the animal disease outbreaks. The



difference between the actual pri(‘)éM) and the base price projecti€E®S£T+k_S] IS

s=k

thus written as a linear function of innovationg\Wninformation) arising in teach series
k=1

between the period and periodT + k (ZGSEM_SJ. Through the partition, historical
s=0

decomposition allows us to examine the behavior eeth price series in the
neighborhood of important historical events (animtigease outbreaks in our cases) and

to infer how much each innovation contributes ® thexpected variation of;,, .

Results and Discussion

We consider 1999 — 2007 monthly observations ocepimports and shipments of US

cantaloupes, spinach and tomatoes. The data atedio Figure 1. Plotted with each

series is a vertical line indicating the periodadd scares. Our plots are offered to give
the readers a sense of the seasonal pattern ggmhsesin a neighborhood of each food
event. A VAR was fit with 2 lags of levels data@nstant and eleven monthly dummy
variables where Schwarz loss was used to seledehagh (results are not reported here

but are available from the third author).

Figure 2 shows the graph structure on innovatiomfeach separate VAR. Cantaloupe
innovations are modeled as in inverted fork, witice innovations being caused by
innovations in shipments and imports. In conterapeous time imports and shipments
appear to be unrelated. Spinach innovations améepgporaneously independent. And

contemporaneous innovations in tomatoes are amted/érk with shipments serving as



a collider. Based on the contemporaneous stresfiarFigure 2 and the estimated VARS
for each series we offer historical decompositibeaxh price series below.

Historical decomposition of each price seriesoielhg equation (4) are offered in
tables 1, 2 and 3. In Table 1 we decompose camgalprice before and after each of
three events: (April 2000, April 2001 and March 2p0Ne begin the decomposition one
month prior to the event and run it for several thenafter the event to observe how
information arising in each series, price, shipraesmd imports affected price at each
monthly observation. For event 1, actual price wlserved to be below the forecasted
price in the months following the April event. Imfivation arising in the shipments and
price series were actually responsible for this mvard movement in actual price; while
activity in the import markets (series) was brirggilorth a positive influence on price.
Overall the negative price and shipments infornrmtitmminated the positive imports
pressure, so actual price was below its pre-evamichst.  As one can see from the
panel under event 1 in table 1, information arisingthe price series (column 5)
dominates other new information (column 3 is shipteeand column 4 is imports).
Relatively small decreases in supply (shipmentsiamubrts) resulted in large decreases
in price. The depth of event 1 was at May 2000 whe dominate pressure for the $3.95
drop being accounted for from the price innovatitsslf. Recovery in the event 1 panel
is noted clearly after August 2000 with informatiansing in the shipments series and
imports showing a positive influence on price. Thakowing month price also offers
positive innovations on price.

Events 2 and 3 for cantaloupes appear to be fuedtaity different than event 1.

Whereas for event 1, pressure after the event eras downward spiral in price, events 2



and 3 show price increases. The difference inomsp is perhaps due to differing
consumer behavior toward the events. Whereasttbegsnegative pressure on prices
following event one is perhaps consistent with gatiee impression by consumers
(reduced demand), there is no similar negativeepmesponse following events 2 and 3.
Consumers appear not to have been reluctant tous@ngollowing these latter two

events.

Table 2 summarizes a similar price, shipment angoit innovation responses
following the September 2006 food event in spinattere there is an overall negative
response in price following the event. Most ofsthiegative information arises in the
price market, suggesting that a drop in consumeratkel may be behind the fall off in
prices. Innovations in shipments actually showildlgnpositive influence on price and
imports show a negative affect on price after Oetd®006. The short-lived effects of
the 2006 spinach event are manifest by the retumpositive difference between actual
spinach price and forecasted spinach price of $idif by January 2007 (of course our
labeling four months preceding January 2007 astdived is easy for us and may have
not been easy for industry participants).

Table 3 offers price decompositions for tomataest pefore and following the
September 2006 event in the tomatoes. Similariatwe observe in the cantaloupes
event 2 and 3 the pressure on price after the evaatactually positive, indicating no
strong evidence of consumer withdrawal from the katarin fact, the large negative
innovation arising in price one month before therdvis the only negative evidence
supporting a strong consumer reluctance to emlcsatoes just before or after the July

2006 announcement.



Summary and Conclusions
Historically the United States was perceived toehthe safest food supply in the world.
While, in fact, this may still be true, a number iotidents have led to questions
regarding the safety of the U.S. food supply. €hrase studies were analyzed to assess
the potential impacts of outbreaks on shipmentsibs, the cantaloupe outbreaks of
the period 2000 to 2002, and the spinach and tomatareaks of 2006. For cantaloupe,
the model showed that price changes are causethdnges in shipments and imports.
Changes in prices, shipments, and imports are arnt for spinach, while changes in
shipments are caused by changes in prices andtsnpor

On the historical price decomposition analyzesctmtaloupe, event 1 showed a
lower actual price than the forecasted, while tppasite occurred for events 2 and 3,
actual price was higher that forecasted price. dpmnach there is an overall negative
response in price following the event. Most ofsthiegative information arises in the
price market, suggesting that a drop in consumaratiel may be behind the fall off in
prices. Finally, for tomatoes the pressure onepafter the event was actually positive,

indicating no strong evidence of consumer withdievesm the market.



Table 1. Historical Decomposition of Cantaloupe Rce in a Neighborhood of the
Three Food Scare Events.

(2) 3) (4) (5)
1) Difference = Due to Due to Due to
Actual Price Information Information Information
Minus Arising from | Arising from | Arising from
Forecasted Shipments Imports Price
Date Price
Event 1
March 2000 -2.04 -.05 -.10 -1.89
April2000 -.58 -.08 -.03 - 47
May 2000 -3.95 -.31 23 -3.87
June 2000 -.56 -.29 .30 -.57
July 2000 -.24 .58 46 -1.28
August 2000 1.31 1.25 22 -.17
September 2000 5.88 .85 -.02 5.05
Event 2
March 2001 1.52 -.06 .25 1.33
April 2001 .52 -.18 .58 12
May 2001 .87 .02 -.25 1.10
June 2001 1.41 24 -.60 1.77
July 2001 5.74 51 -.01 5.24
August 2001 1.98 1.15 21 .62
September 2001 -1.04 .64 13 -1.81
Event 3
February 2002 .05 -.08 A7 -.04
March 2002 1.55 -.01 .03 1.53
April 2002 3.64 .02 -.02 3.64
May 2002 .32 -.08 -17 .58
June 2002 -.52 -.14 .52 -.90
July 2002 -.81 -.20 A7 -1.08
August 2002 43 1.41 .10 -1.08
September 2002 73 .99 -.16 -.10

Note: This table decomposes the difference betwherctual Price and the Forecasted Price at eatsh d
over a period just before and several periods afeh of three food events. That difference at emth
can be attributed to information arising in thepshénts variable, the imports variable and the price
variable. Accordingly, the column labeled (2) ecdmposed at each date into the sum of columng4)),
and (5).



Table 2. Historical Decomposition of Spinach Pricen a Neighborhood of the
September 2006 Event.

(2) (3) (4) (5)
1) Difference = Due to Due to Due to
Actual Price Information Information Information
Minus Arising from | Arising from | Arising from
Forecasted Shipments Imports Price
Date Price
August 2006 4.27 .40 1.11 2.76
September 2006 -.67 .16 74 -1.58
October 2006 -1.90 .05 -.07 -1.89
November 2006 -1.17 32 =22 -1.28
December 2006 .63 .34 -.24 52
January 2007 3.47 - 47 .66 3.28
February 2007 3.56 -1.53 .19 4.90
March 2007 -1.30 -1.10 44 -.64
April 2007 -2.29 -.61 42 -2.10
May 2007 -.48 -.64 .03 13

Note: This table decomposes the difference betwleeictual Price and the Forecasted Price at eatsh d
between August 2006 and May 2007. That differericeaah date can be attributed to information agisin
in the shipments variable, the imports variable toedprice variable. Accordingly, the column laze(2)

is decomposed at each date into the sum of col®&né4) and (5).



Table 3. Historical Decomposition of Tomato Pricen a Neighborhood of the July —

September 2006 Event.

(2) (3) (4) (5)
1) Difference = Due to Due to Due to
Actual Price Information Information Information
Minus Arising from | Arising from | Arising from
Forecasted Shipments Imports Price
Date Price
June 2006 -.40 2.50 1.31 -4.21
July 2006 22 .68 .90 -1.37
August 2006 2.82 -1.43 .93 3.32
September 2006 13.72 41 .59 12.71
October 2006 2.75 .64 .64 1.46
November 2006 -5.60 13 1.36 -7.09
December 2007 -5.25 -.20 .32 -5.38
January 2007 -1.95 .39 41 -2.76
February 2007 -.24 .10 2.25 -2.60
March 2007 -2.62 -.65 1.39 -3.35

Note: This table decomposes the difference betwleeictual Price and the Forecasted Price at eatsh d
between July 2006 and March 2007. That differenaaah date can be attributed to information agism
the shipments variable, the imports variable amdptfice variable. Accordingly, the column labe{@)lis

decomposed at each date into the sum of column§4(3and (5).
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Figure 1. Time Series Plots of Shipments, Impamsl Prices of Cantaloupes -
Monthly Data, 1999 — 2007.

Note: Vertical Lines are Placed at Dates of Intefesginning date of food scare and ending datimod scare) for each
commodity.
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Figure 2. Causal Pattern on Innovations from a &e&ttoregressions Models Fit to
Monthly Observations on Shipments (S), Importsghid Prices (P) for
Cantaloupes, Spinach and Tomatoes.
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