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Introduction
Economists who deal with time-series data usually take the unit root 
test as the ‘prerequisite’ test for a Brownian motion. It is typical for 
any researchers to apply a battery of well-known unit root tests to their 
models to confirm stationarity in the model specification. Nonetheless, 
often times, we see a conclusion that fail to reject the null in favor of 
the existence of unit root even though the model specification is such 
that the lag coefficients of an AR(q) process do not sum up to unity. In 
this study, we show that having the sum of the lag coefficients equals 
to unity is indeed a necessary and sufficient condition for the existence 
of a unit root. Hence, the aforementioned incident will lead to a type II 
error in the unit root determination. On the other hands, type I error 
results when we reject the null that there exists a unit root when in fact 
the null is true. The fractional Brownian motion (fBm) process which 
has stationary but not necessarily independent increments is used to 
convey the findings of this study. We use Hurst exponent as a gauge 
for persistency in the data and show that a fBm process is a legitimate 
stochastic process with unit root even though it exhibits a degree of 
persistency in time.  

Methods
To tackle the issue, we first derive a proof of two key theorems, 
showing sufficient and necessary condition that ties the concept of unit 
root down to a simple mathematical relationship for an AR(q) process. 
This simple law serves as a benchmark where the results from further 
simulation testing can be calibrated against. In the second part, we 
perform empirical study on a known data-generating process under 
controlled environment using Monte Carlo simulation. A series of
fractional Brownian motions (fBm) is employed and calibrated using a 
scaled variance ratio test to confirm dependency among time 
increments. Hurst exponent is used as a gauge for persistency in the 
data. We then show several different cases where the test for a unit 
root in a fBm process with Hurst exponent significantly different from 
0.5 could result in type I and type II errors. 

In this study, a price series is generated from an AR(q) process

,
where Yt is the log price at time t and ε is a normally distributed, 
random innovation term with mean zero and variance σ2.

To estimate the Hurst exponent on a fBm process, we use the scaled 
variance ratio method given by

.

The estimated value of the Hurst exponent is equal to

.

Acknowledgments
Funding for this project was provided by the W.I. Myers Endowment, the Graduate 
School at Cornell University, and the Anandamahidol Foundation under the Royal 
Patronage of His Majesty The King of Thailand.

Results Conclusions
• We prove that any AR(q) process for which the sum of the lagged 

coefficients equals to one has a unit root, yet for any AR(q>1) 
process this does not suggest an independent Brownian process in
increments. 

• We show that a fBm process exhibits a degree of persistency in time, 
yet it is a legitimate stochastic process and has a unit root.

• Any sequence type AR(q) with lag coefficients that do not sum up to 
unity will have a limit in probability and time of either infinite or 
zero.

• Having the sum of the lagged coefficients equals to unity in an 
AR(q) process is only a necessary but not sufficient condition to 
ensure stability in modeling long-run economic phenomena.
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This finding provides more clarity with respect to a proper model 
specification for work related to time-series data. An understanding of 
the fractal nature of a process – the coexistence between random walk 
and temporary dependence among time increments – is crucial when 
analyzing data with limited sample size. With this approach, one can 
make better modeling, investing, and hedging decision by tackling 
only the relevant risks applicable.  
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Figure 1. This plot shows comparison among the behavior of the expectation of 
log price paths for three different AR(q) processes. An autoregressive process 
with lag coefficients that do not sum up to one will either explode or goes to zero 
in the limit.

Table 1.  Estimated mean Hurst exponent
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We run Monte Carlo simulation on the AR(q) data-generating process 
for 10,000 iterations with different combination of lag coefficients and 
estimate the mean Hurst exponent at different lag (k) for each run. The 
results are shown in Table 1.

According to Theorem 1 and 2 derived 
in this study, this process has no unit 
root. However, the estimated mean 
Hurst exponents are statistically close 
to 0.5 for all lags and give this process 
the appearance of a unit-root process. 
In this case, a test that fail to reject the 
null of a unit root will lead to type II 
error.

According to Theorem 1 and 2 derived 
in this study, this process has a unit 
root. In fact, the estimated mean Hurst 
exponent shows that it is a fractal 
process that is ergodic. In this case, a 
test that reject the null of a unit root will 
lead to type I error.
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