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ABSTRACT

This paper explores the relation between tradedland cross-country symmetry of supply and dembandks
using data from the EU27 countries. Increaseddygdtrade intensity is found to have a positivpact on the
correlation of both demand and supply shocks. {imdastry trade is found to be positively linked to
correlations of supply-side shocks but negativémkdd to correlation of demand shocks. Our restlitss
provide support for the argument that aggregate adeimspill-overs and intra-industry trade, ratheanth
specialization, dominate in the process throughclvhrade flows affect the cross-country transmissd
shocks in Europe. At the same time, our estimatggest that monetary-policy convergence in Eurdpe (
circulation of the euro), while having increasednsyetry of supply-side shocks, has had no direafeable
impact on symmetry of demand shocks. By contrastprocess of fiscal-policy convergence is fountiduee
resulted in more correlated demand shocks acresBlthmember states.

1. INTRODUCTION

With the enlargement of the European Union fromidl37 member states European integration has enéenew
era. This new era involves challenges for all tremfer states. On the one hand, the old membes stagal to
facilitate growth in the newcomers to enable thenmtrease their per capita incomes. At the same,tall the
new member states (NM12) are required to join th#JEas in the Accession Treaty no opt-outs are pigeoht
And while EMU membership will undoubtedly be ben&fl for all the EU economies in the long run, tbes of
monetary independence may be costly in the shortfou the newcomers if their macroeconomic shoakd a
business cycles are not sufficiently symmetric witlose of the other eurozone participants. Thenapti-
currency-areas (OCA) thedrgmphasizes this point, suggesting that the majsr af sharing a common currency
is the loss of monetary autonomy. When nationair®ass cycles are not synchronized enough and mestditeis
face asymmetric shocks, country-specific adjustnpaticies are needed and a common monetary polopat
be tailored to each country’s needs. Indeed, asjmgsmatter for EU policymakers today is to whateex
similarity of shocks and business cycles acrosdvieaty-seven member states can be expected waiselin the

near future. In this respect, how the processanfdiintegration in Europe has influenced shock asgtmes and



business-cycle patterns is crucial. Intra-EU trhde shown an upward trend since the start of thergament
negotiations, and, as the literature on the trdféets of currency unions suggesthis upward trend is likely to
continue with an expansion of EMU membership. Tkswing whether or not trade integration reducesckh
asymmetries and induces greater convergence ohdmssicycles has important implications for assgstie

success of an enlarged EMU.

In the international economics literatutere is an ongoing debate as to whether tradegratien
accompanies highly correlated business cycles. Bsiging that increased trade will facilitate spkzadion
according to comparative advantage, Krugman (1298) Eichengreen (1992) have pointed to a negative
association between more intense trade ties ars$-cauntry synchrony of business cycles. Kalemiiadzt.al.
(2001, 2003) support this view, suggesting thatinkeeased opportunities for income diversificatioich result
from economic integration, may lead to greater ieation in production and thus more asymmettusibess-
cycle co-movements. Kose and Yi (2001), using adsted business-cycle model, also fail to estaldigositive
relation between larger trade flows and cross-agusymmetry of macroeconomic fluctuations, whilebsn
(2004) stresses that the overall impact of increéassle on business-cycle synchronization is anthigas trade
integration affects national economies throughrietyaof channelé.Several other authors, however, emphasising
international spill-over effects, have reachededéht conclusions. Frankel and Rose (1998) have theefirst to
find a large positive effect of more intense tradiecross-country synchrony of cyclical fluctuatipbhat evidence
suggesting a favourable impact of trade on busingsle correlations can also be found in, for exEnpe Haan
et.al. (2002), Bordo and Hebling (2003), Inkleat: al.(2005) and Caldén et.al. (2002,2007). There also seems
to be disagreement in the literature regarding ldrebverall bilateral trade or intra-industry tradethe most
important factor in inducing synchronization of m&ss cycles. Some authors point out that by irsingathe
diffusion of knowledge and technology and by beenmajor channel through which spending shocks preasl
internationally, trade linkages in general (andstbuerall bilateral-trade intensities) can playk iin
strengthening business-cycle co-movements (seéndtance, Coe and Helpman (1995), Clark and vamc@dip
(2001), Ambleret. al. (2002) and Bergman (2005)). Others argue thaetmsithin the same industries (intra-
industry trade), not overall bilateral trade, ig tkey factor which, through industry-specific protivty spill-
overs and income transfers, determines the degresghich business-cycle fluctuations across coumtdan
become more synchronized (see, for example, Infi31(22004), Fidrmuc (2004) and Shin and Wang (2005)

Much of this literature examines cross#toy output or industrial-production co-movementsyipg no
attention to the association between trade integraand symmetry of demand and supply shocks. Hewev
exploring how trade flows affect diversity of sheckcross economies is important, given that shimckasity is a
crucial determinant of the degree of synchronizatib national business cycles. Indeed, the wayhickvcloser
trade may affect cross-country business-cycle coements can be better understood if the associatbmeen

increased trade ties and correlations of demandapply shocks is separately and explicitly exawhine

This paper explores the relation between emyence of shocks and trade using data from the7Ettfintries
covering the period 1995Q1-2005Q4. The purposbepaper is twofold. First, it attempts to addhe éxisting



literature on business-cycle synchrony by direekamining convergence of macroeconomic shocks and b
assessing within this context the role of both alldrilateral trade and intra-industry trade. Setdvy exploring
how the upward trend in intra-European trade, whigh have observed in recent years, has affectedksho
correlations and has thus shaped business-cydiermpstit attempts to provide evidence regardirggiospects
for business-cycle convergence in the enlargedf&amo Union. The issue is important for the debatée right
timing of EMU entry by all NM12, given that the OCQAeory predicts that intra-EU27 trade is likelyinorease

further with a rise in eurozone membership.

The rest of the paper is organized as follows.i8e@ discusses the empirical literature on th@ation
between trade integration and synchrony of macm@tic fluctuations and considers trade flows witBld27.
In Section 3 we proceed to identify demand and luppocks in each of the EU27 economies, employng
structural-VAR methodology along the lines sugge$te Blanchard and Quah (1989). Following thatyelation
coefficients for the identified structural demandlasupply shocks versus Germany, France and tliz@ue are
computed and the nature of the relationship betwaérh correlations and trade flows is examinedcé&in
similarity of economic policies may influence crassuntry symmetry of shocks independently of trédevs,
policy integration is also considered. We consitieee different samples: the EU27 member statedjmgptwo
sub-periods of equal length (1996q1-2000g4 and @D@D05qg4); only the EU15 group, pooling the same t
sub-periods; and the EU27 for the second, morentesab-period 2001g1-2005g4. Section 4 contaimgloading

comments.

In all our samples, increased overall trade is fbtnhave a strong positive effect on the correfetiof both
demand and supply shocks. Intra-industry tradeusd to be significantly and positively linked torcelations of
supply-side shocks but negatively linked to cotiefes of demand shocks. In this respect, our resuibvide
support for the argument that international spils, via aggregate productivity and spending ceknand via
industry-specific technological and income transfeather than specialization, dominate in the gsechrough
which trade affects the transmission of shocksssctbe EU. They also implicitly provide evidencefamour of
the endogeneity approach to the OCA criteria, ngriredt the criterion of similarity of shocks can &mtisfiedex
post In particular, to the extent that our resultsgasgy that more intense overall intra-EU trade wanigly both
less asymmetric demand shocks and less asymmetpiglys shocks, then, provided that intra-EU27 trade
continues on an upward trend, the process of Earopetegration should lead to more synchronizedonat
business cycles. From this point of view, our ressptovide evidence in support of a quick entralbNM12 into
the EMU to the extent that, as much of the liter@in the trade effects of currency unions indsadé@ expanded
EMU can be expected to further boost intra-EU20draAt the same time, our estimates indicate that t
circulation of the euro has been associated withelmsed symmetry of supply-side shocks in Europénas had
no direct favourable impact on symmetry of demamatks. By contrast, the process of fiscal-policpveargence
is found to have resulted in more correlated densmtks across the EU27 member states. As faterestrrate
convergence is concerned, our results reveal thzs been accompanied in general with greater strgnof

shocks within the EU15 group.



2. BUSINESSCYCLESAND TRADE FLOWS

2.1. The empirical literature
Much of the empirical literature on the link betwetade and business-cycle synchronization focesethe
impact of trade integration on cross-country cadlico-movements of some measure of real econontiizitgc
such as output, industrial production, employmentunemployment. The evidence is mixed, both asafar
whether trade induces synchronization and as favhesther overall-bilateral trade or intra-industrgde is the
key factor influencing output co-movements. Thde® aeems to be conflicting conclusions regardiveg dffect

of policy convergence on cyclical symmetry.

A seminal study in this literature is Frahland Rose (1998). Using data from 21 industiaintries over the
period 1959-1993, Frankel and Rose (1998) examihedxtent to which co-movements of quarterly @BIP
growth, industrial production growth, employmenbwgth and unemployment could be explained by average
bilateral trade flows (normalized by total tradenominal GDP). Determinants of international tréaen gravity
models (i.e. distance between countries, geogragdijicency and common language), which were urletece
with policy co-ordination, were used as instruméntariables for overall bilateral-trade intensity their
regressions. Their estimates suggested a stronigjvposffect of increased overall trade on coriielas of
macroeconomic fluctuations. Employing the Frankeb® (1998) methodology, several other papers, dimodu
Caldeon et. al. (2002, 2007), De Haapt. al (2002) and Bordo and Hebling (2003), confirmed gteng
association between trade intensity and busineds-synchronization. In particular, Caldaret. al. (2002) found
evidence of a significant positive effect of trade business-cycle correlations for OECD countrighijle
Caldebn et. al. (2007) confirmed the existence of a statisticalfynificant, although weaker, link between trade
and output co-movements for a sample of 147 deimjopountries. On the other hand, Baxter and Kaitgzes
(2004) confirmed the robustness of the proposittbat overall trade intensity increases businesgecyc
correlations using Leamers’ (1983) extreme-bourt@gch and a large sample of both developed anelajgng

countries.

Gruberet. al. (2002) refined the Frankel-Rose specification. Boghout that the instruments for trade
intensity employed by Frankel and Rose (1998) vimappropriate, due to their possible associatiah wimitted
variables, they included gravity variables diredtiyo their regressions. They also decomposed dted trade-
intensity variable into inter-industry and intradirstry intensity. Their findings were consistenthnathe general
argument of a positive relation between closereriioks and synchrony of business cycles, but thsiimates
suggested that the Frankel-Rose coefficients ofalivrade intensity were biased upwards. At themesaime,
Grubenet. al. (2002) found no evidence in support of the Krugna893) specialization hypothesis, as no
significant negative effect of greater inter-indygtade on business-cycle correlations was dedettélaaret.al.
(2005), also arguing against using an instrumerdekble methodology due to bias resulting from effects of

omitted variables, included as explanatory varisiinetheir regressions for 21 OECD countries spieeigon and



policy integration, in addition to total bilateraade. Their results suggested a significant aatioai between
bilateral-trade intensity and cross-country busrgscle synchrony, although the association waskerethan in
Frankel and Rose (1998) as other factors in th&ideh including policy integration, also had an aapon

business-cycle correlations.

Using cyclical industrial-production as Wwa$ real-output data as measures of business-ftycteiations in
OECD during the 1990s, Fidrmuc (2004) extended-tiamkel-Rose (1998) specification by incorporatiirgctly
as explanatory variables in his regressions bath bilateral trade and intra-industry trade. Hbttee measures of
cyclical fluctuations, the coefficients of the oakbrbilateral-trade intensity were found close &ra (or with
negative signs). By contrast, the intra-industade coefficients were positive and significant irosin
specifications, thus identifying trade within thanse industries, rather than overall bilateral traate the key
determinant of cross-country convergence of maanoewic fluctuations. Garnier (2004), on the basispectral
analysis, reported only a weak effect of intra-istdyi trade on synchronization, but evidence broadljne with
Fidrmuc (2004) was found by Imbs (2001, 2004). gssimultaneous equation techniques and a dataset
containing 18 countries over the period 1983Q1-T¥®8mbs (2004) considered as a factor influen@notput
co-movements an index of similarity in national usttial structures, a variable highly correlatedhwintra-
industry trade. His results implied a strong pesitassociation between this index and output coemeants and
only a low effect of overall trade on business-eysymmetry. The Imbs (2004) findings were not coméd by
the studies of Clark and van Wincoop (2001) ana @tfal. (2001), which, using data from 17 OECD countries
and from 14 EU countries plus the US respectivielynd evidence broadly in line with that in Frankeld Rose
(1998). That is, the effect of overall bilateradde was revealed to be positive and statisticadigificant even
when controlling for similarity of industrial struges, with the industrial-similarity index in Ottt al. (2001)
being insignificant in some of their specificatiofifie results of Imbs (2004) were also not confatrbg Baxter
and Kouparitsas (2004) who failed to establish laust relation (in Leamer’s (1983) terms) betweectmsal
similarity and business-cycle co-movements. Alsoaistaru (2004), in examining business-cycle syocir
between the eurozone and several CEECs, foundl#terhl-trade-intensity variable, in addition tetindustrial-

similarity index, to be always positively and sifigantly related to cross-country output co-movetaen

Several authors have examined the role ariatary- and fiscal-policy coordination, in additito trade, in
cross-country cyclical synchronization. Shin andnig/é2005), in his panel regressions for 14 Europeamtries,
could detect no significant effect of fiscal-policpnvergence on output co-movements. Also, the @inpé
monetary-policy convergence was sensitive to tlexyused, with cross-country correlations of M2wgtio rates
having no effect on synchronization while corralatiof short-term interest rates appearing as aroitapt
determinant of synchrony of cyclical GDP fluctuaiso As far as trade is concerned, the overall tmatdmsity
coefficients, like in Fidrmurc (2001), were fouridrsficant only when intra-industry trade was notluded in the
regressions. Bergman (2004), based on a samptela$trial-production co-movements in EU-15, Canddaan,
Norway, Switzerland and the US, found evidence satigg that fiscal-policy convergence increasedi@aic
synchrony across national economies but a commometany policy decreases synchrony. At the same, time
bilateral trade intensity was always significaneiplaining business-cycle synchronization in Beagia (2005)

specifications, even when fiscal- and monetarygyolto-ordination variables were included in the elod



Conflicting conclusions regarding the effects ofnatary- and fiscal-policy similarity are also refgak in several
other studies. Clark and Van Wincoop (2001) cowdtkdt no significant direct effect of policy co-oration in
general on business cycle synchronization, whiljn&@zhoet al. (2005), based on a sample of OECD countries,
found evidence indicating that fiscal but not mamgtpolicy affects cyclical synchronization. By ¢@st, the
estimates of Inklaaet al. (2005) suggested that both monetary- and fiscbtypsimilarity had a positive and

significant effect on cross-country output co-moesis.

Babetskii (2005) is to our knowledge théyosxisting paper that focuses directly on the Ib#&ween trade
and cross-country asymmetries of shocks, rather sisgmmetries in cyclical fluctuations of outputindustrial
production. Using data from seven CEECs plus Spaantugal and Ireland for the period 1990Q1-20020Q4 a
structural-VAR methodology, he first identified dand and supply shocks in these economies and izanieed
how time-varying correlation coefficients of shocksrsus Germany (or the EU15) were affected by alver
bilateral-trade intensities. His estimates impkepositive effect of total bilateral trade on crossintry symmetry
of demand shocks. The impact of more intense béhtsade on supply-shock symmetry could not bal#sthed.
Also, the role of intra-industry trade and of pgliconvergence was not considered. As a resultdiffierent
channels through which increased internationaletraéght have affected similarity of different typaisshocks in

these countries were not explored.

We add to this literature in two ways: weedtly examine the association between shock asstnes and
overall bilateral trade intensities, controllingté same time for intra-industry trade and potiopvergence; and
we use recent trade data from all the twenty-seZaropean-Union countries to derive policy implioas

regarding the success of an expanded EMU.

2.2. Intra-EU trade flows
Intra-European trade increased in almost all tha%Tbhember states since the beginning of the 198bswing
the decision to adopt a common currency, and dtee 995 following the start of the enlargemescdssions.
Between 1991 and 1995, exports as a percentag®Bfvdthin the EU15 increased by 43% and import8&%o.
Between 1996 and 2007, intra-EU27 exports increasedverage for the EU15 countries as a group by 26
percent (from 19.9% of GDP to 25.1%) and intra-EWW2ports by 24.0 percent (from 19.2% of GDP to 28)8
Of the six original EU member states, Germany, BeigLuxemburg (taken together) and the Netherlands
showed the biggest increase in intra-EU27 exp&8s306, 57.2% and 47.0% respectively), while Fraodewed
with an increase of 25.6% for exports and 37.8%ifgports (see Table 1 and Figure 1). As regardsotier
EU15 states, intra-EU27 exports to GDP increased@®$% in Austria, by 31.2% in Denmark, by betw@éfo
and 15% in Sweden, Finland and Italy and by ardadn Spain and Portugal. The rise in intra-EU2pants to
GDP over the same period amounted to between 5@®%&% in Austria, Finland, Sweden and ltaly, and by
between 10% and 15% in Spain, Portugal and thedXeatids. Only Greece and Ireland experienced a irop
both intra-EU exports and imports as a percentd@Dd and the UK a drop in intra-EU exports.



Table 1 Intra-EU27 Trade of the EU15 countries (% of GDP)

Intra-EU exports Intra-EU imports

199 2007 199 2007
AU 15.8 26.9 215 31.3
BE/L 45.1 70.9 40.0 63.6
DEN 18.6 24.4 17.3 21.7
FIN 17.4 20.2 15.9 21.4
FR 12.1 15.2 12.7 17.5
GER 12.3 24.4 11.3 20.3
GR 5.0 4.0 14.6 13.1
IR 435 34.1 31.1 23.2
IT 11.1 13.2 10.1 13.1
NETH 40.0 58.8 28.1 31.4
POR 16.3 17.0 22.8 25.6
sp 11.1 11.7 13.5 15.5
SWE 17.8 21.9 16.8 22.8
UK 12.5 9.3 13.0 13.1
EU15 19.9 25.1 19.2 23.8

Notes: based on Eurostat datsU = Austria, BE/L= Belgium/Luxemburg, DEN = DenrkaFIN = Finland, FR = France,
GER = Germany, GR = Greece, IR = Ireland, IT =yltAIETH = Netherlands, POR = Portugal, SP = Spain,
SWE = Sweden, UK = United Kingdom

Figurel Intra-EU trade of the EU15 countries ( % of GDP), percentage change between
1996 and 2007
98.3
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Notes: based on Table 1

As far as the NM12 are concerned, théirteade has increased considerably since 1995gapécially after
1999, following the enlargement process. Betweedbl®nd 1998 intra-EU27 exports and imports increéasehe
NM12 as a group by 13% and 8.5% respectively. BetwE99 and 2007, intra-EU27 exports to GDP ineedsy
approximately 80% in the case of Poland, Lithuamd Cyprus, by between 50% and 40% in the castowéfia, the
Czech Republic, Slovakia and Estonia, and by 2%2% 21.3% in Hungary and Latvia respectively. Ingpdrom
EU27, as a percentage of GDP, increased by aro@#@i6 Lithuania and Cyprus, by around 40% in Slaaakhe



Czech Republic, Slovenia and Poland, by 30.5% &h€92 respectively in Estonia and Hungary and bY%0in
Latvia. Only Malta experienced a drop in intra-EU2dports as a percentage of GDP and a small irelieaistra-
EU27 imports (see Table 2 and Figure 2). In Bulyamd Romania exports to the European Union inetek&®m
16.6 and 13.9 percent of GDP respectively in 19926.4% and 23.3% in 2007. Intra-EU imports in éhéso
countries have also been rising, from 17.6% of GiBulgaria and 18.9% Romania in 1999 to, respebtiv27.3%
and 29.9% in 2007.

Table 2 Intra-EU Trade of the New Member States (% of GDP)

Intra-EU exports Intra-EU imports
1999 2007 1999 2007

cY 3.6 6.6 18.1 28.5
cz 38.3 57.5 36.2 50.4
EST 36.1 50.9 43.9 57.3
HU 41.8 54.0 40.2 49.8
LAT 18.3 22.2 30.5 36.6
LITH 18.5 34.5 25.5 40.7
MA 24.3 21.2 47.2 49.6
POL 13.2 25.0 19.6 27.6
SLoV 27.1 41.9 35.9 51.4
SK 43.9 67.4 40.9 58.8
BU 16.6 26.4 17.6 27.3
ROM 13.9 23.3 18.9 29.9
NM 12 24.6 35.9 31.2 42.3

Notes: based on Eurostat datBU = Bulgaria, CY = Cyprus, CZ= Czech Republic, ESEstonia,
HU = Hungary, LAT = Latvia, LITH = Lithuania, MA #alta,POL = Poland, ROM = Romania, SLOV = Slove§K, = Slovakia

Figure 2 Intra-EU trade of the NM 12 (% of GDP), per centage change between 1996 and
2007
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Intra-EU27 trade is likely to increasetfiar with an expansion of EMU membership. A commarrency
eliminates the risk of exchange-rate volatility algdhe participating states and reduces the uncgrtavolved
in trade transactions within the group. Thus, w\lith entry of all the NM12 into the EMU, trade acr&urope can
be expected to rise. Some authors focusing onmntipadt of exchange-rate volatility on trade sugdkat this
effect may be smafl. Others, however, stress that exchange-rate staisilitot a substitute for sharing a common
currency and that entering a currency union hasbatantially stronger effect on trade than elimmexchange-
rate volatility and still using national currenciebhis is because a currency union leads to permbnienter
transaction costs in trade, greater price transggreincreased competition among firms and a langit
commitment to common objectives and economic pesi¢i Rose (2000), the first paper to investigate eroaity
the direct impact of currency unions on trade, thuwn the basis of a cross-section of 186 counttied pairs of
countries participating in currency unions tradeithveach other about three times more than countsieich
retained their national currencies. Glick and R@E#2) extended Rose’s (2000) analysis by examitrizde in
217 countries over a period of 50 years, contrgliét the same time for a large number of factoas, thiom
gravity models, might influence trade. Their paesiimates suggested a lower, but still large, pes#ffect of
currency unions on trade, ranging between 65% &6d4f° Using historical data from the gold-standard period
(thus having large countries in pairs involved imrency unions in their sample), Estavadeosdall. (2002) and
Lopez-Grdova and Meissner (2002) also found a strong nawyenion effect on trade, of about the same
magnitude as in Glick and Rose (2002) (that iswbeh 34% and 72%, and up to 60%, respectivelypdddthe
Rose and Stanley (2005) meta-analysis of the affgfcturrency unions on trade, has indicated @l#ipugh the
magnitude of the effect varies considerably acnbss different studies, combining the estimates pced a
statistically significant effect between 30% and®(Recently, using post-2000 data and controllimg dther
standard influences on trade flows, several stutte® attempted to estimate the trade effects offE\Most of
them confirm that the EMU has boosted trade, indigathat the effect is not only statistically sifigant but also
economically noticeable, although smaller compdcethat implied from panel studies based on his&briata.
For instance, euro’s short-run effect on trade thesn estimated between 4% and 16% in Mietal. (2003),
between 9% and 10% in De Nardis and Vicarelli (3084d about 10% in Farugeé (2004), while Bun and
Klaassen (2002) using a dynamic panel model sugglestger-rufi- effect of EMU on trade of about 40%.

If currency unions can indeed be expecteldost trade, then knowing whether or not tradegration also
accompanies greater symmetry of shocks and busingdss is important. If trade integration doesdlda
reduced shock asymmetries, the loss for prospegtiian members of monetary independence will bg testly:
by entering the currency union, their trade with tther member states will increase and this iser@atrade will
in turn facilitate shock convergence and symmetryusiness cycles within the group, thus requiriogcountry-
specific adjustment policies. In the case of Eurthygeissue is crucial. Since the effect of EMUtiade appears
significant and economically noticeable, whethemot larger trade flows also reduce shock asymeeetsind
increase synchronization of business cycles is itapbfor assessing the success or failure of ekgexpansion
of EMU membership and thus an early adoption ofettw® by all the NM12? The issue is also important for the
EU15 countries that have not yet joined the eurezoamely the UK, Sweden and Denmark. In geneval) &

they do not meet the criterion of shock similagty ante they are likely to achieve @x postto the extent that



union membership would increase their trade with dther members and this, in turn, would induceatgire

synchronization of business cycles.

3. CONVERGENCE OF SHOCKSAND TRADE: METHODOLOGY AND RESULTS

3.1. Identifying structural demand and supply shocks
Fluctuations in real output and prices can be asduim result from both demand and supply innovatiovith
the former having a permanent effect only on priglde the latter having a permanent effect on hmibes
and output. Such demand and supply innovationdearcovered from a 2x2 vector auto-regression (ViR
each country involving real-GDP growth and GDP-ateft growth by imposing restrictions on the sysem’
estimated coefficients along the lines suggestedlaychard and Quah (198%)More specifically, current
real-output growth (inflation) can be assumed toitfluenced by contemporaneous inflation (real atitp

growth) and by past real-output growth rates afidtion rates:

O.X, =0, X _,+0,X _,+..+0, X +¢ 1.
Ay, —Ay &

with X, = WAy etz[ d‘}
Apt_A’p gSt

wheregq and g5 are (white-noise) structural demand and supplyclehaespectively®; are 2x2 coefficient

matrices/(.) is the difference operatoy, (p,) is (the log of) the current real GDP (GDP defigtand Y and

p represent steady-state values. (1.1) can be takegptesent a Keynesian-type system of aggregabarmt

and aggregate supply schedules with nominal rigilitwithey andes being innovations relating, respectively,

to the demand- and supply-side of the economy.i®plfor X; , (1.1) becomes

X, =AX  +AX ,+...+ AX, + Ag (1.2)
where A =®0_l and A :®0_1®i fori=1,2,.... From (1.2), through appropriate substitutionsirent
deviations of real-GDP growth and GDP-deflator gtofvom initial steady-state values can be explaibg the

contemporaneous and the lagged effects of thetstal@lemand and supply shocks:

X, =By +Big 1 +B g ,+B g s+..=B g+ Blyg (1.3)

i=1
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wherel' is the lag operator (WitH_i{;‘t =¢,;),B, = Aand theBs (for i =1, 2..) are 2x2 coefficient

matrices representing the lagged effects of shookdy andAp. Assuming that a demand shock cannot have

any long-run impact on real-output growth implibatt
1311,0 + Zﬁllj =0 (1.4)
i=1

where 3, , and f3,,; are elements (1, 1) of the matridgsand B, respectively.

Using ordinary least squares (1.2) can bemastid as a VARHaving estimated the VAR, the structural
demand and supply shocks can then be identifient tfe residuals. In particular, the estimated VAR be

expressed as:

Xi=g+Ge,+ Ge,+ Gest..= tei-z CL )
i1

whereg, is the vector of residuals and tGge's (fori= 1,2 .. ) are 2x2 matrices of estimated coefficients.e@iv

(1.3) and (2), the contemporaneous structural sheclcan be derived from the residuads using the

relationshipe, = Bo’lq. To find &, the B, matrix needs to be computed. This can be achieyeithposing

restrictions on its elements. A& is a 2x2 matrix, four restrictions are requiredeTinst restriction comes from

the proposition that a demand shock can exert ng-tan influence on output growth, namely from j1Bhe

other three restrictions come from the varianceademnce matrix of the residuals. For this mati#,we have
¥ =E(g€)=E(B,¢ - (By&)) =B E(s¢&, )B,.Two restrictions follow from normalizing the vanize of

the structural shocksy and e to unity, while the third comes from the propositithat, by definitiort?

structural demand and supply shocks in (1.1) antecoporaneously orthogonal. According®can be written
as ¥ = BOB'O, from which, givenE(e €’y) from the estimated VAR, the elementsByf and thussq and g,

can be computed.

A VAR like (1.2) has been estimated, usingrtpréy real output-growth data (GDP at constan95.9
prices) and inflation data (GDP-deflator, 1995=1036) each of the EU27 countries and for the eunezas a
whole. The data (seasonally unadjusted, excep&feece and Portugal) are from Eurostat coveringpérsd
1995Q1-2005Q4, except for Ireland, Malta, Lithuaaral Romania for which appropriate quarterly reBIFG
series are available only from 1999Q1 onwatdsee Table A.5). The Akaike and Schwarz critedm lag
structure suggested the inclusion of 3 to 4 lagsnimst countries, and for all the estimated VARe th
eigenvalues of the system’s estimated matrix wesaeé the unit circle thus ensuring stability. Tihgulse-
response functions also suggested consistencyeddtimated VARs with the underlying economic model
in all the estimated VARs, except for Denmark, #eeumulated response to a positive demand shoclaand
positive supply shock was, respectively, an ineemsd a decrease in inflation (see Figure A41jShort-run
responses to the identified structural shocks, pxéer Denmark?, were also in accordance with economic

theory (i.e. a positive demand shock would incrdasth inflation and output-growth in the short nwhile a
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positive supply shock would reduce inflation andr@ase output growth). Table A.1 shows summarystitst
for the identified structural shocks, indicatingttthey tend to be equally distributédetween positive and
negative valuesOn the basis of the identified structural shodkgck-correlation coefficients for each of the
EU27 countries versus Germany, France and the enedzave then been computed for two sub-sampled=eri
of equal length, namely 1996g1-2000g4 and 2001§B48. Pooling the two sub-sample periods yieldptbe

of shock-correlation coefficients shown in Figurerdile summary statistics are reported in Tabl2. A.

Figure3Correlationsof structural shock s, pooled EU27 sample
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3.2. Trade intensity and intra-industry trade
Trade intensity between trading partneasidj can be measured in terms of bilateral trade tumgasgorts plus

imports) scaled by total trade or nominal GDP:

TRADE, , = ,

Xij + Mij

Xi+Mi+Xj+Mj

T

TRADE, , =

Xij + Mij

3
o ®)

T

whereX; and M; ( (X;, M;) refer to total exports and imports of partng¢partner;) andY; (Y;) to nominal GDP,
while X; (M;) are the bilateral exports (imports) ioindj. Thus, a higher value fofRADEJ,, or TRADEZ,

would indicate greater trade intensity betweenitiggartners andj. (3) has been computed from quarterly data

from Eurostat (see Table A.5), withieferring to the period-average under considerafich

An index of intra-industry trad@NTRA;,) is constructed along the lines suggested by Grabe Lloyd

(1975):

12



Z‘xij - Mij ‘
with @, . = | Lo (4)

INTRA =1-w =
Alr'r ! Z(xij + Mij )
k T

7!

wherex is the number of industrial branches. (4) has lweemputed using industry-disaggregated quarterlst dat

at the SITC-2 level from Eurostat, with the disaggtion involving 70 industri¢d.Larger intra-industry trade
flows would reduce the numeratoraw; ., SOINTRA;; would increase as more intra-industry trade takasep

Summary statistics fofFRADEandINTRAare shown in Table A2

3.3. The association between trade and shock symmetry

In the light of the existing literature, we can swler two conflicting propositions regarding thes@sation
between trade flows and symmetry of shocks. Th& fiollows from the specialization hypothesis air f
example, Krugman (1993) and Kalemli-Ozcahal. (2001): closer trade links will facilitate increas
specialization in production. In such a case, asgtries of supply-side shocks across national eceg®oan
be expected to rise as trade integration progre§ses second hypothesis follows from the argumdaua
international spill-over effects and from the newedry of international trade (see, for instancegnkel and
Rose (1998), Coe and Helpman (2001) and Améilexl. (2002)). Trade between national economies inceease
the diffusion of knowledge and technology and tfeee can be expected to result in a more rapidcstragsion
of aggregate productivity shocks. Trade is alsoagomchannel through which aggregate spending acoie
shocks are spread internationally. Thus, as ovbilalleral-trade intensities increase, these spies increase,
something implying that similarity of both supplgcademand shocks can be expected to rise. At the e,
trade among several economies appears to be imgbataking place within the same industries. licts cases,
increased overall trade will also imply more inemstra-industry trade. More intense intra-indugtade will
in turn lead to less export specialization and gresimilarity of industrial structures across oatl economies
and thus more comparable supply-side shocks, thrautga-industry spending transfers and industryesc

technological spill-overs.

These propositions have testable implications tli@nbasis of our sample, if international spill-evare
dominant and the argument about intra-industryetresdcorrect, overall bilateral-trade intensitiég®d be
positively and significantly related to cross-cayntorrelations of both demand and supply shoaksteimand
shocks through aggregate spending and income asplls, and to supply-side shocks through aggregate
productivity spill-overs and through similarity afdustrial branches. If, on the other hand, spizeitibn
dominates, increased overall bilateral trade shbeldhegatively associated with cross-country catits of
supply-side shocks but may still have a positiveadnt on correlations of demand shocks through ircand
spending spill-overs. At the same time, when inticetl together with total bilateral trade, more nise intra-
industry trade, while being positively linked topgly-shock correlations due to cross-country sirtifaof
industrial branches, it can be expected to be hedatelated to correlations of aggregate demdrtks to the
extent that it would imply relatively large indugispecific transfers rather than large aggregagading spill-

overs.
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3.4. Regression results: trade flows and similarity of shocks
As we pool two sub-sample periods, time-varyingrabgeristics, other than those reflected in thdakdes
TRADE;, and INTRA ; may have had an impact on shock correlations. éncdise of the countries in our
sample, an important time-varying characteristim@netary- and fiscal-policy similarity across Bueowhich
increased as the date for the replacement of retmmnrencies by the euro was approaching. To wtcior
this, we consider as an additional explanatoryaidei a dummy EURO that takes the value 1 for all
observations in the period 1996Q1-2000Q4, whethalEU27 member states still had their nationalendies,
and the value 0 in the 2001Q1-2005Q4 period, whiels characterized by the free circulation of theoeu
across the whole of Europe (even along nationaleagres in countries like the UK, Denmark and Swede
which did not participate in the eurozone). Altdiviely, the discrepancy of short-term interest sabetween
trading partners andj (RATES, - |r; —rj|,) and the correlation of their budget defic(BUDGET; ;) are used
respectively as proxies for monetary- and fiscdiggoconvergence/divergence. Including directlyoirthe
regressions policy-convergence Vvariables, whichmigves may have influenced shock symmetry
independently of trade flows, also controls forgmttal simultaneity between trade and shocks (duboth
being affected by policy} The data foRATESand BUDGET are from EurostatGovernment Statisticand
Interest Ratesespectively (summary statistics are shown in T#&bR). Short-term interest rates refer to six-
month money-market rates, while the budget datx tefannual deficits as percentage of GDP. To @auckor
any likely effect on shock symmetry of economicesithe (log) of GDP discrepancy between tradingneas
(DING; . = loglY; —Yj|,) has also be considered as explanatory varialsenéch of the international economics
literature suggests (see, e.g., Fidrmuc (2004)yetaeconomies may have a stronger influence orshloeks
facing smaller economies, in which cd3BNC will enter the regressions with a positive sigdNC has been
computed using annual per capita GDP data at P&8h@sing power standards, 1995) from Eurostational

Accounts.

TABLE 3.1, TABLE 3.2

Regression results for the EU27 from poolthg two sub-sample periods, 1996q1-2000g4 and (2601
2005g4, are summarized in Tables 3.1 to 3.3. Thimates suggest that there are important links bebatrade
flows and cross-country symmetry of shocks, alttotige nature of the linkages differs dependinghengource
of the disturbances. In columns (a) and (f) of €al8.1 and 3.2 there is evidence of a strong pesissociation
between greater overall bilateral trade and symmefr demand as well as supply shocks. The estimated
coefficients of both measures of bilateral tradensity in (3) have a positive sign, are highlyngigant (1%) and
large in magnitudé Nevertheless, from this, one cannot identify tharetels through which more intense trade
ties influence shock correlations. Thus, in all titeer columns of Tables 3.1 and 3.2, overall bitdt trade
intensity and intra-industry trade are introducefasately as explanatory variables. With bBRADEandINTRA
included in the regressions, tAi&RADE variable can be taken to capture the effects @frimdustry, and thus

specialized, trade.

In the case of demand-shock convergenesiralling for intra-industry trade has little imgaon the

estimated overall-bilateral-trade-intensity coeéfits. In columns (b) and (g) of Table 3.1, thesefficients
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remain positive, highly significant, and large iagnitude. By contrast, the coefficients of theartrdustry-trade
variable have a negative sign, suggesting that rmease intra-industry trade does not by itselplyngreater
cross-country symmetry of demand shocks. On therdtland, in columns (b) and (g) of Table 3.2, thtear
industry-trade index enters with a positive sigm as highly significant independently of how ovérahde
intensity is defined.The estimated coefficients of the overall bilatdratle-intensity variable, although they drop
relative to columns (a) and (f), remain positivel aignificant (at 10 or 5 percent) for both measw®(3). These
results are robust with respect to changes in freeiication of the regressions by including otheriables.
Controlling for the circulation of the euro and figcal-policy convergence and interest-rate déferes does not
affect the direction of the trade effects, whiletlee same time increases the significance of thienated trade
coefficients and the goodness-of-fit of the regoass Thus, for the case of demand shocks, in cadu¢o) to (e)
and (h) to (j) of Table 3.1 the bilateral-tradeeimsity coefficients are still highly significantd@ regardless of the
inclusion of EURO, BUDGETor RATES,while the coefficients of intra-industry-trade aa# negative and
significant at 5 or 10 percent. For the supply-¢hoarrelations in columns (c) to (e) and (h) todfj)Table 3.2, the
coefficients of intra-industry trade are positivedahighly significant (1%) in all specificationsh& estimated
coefficients of overall-bilateral-trade intensitseaalso positive and significant (at 5% or 10%jglependently of

the different measures of (3).

Our results thus suggest that internatiemall-overs, rather than specialization, dominatethie process
through which more intense inter-industry tradecet§ symmetry of supply-side shocks across thergada
European Union. From this point of view, they pdevievidence in support of a Coe-Helpman (2001)Faadkel-
Rose (1998) type of effect, rather than a Krugmgoet(1993) effect, of trade on convergence of lssrcycles.
In particular, the fact that the overall trade-ivtity variable is positively and significantly lie# to both the
supply-shock and the demand-shock correlations exeen intra-industry trade is included in the regrens,
suggests that specialized trade (inter-industrylefrahas on balance correlation-increasing effebtsugh
international spill-overs. At a more general levbe results in Tables 3.1 and 3.2 provide anagtilon for the
mixed evidence in the empirical literature regagdine association between cross-country cyclicahovements
of output on the one hand, and overall bilate@ddérand intra-industry trade, on the other. Theygest that more
intense overall bilateral trade would tend to beijpeely and strongly associated with correlatiaxfsoutput
growth or industrial-production growth when thevitig force of business cycles is a demand innowatiche
association, while still positive, would be wealfethe main cause of business cycles is a supplg-ginovation.
At the same time, intra-industry trade would tendbe positively and strongly associated with tighteoss-
country output co-movements when cycles are mahdyresult of supply-side shocks. It would haviéelitmpact
on synchronization of output fluctuations, and doelen lead to less synchronization, when cyclescaused

primarily by demand innovations.

On the other hand, the estimates in TaBlgsand 3.2 suggest that policy convergence, ditiad to trade,
has also been responsible for determining the degfeshock symmetry in EuropEUROQO is highly significant
(1%) in all the regressions of supply-shock congagg in Table 3.2 and is also significant at 5%4.@¥ in the
demand-shock correlations in Table 3.1 for allgpecifications. The direction of the effect depeadshe type of

the shock, with the estimates suggesting thatiticelation of the euro has caused supply shocketmme more
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correlated but has led to greater asymmetries ofatie shocks. One explanation could be that, ceparibus,
with a common currency, product-price differencesoss national economies tend to become more appare
leading in the short run to shifts in relative dewhachedules, which in turn appear as asymmetniadd shocks.
Another explanation is that for counties sharingg@nmon currency, the direct effect of monetarygoli
convergence on demand-shock symmetry may be nedatithe extent that these countries loose thdlityato
respond to idiosyncratic demand shocks, with ohly indirect effect through trade being positiveattis, a
common currency increases trade and this increasade induces shock convergence). As far aalfisalicy is
concerned, in columns (d),(e) and (i), (j) of TaBl&the estimated coefficients BUDGET are all positive and
significant, even when controlling for the euroeeff suggesting that the process of fiscal-polmyvergence has
reduced asymmetries of demand shocks across th& BEi¢2nber states. Fiscal-policy convergence, however
does not appear to have had any favourable impasymmetry of supply-side shocks, and in columngd&yiand
(1),(j) of Table 3.2BUDGET has a negative and significant sign. R&TESvariable enters in the regressions in
Table 3.2 (columns (e) and (j)) with a minus sigmplying that interest-rate convergence (reducedrdpancies
of interest rates) has had a positive effect ossamuntry symmetry of supply shocks across the delhething
also consistent with the impact BIURQ But the effect is weak and insignificant. In tta@se of the demand
shocks RATESappears to have virtually no impact on demand-slsgokmetry (columns (e) and (j) of Table 3.1).
Indeed, in the context of the pooled EU27 samplesiciered in Tables 3.1 and 3.2, tRATESeffect can be
expected to be weak as large fluctuations in steont interest rates had occurred in several NMlznduhe
1995-2005 period and tHRATESvariable for this sample shows a large varianee (Bable A.2).Allowing for
economic size (per capita GDP differences) alscs dod change much the results regarding the roleade
flows, with the estimated effects being similar floe two measures of the overall bilateral-traderisity variable

in (3) (see Table 3.3). At the same time, the fimiehts of DINC have wrong (negative) signs, and, except for
columns (ii) and (iv) for the case of supply shqat@ntrolling for per-capita GDP differences does$ improve
the adjusted?® of the regressions either. Thus, income differepee seare revealed to play no direct role as a

shock-transmission mechanism in the enlarged Earopmion®
TABLE 3.3

To further assess the robustness of oultsesn Tables 4.1 and 5.1 we restrict our poolathgle to the
EU15 group, while in Tables 4.2 and 5.2 we consalethe EU27 for the second sub-sample period 8001
20054 (summary statistics for these two sanguleshown in Tables A.3 and A.4 respectidlyFocusing only
on the second sub-sample period allows for potelniga in the results arising from the fact thatw data for the
NM12 in the early years of the 199501-2005g4 peraght not have been sufficiently reliable and dtwmm the
fact that in some of them structural changes mggitit have been taking place. On the other handsicring
only the EU15 allows for examining possible diffieces in behaviour between the two groups. Howether,
results concerning the effects of trade are noy déferent qualitatively from those in Tables &fd 3.2: there
are no large differences between the estimatessthe three samples, except for the interestefé¢et and the
larger goodness of fit of most of the regressionthé pooled EU15 sample. In particular, in Taldldsand 4.2, in
the regressions for demand-shock convergence véralbbilateral-trade intensity coefficients atevays positive

and highly significant across the two samples ihthé specifications, even when controlling for ipgl
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convergence, while the coefficients of the intrduistry-trade variable are negative and signifi¢aotumns (b),
(d) and (f), (h)) or relatively small in absolutalue and insignificant (columns (a),(c) and (§),(dn the
regressions for supply-shock convergence in Tablesand 5.2, again the coefficients of both measofdrade
(overall and intra-industry) have the expected tpasisigns, with the intra-industry variable beimgore
significant than the overall bilateral-trade val@aln the EU15 sample the coefficients of ovebdlhteral-trade
intensity in the demand-shock regressions drop eelztive to Table 3.1, but the effect remainsdigant for all
the specifications. On the other hand, the est@ichabefficients of both overall bilateral-tradeeimsity and intra-
industry trade in the supply-shock regressionsiraigeneral larger for the second half of the sanmgleod (see
columns (e) to (h) in Table 5.2 relative to colunfbk(e) and (g),(j) in Table 3.2)). This is anication that the
role of trade in supply-shock symmetry across Eerbas increased in recent years. At the same Tiatge 5.1
reveals a strong positive relationship between sgtryrof supply-side shocks across the EU15 anditicalation
of the euro and Table 4.1 a strong positive retatiip between demand-shock symmetry and fiscatyoli
convergence. Across all three samples consideigzhlHpolicy similarity does not appear to havertea any
positive effect on symmetry of supply shocks. Byitcast, interest-rate convergence is revealed e had a
favourable impact on symmetry of both supply anchaled shocks for the group of the EU15 member stites
coefficients ofRATESare negative and statistically significant in Tabfel and 5.1, indicating that interest-rate

similarity has induced more symmetry of shockseénayal among the EU15.

TABLE 4, TABLE 5

4. CONCLUSIONS

As a successful expansion of EMU membership reguirsufficient degree of business cycle synchroiniza
across the EU27, a pressing matter for Europeaicypohkers today is the extent to which synchromrabf
macroeconomic fluctuations across the twenty-semember states is likely to increase in the nearréutSince
an expanded EMU is most likely to boost furtherarEuropean trade, if trade integration is to faati
convergence of business-cycles, the cost for the member states (or the three non-eurozone EU1BtiGes)
from loosing monetary independence will be reldsiveamall. Thus, assessing the role of trade in @BIntry
synchronization of business-cycles across the EREY important implications for the success or failaf an
expanded EMU.

In the international economics literature &hex an ongoing debate regarding the effect ofeimeed trade on
business-cycle synchrony. Some authors argue dhger trade flows are likely to be accompanied tBsater
specialization in production according to compatiadvantage, thus leading to less synchronized
macroeconomic fluctuations across national econami@thers, however, stress that as trade integratio
progresses, output co-movements across countriksb@dome more synchronized through productivityd an
spending spill-overs and through intra-industrygl&aThe existing empirical evidence is mixed, vgittme studies
indicating a large positive effect of more interismde ties on business-cycle synchrony while otlseggest a
weak association between trade flows and synchmtiniz Whether overall bilateral-trade intensity iotra-

industry trade is the major channel through whiaetiamal business cycles become synchronized ihangbint
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of disagreement in the literature. Opinions als@dje in the literature regarding the influencesgnchronization
of policy convergence.

Our results suggest that assessing the roledé in business-cycle synchronization by sinipbking at its
impact on cross-country cyclical co-movements dapatican be misleading because the cause of flichsain
output is not taken into account. Using trade diatan the EU27 countries and identifying structwteimand and
supply shocks in these economies over the peric@Q2-2005Q4 employing the Blanchard-Quah (1989)
structural VAR methodology, we have found evidermgggesting that trade flows strongly influence the
international transmission of business cycles betvwtay in which this occurs depends on the sourtieeashocks.
Thus, as intra-industry trade becomes more domisgnthrony of business cycles across the enldegedpean
Union would tend to increase if the main reasorttiem is a supply-side innovation. If the drivinggde of cycles
is a demand innovation, the effect could be just dpposite, with business-cycle fluctuations acrBesope
becoming less correlated. On the other hand, isedkaverall trade, and thus higher bilateral-tiatiensities, is
found to have, on balance, correlation-increasifigcts through international spill-overs, via protvity and
income channels. Our results therefore provideengd in support of a Frankel-Rose (1998) type fefcefrather
than a Krugman-type (1993) specialization effeegarding the association between trade and cras#¥go
business cycle co-movements. This implies thatiekggntry of all the new member states into the EmMBly not
be so costly in terms of a loss of monetary autond@ur results also suggest that the circulatiothefeuro has
been associated with a fall in supply-shock asymeasein Europe but has had no direct favourableachmpn
demand-shock symmetry. By contrast, the processcél-policy convergence appears to have led twemo
symmetric demand shocks across the EU27 membessstaterest-rate convergence is revealed to haleced

more symmetry of both demand and supply shocksadhe EU15 group.

FOOTNOTES

1. Some NM12 expressed their desire to join the EMUdnsafter the signing of the Accession Treaty.
Slovenia joined the EMU in January 2007 and Cymnd Malta became formal EMU members at the
beginning of this year. A preliminary timetable MU entry has also been set for several other NM12

2. See De Grauwe and Mongelli (2005) for a recentudision of the OCA theory.

3. See Rose and Engel (2002), Miaztoal. (2003), Rose and Stanley (2005) and Baldwin (2005a survey
of this literature.

4. Some other studies also find weak evidence thgefatrade flows increase the synchrony of business
cycles, see, for example, Koseal. (2003) and Canova and Dellas (1993).

5. Comparable quarterly real-GDP series for the EUlé& available only from 1991ql1 onwards, while
consistent bilateral trade data for all the EU2¥ raot available prior to 1995q1.

6. See Klaassen (2004) for a survey of the literaburéhe effects of exchange-rate volatility on trade

7. For a discussion see De Grauwe and Mongelli (2@88)Rose and Engel (2002).

8. Rose’s (2000) large estimate of the trade effeatusfency unions was severely criticised. Many argh
qguestioned the appropriateness of making genetialimafrom estimates derived from broad-based eross

section studies like Rose (2000) because histbyiqalirs of countries participating in currency amg
either had strong political ties or were small goabr. Controlling for political ties in the Rose0@D)
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10.

11.

12.

13.

14.

15.

16.

17.

18.

dataset, Melitz (2001) found a lower trade effechounting to about 200%. Also, Persson (2001) pdint
to bias resulting from non-linear effects of sori¢he Rose (2000) explanatory variables and froenfétt
that the pairs of countries involved in currencyioms in his sample were non-random. Using non-
parametric methods, instead of standard regressadmiques, he found a smaller effect of currentpns

on trade, between 13% and 65%. Other authors gbint¢he possibility of bias due to endogeneitied a
reverse causality. Accounting for potential end@ijgndue to omitted variables, by explicitly allawgi for

the decision to participate in a currency unionnreégro (2001) estimated the currency-union effatt o
trade at 50%. However, Tenreyro and Barro (2008ngian instrumental-variable approach, found an
effect larger than that in Glick and Rose (2002).

Some other authors proposed a time-series apptoattie trade effects of currency unions, rathentha
cross-sectional approach, stressing the importahegploiting additional information based on indiwal-
country experience. Thom and Walsh (2002), for edanfocused on the influence on the Irish tradthef
break between sterling and the Irish pound in 1@##n Ireland joined the European Monetary System).
Their results suggested no significantly negatiffeceé of such change in exchange-rate regime on the
Anglo-Irish trade.

Much of this literature tests for the significanakecoefficients on dummy variables from January @00
onwards for the eurozone countries. See Baldwin BindNino (2006) for a different approach,
concentrating on the effects of the euro on tradeeiw products.

De Nardis and Vicarelli (2004) also suggest a latgager-term effect of EMU on trade, of about 19%.
Indeed, some authors argue that the smaller trideteof EMU compared to that implied from panel
studies may be due to the fact that the EMU idatively new phenomenon and thus its full impacbas
Europe has yet to be seen. Others, however, pointhat monetary integration in Europe has a long
history and thus part of its effect has alreadyk&drthrough in the member states. Persson (20ai) an
Thom and Walsh (2002), for example, expressed daabto whether the EMU would have any significant
trade effect. Nitsch and Berger (2005) have alsestioned the argument that, by itself, the euro has
increased trade, suggesting that any trade effdctaon fade away.

Indeed, in the last few years, several authors hageed in favour of a “euroization”, namely theoption
by all the new EU member states of the euro asl legaler even before their official entry into the
eurozone (see, for example, Buiter and Grafe (288d)Von Hagen and Traistaru (2006)).

The structural-VAR methodology has several limgas. It assumes structural stability regarding the
association between the variables under considetatnd it requires estimating many coefficientscllis
problematic in cases of relatively short samplelsoAin a structural-VAR model no distinction cae b
made between domestic and foreign shocks. Nevesgthethis methodology has been very popular in the
international economics literature in recent yeard has been employed by a number of studies iifige
demand and supply shocks across regions or cosintiee, for example, Frenkel and Nickel (2005),
Korhonen (2003) and Fidrmuc and Korhonen (20036200

The assumption that the structural shoeksind e are contemporaneously orthogonal is the standard
approach suggested by Blanchard and Quah (1988)eamuoyed by many other authors. See the
references in footnote 13.

For some other NM12 the estimation period was sligitly shorter (see Table A.5).

This pattern of long-run inflation response (thecatied ‘over-identifying restriction’) is not imged on
the empirical model and its presence is an indicatat the estimated VAR is consistent with arregate
demand and supply framework, in the context of Wigositive demand shocks are expected to raisegric
in the long run while positive supply shocks arpewted to lower prices. See, for example, Fidrmat a
Korhonen (2003) and Frenkel and Nickel (2005).

An ADF test was performed for real GDP and GDPatefl The hypothesis of a unit root could be rejdct
for the real-GDP growth and inflation series.

In the case of Denmark, the impulse response fumahowed a perverse long-run and short-run regpons

of inflation to a supply shock and a perverse shamtresponse of output growth to a demand shauk, a
in the light of this, this country was excludedrfréhe subsequent regressions on shock convergence.
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19.

20.

21.

22.

23.

24.

25.

26.

27.

Exceptions are the Netherlands, Sweden, PolandRamdania for the case of demand shocks. For the
Netherlands, the Jarque-Bera statistic also inelicdéviations from normality for supply shocks.

In the regressions in Tables 3¢5 0rresponds to the respective shock-correlatiomg@erith a four-quarter
lead to ensure a causative effect.

A major problem in studies examining the impactotput co-movements of trade flows is the possjbili
of simultaneity and reverse causality between mssircycle correlations and bilateral trade. To deéthl

this problem, most authors make use of instrumesstahble estimation. However, this approach isarot
adequate solution because the variables which, fn@vity models, are commonly used as instrumennts f
trade intensity (e.g. distance between the capiffatise trading partners, geographical adjacenclyise of

a common language) may also be reflecting the tsffeicother omitted variables, such as labour nitgbil
and similarity of economic objectives, in which eathe estimates will be seriously biased (see, for
example, Grubeét al. (2002) and Inklaaet.al. (2005)). For this reason, and also to account dotoirs
affecting business-cycle synchrony that are diffica measure, some authors, including Grugtelal.
(2002), include gravity variables directly into itheegressions. For the same reason, other authors,
including Inklaaret.al(2005), Bergman (2004) and Otk.al. (2001), include policy variables, in addition
to trade, in their regressions. Reverse causalityot a problem in this paper to the extent thatupward
trend of intra-EU trade that has been observeceaent years cannot be attributed to shocks (Babetsk
(2005) also makes the assumption that trade isezags to shocks). At the same time, the specidinatin
Tables 3-5 control for potential simultaneity in &r as policy-convergence variables, which may
themselves have affected symmetry of shocks indbpaly of trade flows, are included directly in the
regressions. For the same reason, in all the reigres the period average for the explanatory bt
exceptEURO,has been computed with a four-quarter lead ovectiiresponding shock-correlation period.

A very detailed disaggregation (such as SITC-3)hinigpt be appropriate since with the rise in thel®f
industry de-composition the share of intra-industagle falls and the index eventually approaches. zZe
very low level of disaggregation (e.g. SITC-1, whiavolves only 9 sectors) might also be inapprateri
since it could give a misleading picture regardimg extent of intra-industry trade.

Comparable quarterly intra-industry-trade datehat$ITC-2 level of disaggregation are not availgivler
to 1999q1l for the NM12. Thus, in the case of theI2IM(4) for the first sub-sample period is computed
using data for 1999q1-2000qg4.

See footnote 21.

The coefficients of overall bilateral-trade intagsare larger when GDP is used as the scaling biaria
However, elasticities are not very different foe ttwo measures of (3) as for all countridRADEZ2is
smaller thaTRADE1(see Table A.2).

In the case of the demand-shock correlations irleTal3, introducing GDP differences also rendBfERA
insignificant. This is because in the context ¢ ffooled EU27 sample, trading partners showingIsmal
income differences are also the ones that showvela high levels of bilateral intra-industry trad

The summary statistics fafRADE1, TRADEZANdINTRAIn Table A.4 are not directly comparable with
those in Table A.2 because of the different countyerage in the first and second sub-sample period
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TABLE 3.1 Symmetry of demand shocks, trade flows and policy convergence, pooled sample EU27

Dependent variable: correlations of demand shocks

Explanatory  (a) (b) (© (d) (e) ®) )] (h) 0] @)
variables
TRADE1 3.598***  3.774*** 3.832%*  3.457%*  3.223***
(0.649) (0.746) (0.759) (0.867) (0.925)
TRADE2 6.723*** 7.003*** 7.317** 6.645** 5.982***
(1.285) (1.465) (1.441) (1.624) (1.768)
INTRA -0.059 -0.112*  -0.144** -0.096* -0.055 -0.118** -0.152***  -0.094*
(0.048) (0.051) (0.051) (0.058) (0.048) (0.051) 0.061) (0.057)
EURO 0.069* 0.066* 0.079** 0.075**
(0.037) (0.037) (0.037) (0.037)
BUDGET 0.063** 0.079** 0.064* 0.082**
(0.033) (0.036) (0.033) (0.036)
RATES 0.0005 0.0005
(0.004) (0.004)
No. of
observationg® 135 135 135 129° 126¢ 135 135 135 129° 126¢
R-squared (adj) 0.144 0.142 0.157 0.178 0.159 0.140.139 0.160 0.182 0.158
Notes: OLS estimation; ***, ** and * indicate significarcat 1%, 5% and 10% level respectively (White-
heteroskedasticity-robust standard errors in phesig);Ireland, Malta, Lithuania and Romania only for 260-2005g4
and Denmark excludedirade data for Luxemburg not available for thet finsb-sample periodSlovakia excluded
(frequent revisions in budget-deficit seriggpmparable interest-rate data for Luxemburg noilatie
TABLE 3.2 Symmetry of supply shocks, trade flows and policy convergence, pooled sample EU27
Dependent variable: correlations of supply shocks
Explanaton  (a) (b) © (d) C] ®) ©) (h) 0] @)
variables
TRADE1 2.515%* 1.688* 1.586* 2.066*  2.310*
(0.792) (0.941) (0.901) (0.949) (1.045)
TRADE2 4.993*+ 3529*  3.061* 3.900**  4.643*
(1.458)  (1.730)  (1.700) (1.785) (1.896)
INTRA 0.159**  0.251** 0.281**  0.220*** 0.152%*  0.247**  0.278** (0.213***
(0.058) (0.070) (0.074) (0.78) (0.058)  (0.071) .07®) (0.078)
EURO -0.121%**  -0.117*** -0.117**  -0.112%+*
(0.041) (0.044) (0.042)  (0.044)
BUDGET -0.070*  -0.103*** -0.069*  -0.102***
(0.041)  (0.041) (0.041) (0.041)
RATES -0.004 -0.004
(0.004) (0.004)
No. of
observation&® 135 135 135 12 126¢ 135 135 135 129¢ 126"
R-squared (adj) 0.054 0.068 0.115 0.138 0.106 0.060 0.073.115 0.138 0.110

Notes: OLS estimation; ***, ** and * indicate significarcat 1%, 5% and 10% level respectively (White-
heteroskedasticity-robust standard errors in phesig);Ireland, Malta, Lithuania and Romania only for 260-2005g4
and Denmark excludedtrade data for Luxemburg not available for thet fingb-sample periodSlovakia excluded

(frequent revisions in budget-deficit serie€gmparable interest-rate data for Luxemburg noilable
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TABLE 3.3 Symmetry of structural shocks and income differences, pooled sample EU27

Explanatory
variables
TRADE1

TRADE2
INTRA
EURO

BUDGET
RATES

DINCD

No. of observatiori¢
R-squared (adj)

Dependent variable:
Corrélations of demand shocks

Dependent variable:
Correlations of supply shocks

0] (i) (iii)

3.453% 3 3G1%
(0.875) (0.898)
6.054%**
(1.778)
-0.136 -0.088 -0.109
(0.097) (0.109)  (0.071)
0.066* 0.085**
(0.037) (0.41)
0.064* 0.078**  0.061*
(0.034) (0.036) (0.030)
0.0006
(0.004)
-0.006 -0.013 -0.020
(0.060) (0.064)  (0.044)
129 1269 129
0.171 0.153 0.179

@iv)

5.976%*

(1.774)
-0.094
(0.072)

0.082**
(0.042)
0.0005
(0.004)
-0.0006
(0.045)

126%9
0.151

0] (in) (iii) @iv)

1.847* 1.834*
(1.058) (1.121)
3.477* 3.804*
(1.952) (2.026)
0.309%* 0.299%+ 0.309**  (0.288***
(0.095) (0.095) (0.095) (0.094)
-0.110** -0.105*
(0.048) (0.049)
-0.080* -0.134** _0.081* -0.133%*+
(0.049) (0.046) (0.049) (0.046)
-0.0003 -0.0002
(0.005) (0.005)
-0.026 -0.090 -0.029 -0.087
(0.059) (0.065) (0.058) (0.065)
129 126%¢ 129° 126°¢
0.132 0.111 0.133 0.114

Notes: : OLS estimation; ***, ** and * indicate significarcat 1%, 5% and 10% level respectively (White-
heteroskedasticity-robust standard errors in phesig);Ireland, Malta, Lithuania and Romania only for 260-2005g4
and Denmark excludedtrade data for Luxemburg not available for thet fingb-sample periodSlovakia excluded
(frequent revisions in budget-deficit seriggpmparable interest-rate data for Luxemburg noilaie

Table4 Symmetry of demand shocks, trade flows and policy conver gence

Dependent variable: correlations of demand shocks

Explanatory
variables
TRADE1

TRADE?2

INTRA

EURO

BUDGET

RATES

No. of observation®
R-squared (adj)

4.1 pooled EU15 sample

42 EU27 sample, 2001q1-2005q4

(@ (b) (0
2.735% 2.344%*
(1.129) (1.079)
5.505++*
(2.051)
-0.062 -0.190* -0.080
(0.086) (0.101) (0.086)
0.126** 0.140*
(0.060) (0.059)
0.286%**
(0.067)
-0.042%+
(0.010)
72 69" 72
0.121 0.243 0.132

(d)

4.299*

(1.998)
-0.187*
(0.097)

0.288%
(0.067)

-0.041%+*
(0.010)

69’

0.242

(® Q] (@ (h)
3.410%*  2.932%*
(1.207) (1.392)
6.078%*  5241%*
(2.167) (2.481)
-0.085 -0.121* -0.084 -0.120*
(0.058) (0.070) (0.057) (0.068)
0.086* 0.086*
(0.047) (0.047)
0.003 0.003
(0.003) (0.003)
75 69°d 75 69
0.108 0.138 0.110 0.140

Notes: : OLS estimation; ***, ** and * indicate significamcat 1%, 5% and 10% level respectively (White-
heteroskedasticity-robust standard errors in phesig);Ireland, Malta, Lithuania and Romania only for 260-2005g4
and Denmark excludedirade data for Luxemburg not available for thet finsb-sample periodSlovakia excluded
(frequent revisions in budget-deficit seridgpmparable interest-rate data for Luxemburg noilaie
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TABLE 5 Symmetry of supply shocks, trade flows and policy conver gence

Dependent variable: corrédations of supply shocks

5.1 pooled EU15 sample

52 EU27 sample, 2001g1-2005q4

Explanatory @ (b) (© (d) (e) ) (@ (h)
variables
TRADEL1 2.247* 2.543** 2.428* 3.237*
(0.955) (1.074) (1.189) (1.364)
TRADE2 4.169** 5.024** 4.008* 5.329**
(1.819) (2.024) (2.130) (2.460)
INTRA 0.238*** 0.262%* 0.235**  (0.253*** 0.226%** 0.256%** 0.234**  0.267***
(0.084) (0.097) (0.088) (0.096) (0.081) (0.100) (0.081) (0.101)
EURO -0.167*** -0.156%**
(0.051) (0.052)
BUDGET -0.143* -0.140%** -0.109* -0.106*
(0.071) (0.070) (0.059) (0.059)
RATES -0.021* -0.019* -0.005 -0.005
(0.011) (0.011) (0.003) (0.005)
No. of observatiori¢ 72 69 72 69’ 75 @ 75 69°¢
R-squared (adj) 0.227 0.233 0.227 0.240 0.089 0.120 0.085 0.114
Notes: : OLS estimation; ***, ** and * indicate significarcat 1%, 5% and 10% level respectively (White-

heteroskedasticity-robust standard errors in phesig);Ireland, Malta, Lithuania and Romania only for 260-2005g4
and Denmark excludedirade data for Luxemburg not available for thet finsb-sample periodSlovakia excluded
(frequent revisions in budget-deficit seriggpmparable interest-rate data for Luxemburg noilatvie
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APPENDIX

FigureA.1 Accumulated Response of Inflation to Structural One Standard-Deviation
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TABLE A.1 Structural shocks, summary statistics

demand shocks? supply shocks®
Country min max Jarque-Béra min max Jarque-Befa
AU -2.424 1.379 1.296 -2.592 min 1.864
(0.523) (0.394)
BE -1.901 1.546 0.0002 -1.884 -2.592 0.918
(0.998) (0.632)
BU -1.855 1.704 0.667 -2.202 -1.884 2.498
(0.717) (0.287)
CYy -1.647 2.260 0.850 -2.549 -2.202 1.057
(0.654) (0.589)
(o¥4 -1.760 1.922 1.149 -2.248 -2.549 0.537
(0.563) (0.764)
EST -1.456 1.476 0.634 -1.826 -2.248 0.054
(0.728) (0.974)
FIN -2.069 1.858 1.728 -2.071 -1.826 1.182
(0.422) (0.554)
FR -1.977 2.532 1.741 -2.035 -2.071 0.461
(0.419) (0.794)
GER -1.469 2.525 2.353 -1.723 -2.035 1.197
(0.308) (0.550)
GR -2.528 1.694 3.652 -1.943 -1.723 0.439
(0.161) (0.803)
HU -2.263 1.883 0.681 -2.884 -1.943 4.028
(0.711) (0.133)
IR -1.307 2.047 1.305 -2.468 -2.884 2.531
(0.521) (0.282)
IT -1.632 1.156 0.308 -1.897 -2.468 0.0155
(0.857) (0.992)
LAT -1.609 1.734 1.428 -1.520 -1.897 0.843
(0.490) (0.656)
LITH -2.116 1.465 0.858 -2.430 -1.520 0.392
(0.651) (0.822)
LU -1.769 1.702 1.545 -1.658 -2.430 1.218
(0.462) (0.544)
MA -2.075 1.465 0.973 -1.638 -1.658 0.640
(0.615) (0.727)
NETH -1.610 3.959 58.185 -3.712 -1.638 44.539
(0.000) (0.000)
POL -1.364 2.720 46.481 -1.504 -1.547 2.601
(0.000) (0.272)
POR -2.393 2.180 1.518 -2.377 -2.066 2.604
(0.468) (0.272)
ROM -1.385 2.796 12.031 -1.889 -2.377 0.219
(0.002) (0.896)
SLOV -1.505 1.931 1.564 -1.594 -1.889 3.476
(0.457) (0.176)
SK -2.130 1.453 1.114 -2.123 -1.594 1.534
(0.573) (0.464)
SP -1.640 2.293 1.134 -1.454 -2.123 3.209
(0.567) (0.201)
SWE -2.691 1.315 8.644 -1.682 -1.454 3.979
(0.013) (0.137)
UK -1.881 1.637 0.636 -1.760 -1.682 0.674
(0.728) (0.714)
eurozone -2.704 1.740 3.843 -1.644 -1.760 0.694
(0.146) (0.707)
-1.644

Notes: 2Denmark not reportec’p-values in parenthesis
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TABLE A.2 Summary statistics, pooled EU27 sample

demand-  Supply-

shock shock
correlations correlations TRADE1 TRADE2 INTRA BUDGET RATES DINCD
(@ (b) (© (d) (e) ® (9) (h)
pooled
EU27
sample*®
mean 0.0430 0.1193 0.0209 0.0109 0.5481 0.3749 3.2111  4606.
min -0.5116 -0.4216 0.0001 0.0001 0.0803  -0.9863 0.0000 0.0091
max 0.6768 0.6979 0.1346 0.0717 0.8590 0.9903 24.320 4574,
Standard
deviation 0.2485 0.2738 0.0268 0.0142 0.2018 0.6278 5.0680  4248.
Cbservations 135 135 135 135 135 129 129" 135

Notes: lreland, Malta, Lithuania and Romania only in teeand sub-sample period and Denmark exclubteatje data
for Luxemburg not available for the first sub-saepériod;"Slovakia excluded (frequent revisions in budgeteitef
series);“comparable interest-rate data for Luxemburg notlabia

TABLE A.3 Summary statistics, pooled EU15 sample

demand-  supply-
shock shock
correlations correlations TRADE1 TRADE2 INTRA BUDGET RATES DINCD

@) (b) (© (d) (e) ® () (h)

pooled
EU15
sample*?
mean 0.1189 0.1374 0.0355 0.0185 0.6217 0.7101 0.9536 1546.
min -0.4470 -0.4084 0.0038 0.0017 0.2467 -0.5488 0.0000 0.0090
max 0.6767 0.6840 0.1346 0.0717 0.8590 0.9902 8.8000 7538.
Standard
deviation 0.2605 0.2748 0.0294 0.0157 0.1593 0.3735 1.7511 1798.
Cbservations 72 72 72 72 72 72 69 72

Notes: Areland only in the second sub-sample period anthizek excluded®rade data for Luxemburg not available for
the first sub-sample periodcomparable interest-rate data for Luxemburg noil@e

TABLE A.4 Summary statistics, all EU27 2001g1-2005g4

demand-  supply-

shock shock
correlations correlations TRADE1 TRADE2 INTRA BUDGET RATES DINCD
(@ (b) (© (d) (e) M (@) (h)
All EU272
2000q1-
200504
mean 0.0012 0.1718 0.0193 0.0107 0.5450 0.2502 2.3075 4586.
min -0.5116 -0.4215 0.0002 0.0001 0.0809 -0.9570 0.0000 0.0114
max 0.6310 0.6979 0.1277 0.0717 0.8449 0.9801 24.320 3444
Standard
deviation 0.2310 0.2862 0.0253 0.0143 0.1939 0.6443 5.0319 4030.
Observations 75 75 75 75 75 2 77 75

Notes: 2Denmark excludedSlovakia excluded (frequent revisions in budgetaite$eries); ‘comparable interest-rate data
q p
for Luxemburg not available

29



TABLE A.5 Time Coverage for GDP series and trade data

Real GDP quarterly, total trade nominal GDP bilateral trade Intra-industry trade
(1995 prices) and quarterly, quarterly, quarterly, quarterly
Country  GDP- deflator quarterly millions of euro millions of euro millions of euro millions of euro,
(1995=100) SITC-2
AU 1995q1-2005g4 1995q1-2005g4 1995q1-2005g4 19956%620 1995q1-2005qg4
BE 1995g1-2005qg4 1995¢1-2005qg4 1995¢1-2005qg4 19955620 1995g1-2005qg4
BU 1998q1-2005qg4 1995q1-2005g4 1995q1-2005g4 19956%620 1999q1-2005qg4
CY 1995g1-2005qg4 1995¢1-2005qg4 1995¢1-2005qg4 19955620 1999g1-2005qg4
CczZ 1995q1-2005qg4 1995q1-2005g4 1995q1-2005g4 19956%620 1999q1-2005qg4
DEN 1995g1-2005qg4 1995¢1-2005qg4 1995¢1-2005qg4 19955620 1995g1-2005qg4
EST 1995q1-2005qg4 1995q1-2005g4 1995q1-2005g4 19956%620 1999q1-2005qg4
FIN 1995g1-2005qg4 1995¢1-2005qg4 1995¢1-2005qg4 19955620 1995g1-2005qg4
FR 1995q1-2005qg4 1995q1-2005g4 1995q1-2005g4 19956%620 1995q1-2005qg4
GER 1995g1-2005qg4 1995¢1-2005qg4 1995¢1-2005qg4 19955620 1995g1-2005qg4
GR 1995q1-2005g4 1995q1-2005qg4 1995q1-2005g4 1995q1-2005qg4 1995q1-2005g4
HU 1995g1-2005qg4 1995g1-2005qg4 1995¢1-2005qg4 1995g1-2005qg4 1999¢1-2005qg4
IR 1999q1-2005qg4 1995q1-2005g4 1999q1-2005g4 19956%620 1995q1-2005qg4
IT 1995g1-2005qg4 1995¢1-2005qg4 1995¢1-2005qg4 19955620 1995g1-2005qg4
LAT 1995q1-2005qg4 1995q1-2005g4 1995q1-2005g4 19956%620 1999q1-2005qg4
LITH 1999g1-2005qg4 1995¢1-2005qg4 1999¢1-2005qg4 19955620 1999g1-2005qg4
MA 1999q1-2005qg4 1995q1-2005g4 1999q1-2005g4 19956%620 1999q1-2005qg4
LU 1995g1-2005qg4 1999¢1-2005qg4 1995¢1-2005qg4 19995620 1999g1-2005qg4
NETH 1995q1-2005g4 1995q1-2005g4 1995q1-2005g4 19956%620 1995q1-2005qg4
POL 1996qg1-2005qg4 1995g1-2005qg4 1995q1-005 1995g1-2005qg4 1999g1-2005qg4
POR 1995q1-2005q4 1995q1-2005qg4 1995q1-605 1995q1-2005g4 1995q1-2005g4
ROM 1999q1-2005q4 1995g1-2005qg4 199995800 1995g1-2005qg4 1999g1-2005qg4
SLOV 1995q1-2005q4 1995q1-2005qg4 199595680 1995q1-2005g4 1999q1-2005qg4
SK 1995qg1-2005qg4 1995g1-2005qg4 1995q1-g005 1995g1-2005qg4 1999g1-2005qg4
SP 1995q1-2005qg4 1995q1-2005qg4 1995q1-G605 1995q1-2005g4 1995q1-2005g4
SWE 1995qg1-2005qg4 1995g1-2005qg4 1995qg1-005 1995g1-2005qg4 1995g1-2005qg4
UK 1995q1-2005qg4 1995q1-2005qg4 1995q1-G605 1995q1-2005g4 1995q1-2005g4
eurozone 1995qg1-2005qg4 1995g1-2005qg4 1995qg1-005 1995g1-2005qg4 1995g1-2005qg4
Data source EUROSTAT, EUROSTAT, EUROSTAT, EUROSTAT, EUROSTAT,
National Comext National Accounts Comext Comext
Accoung and and and
External External Trade 2008 External
Trade 2008 Trade 2008
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