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Asset Pricesas|Indicatorsof Euro Area Monetary Policy:

An Empirical Assessment of Their Rolein a Taylor Rule

Abstract: This paper estimates forward-looking &mecast-based Taylor rules for France,
Germany, ltaly, and the euro area. Performing esttertests for over-identifying restrictions

and instrument relevance, we find that asset piweasbe highly relevant as instruments in
policy rules. While asset prices improve Taylorer@stimates, different assets prove most
relevant across countries and this result couldséen as complicating the tasks of the
European Central Bank. Encompassing tests showfahatast-based outperform forward-

looking Taylor rules. A policy implication is thaentral banks ought to release their own

forecasts and the basis upon which they are getkerat
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1. Introduction

The creation of the European Central Bank (ECBlJpWeed by the start of European
Monetary Union (EMU), resulted in a historic tragrsbf responsibility for monetary policy
from many central banks to a single supra-natianghority. The creation of a single
monetary policy took place at a time when centeilds were becoming increasingly pre-
occupied with the behavior of financial asset wice

It is unlikely that all economic shocks had the sampact in each of the prospective
euro area member states before, or even after, Blltieover, at least until the end of 1998,
it is likely that these shocks might have eliciifferent monetary policy responses. The
behavior of short-term interest rates around 123@als that while convergence in interest
rates took place, it only becomes visually appatést year before the ECB took over
responsibility for monetary policy in the euro arBaior to that time, interest rate spreads are
sizeable and variable. Even if interest rate cagsmce is assumed to have taken place, there
is still considerable inflation divergence (e.g.usBtti et al. 2006). This may create
difficulties in the long-run for a common curreranga and complicate the implementation of
a single monetary policy.

It is now standard practice to evaluate monetathicydased on Taylor rules, a device
that explains central banks’ reactions to inflatimnd the output gap. Whereas inflation
performance used to be interpreted through the vb@haf consumer prices alone, more
guestions are being asked about whether asset priag indirectly have also played a role

in the conduct of monetary policy (e.g., Bernank84£, European Central Bank 2001, 2005).



Yet, central bankers are also unsure about how miuahy, information is contained in asset
prices beyond that which can be derived from ttet pistory of inflation and outpdt.

It is unclear whether monetary authorities worrgoperceived excesses in asset prices
relative to some equilibrium or fundamental valae, opposed to their volatility. The
transition to EMU may also have prompted some efdandidate national central banks to
voice concerns over specific asset prices, depgndm their perceived importance in
potentially influencing inflation or output growtim their respective national economies.
Consequently, whereas real exchange rate consatesahay have mattered relatively more
in the conduct of monetary policy for some coustrieousing or equity price developments
likely loomed larger in others.

Not to be forgotten is the role of monetary aggregiaThe ECB has been criticized for
its emphasis on ‘money’, as part of its two pillateategy of monetary policy (e.g., Gerlach
and Svensson 2003, but see Scheller 2004). Howaveng-run view of the role of money

as a determinant of inflation might wish to treadmay seriously (von Hagen and Hofmann

! Bernanke (2005) suggests that “Central bankersralit play close attention to interest
rates and asset prices, ... [they] are potentiallyalde sources of timely information about
economic and financial conditions ... [and] shouldbendy a great deal of investors’

collective information and beliefs about the futaoairse of the economy.” Others, including
Alan Greenspan, have suggested either that aswespnave only an indirect effect on
interest rates or were largely ignored in the @&stris 2005). Greithner (2006), President of
the New York Fed, is somewhat more emphatic aboeitrole of asset prices in monetary
policy: “... monetary policy still has to take intoc@unt the impact of significant

movements in asset values on output and inflation.”



2007). Indeed, evincing a concern for other typkssset prices could signal a form of
“tunnel vision” in the conduct of monetary policyropean Central Bank 2005). The best
that can be said then about the link between gsss#s and interest rates is that central
bankers are conflicted about their role in ianLiegcpoIicy.2 In any event, whether asset
price developments play a role in interest rateettgpments in the euro area prior to and
since the creation of the ECB is an empirical qoastin this paper, we are primarily

interested in the indicator properties of differagset prices.

It is widely assumed that policy-making is forwdodking. Depending on the form of
the reaction function, this requires variables thet unobservable. Current best practice
involves estimating forward-looking Taylor rulesing instrumental variables approaches.
Our approach asks whether asset prices are rel@wsniments in an econometric sense.
Currently, relatively little attention is paid tdv@osing instruments, and still less whether
they are statistically relevant in an estimatecttiea function. We are the first to report a
series of instrument relevance tests for monetahgyrules, and the results shed light on

the potential dissimilar concerns faced by eura arentral banks prior to EM&Hence,

24t is far from obvious that bubbles, even if idiéied early, can be preempted at a lower
cost than a substantial economic contraction arsgiple financial destabilization — the very

outcomes we would be seeking to avoid.” (Greensp@dd). Gruen, Plumb, and Stone

(2005) show that the informational requirementsdeeeto support an activist response to
asset price bubbles are quite substantial.

3 We are not, of course, the first or the only atghof a study to consider asset prices as

instruments. For example, see Chadha, Sarno, aletitég2004).



while estimated rules may look alike across thentees considered, the information sets
that produce the seemingly comparable outcomesrdiff

An alternative approach asks how central banksgatest rates in response to forecasts
published by private and public agencies, othen tbantral banks themselves. These are
viewed as proxies for central bank forecasts. Starlecasts, at least indirectly, may
incorporate asset price developments if they adicators of future inflation and output
developments (e.g., Svensson 2003). There have bemparatively fewer attempts to
estimate, and empirically evaluate, forecast-bakayor rules. Since forward-looking and
forecast-based policy rules are non-nested hypeshekinterest rate determination, we also
report encompassing tests to decide whether one @yprule is capable of statistically
dominating the other.

The plan of the paper is as follows. The next twotisns discuss the potential role of
asset prices as indicators of monetary policy astias well as the estimation and testing
strategy. We then report estimates of forward-lngkand forecast-based Taylor rules for
three core euro area countries, namely France, @srnand Italy. The paper concludes
with a summary and conclusions are drawn.

Briefly, adding assets prices as instruments iw&od-looking Taylor rules produces not

only more plausible reaction functions but ones #whieve a better fit. However, the asset

* Policy rules for smaller euro area members incigdhustria, Belgium, Finland, and the
Netherlands were also examined. As these did nterially affect the conclusions reported
below, we do not discuss them any further. Also Eledtheriou, Gerdesmeier, and Roffia
(2006). The real GDP of the three core area castonsidered in this paper accounts for

roughly three-quarters of euro area-wide real GDP.



price found to be most relevant in a statisticaissediffers across the countries considered.
For example, a monetary aggregate usually perfevelsfor most countries considered but
estimates can be improved by taking into accounmitydr housing prices. We interpret
these results to mean that asset price developnhienced expectations of inflation and
the output gap in core euro area countries. Howeardifferent asset prices appeared to
influence monetary policy setting behavior in indival euro area countries this could be
construed as complicating the task of the ECB. IKindorecast-based Taylor rules
encompass forward-looking Taylor rules in each tguras well as for the euro area as a
whole. A policy implication is that central bankisat possibly have some comparative
informational and technical advantage in the pradacof such forecasts, should routinely
make such forecasts publicly available.
2. Asset Pricesas|ndicatorsin Taylor Rules

While tradition, and a considerable amount of erogirevidence, points to inflation,
output, and a desire to minimize interest rate tiltjaas chief among the concerns of most
central banks (e.g., Favero and Rovelli 2003, leet Rudebusch 2002 and Lansing 2002),

recent events have prompted some researchers sideorthe possibility that asset prices

> Since 2003, the ECB publishes the Survey of Psidesl Forecastersiip://www.ecb.int/

stats/spf. The data only go back to 1999. Note that thesenat the ECB’s forecasts. When
using central bank forecasts there is potentiailpaditional complication for the consumers
of such forecasts (Goodhart 2005). Also publishemhisannually are the Eurosystem staff

macroeconomic projections for the euro digp(//www.ecb.int. mopo/html/index.en.htnl




also play a role in a policy reaction functibAsset prices have been considered by some as
a separate determinant of interest rates whilerethave argued against the notion that a
central bank might indirectly react to such varggblFor example, Bernanke and Gertler
(1999) make the case against including a reactioasset prices whereas Cecchetti et al.
(2000) argue in favor of adding equity returns &tandard Taylor rule. Filardo (2004) points
out that if non-fundamental asset price movemeatshave real economic effects, then they
should be incorporated into the central bank’sqyaiule.

Since the debate partly centers on the informatmmtent of asset prices for the future
course of the economy, this paper tackles the ifsume a different anglé.There is little
doubt that central bankers monitor asset priceldpugents, though it is unclear whether this
is a long standing practice or a more recent dewedmt. It is also debatable whether some
asset prices (e.g., exchange rates) attract mtaetiah than others (e.g., equity or housing
prices) from the monetary authorities. In any eyvastargued by Clarida (2001, p. 318), the
guiding principle implicit in the forward-looking aylor rule concept, is that “...central
banks look at everything but only to the extentt tleverything” is useful in forecasting

inflation and possibly output.”

® While part of the debate has turned on whethemtbaetary authority should target asset
price developments, central banks have argued stgdiis position because they treat asset
prices as forward-looking indicators of inflationcdor the output gap.

" Still another alternative, not considered in tpisper, is to broaden the definition of
inflation. Goodhart (2001), for example, advocates a meaduirglation that goes beyond
merely incorporating the effects of changing prifiesgoods and services to also include the

impact of equity and housing prices.



Since asset prices are obvious candidates for ssldgethis issue we examine their role
as instruments for inflation and the output gagdarward-looking Taylor rules. For most
euro area economies one might well argue that yatakers have undoubtedly been
concerned with real exchange rate movements (Leit#899, Leitemo and Rgisland 1999,
Medina and Valdés 2002). In the past several ydaraiever, attention has turned to the
behavior of equity, housing, or some other assatepindicators, as central banks are
increasingly seen as having to stem the cycle oimtsoand busts in asset prices. Indeed,
central banks can be thought of as reacting to sseighted average or linear combination
of asset prices (Smets 1997).

Financial innovations since the 1980s, and thet shifemphasis in the conduct of
monetary policy toward reliance on an interest raggrument, have reduced the predictive
role of monetary aggregates for inflation in thexdeun and output in the short-run.
Nevertheless, monetary aggregates play a roleciroplerational framework of the ECB (see

http://www.ecb.int/mopo/html/index.en.htjnland its key progenitor prior to 1999, namely

the Deutsche Bundesbank. Hence, as did Clarida, &wal Gertler (1998), and Gerdesmeier
and Roffia (2004), we also consider a monetaryegge.

Theories that treat asset price movements as todscaf future inflation or economic
activity have a long tradition but empirical evidenhas had a more difficult time reaching
anything approaching a consensus (Stock and We&668, 2007). Even if it is deemed
desirable to incorporate a role for asset prides,investigator faces a number of additional
difficulties. In particular, there is no widespreagteement on how best to define equilibrium

real exchange rate or asset price levels thoughetheoblems seem no less intractable than



defining the “trend” in output used in deriving awitput gap measu?eFoIIowing most
authors, we rely on variations of standard filterepproximate the variables of interest.

Table 1 presents a selection of published estimaitégaylor rules, primarily for euro
area countries. Only estimates of forward-looking &orecast-based reaction functions are
shown though several backward-looking Taylor ridéneates have also been published. The
steady-state estimates for inflation tend to besist@nt with the Taylor principle, according
to which a larger than unit nominal interest rasponse is required for any unit increase in
inflation. Table 1 also reveals considerable vanmain the estimated weights on the inflation
and output gap objectives, the role of asset prisegsually not investigated, nor is the
robustness of results or the relative suitabiliy forward- or forecast-based models
extensively analyzed.

Table 1 about here

Bernanke and Gertler (1999) examine how stock praféect interest rate determination
in the U.S. and Japan. Cecchetti (2003) also repbet the Fed reacted to stock market
developments relying again on a Taylor rule. ClriGali, and Gertler (1998) add a real
exchange rate, as do Gerdesmeier and Roffia (2@0dh) mixed results at best. While a real
exchange rate variable in a Taylor rule can beissitally significant, it is generally

economically small (also see Taylor 2001, and betteand Soderstrom 2001). Indeed,

®In the case of equity and possibly housing priceatters are complicated still further
because there is possibly an element of “irratiexalberance” or a “bubble” component that
is difficult to measure empirically. This paper do®t address all of these issues.

® Gerdesmeier and Roffia (2004) perform an extensiwmparison of forward- versus

backward-looking Taylor rules for the euro area.



Clarida, Gali, and Gertler (2001) argue that cloaad open economy policy rules ought to
be qualitatively the same (also see Clarida 2001).
3. Estimation and Testing Strategy

We begin with a standard version of Taylor’s rule:
it:i_+yﬁﬁt+yy->7t+pit—1+ut! 1)
wherei, is the nominal interest rate instrument of monepalicy, i = (1- p)a the sum of

the steady-state real interest rate and the ammilegtion target (also see equation (2) below),

71 and y denote, respectively, the inflation and output,gaps the interest rate persistence

or smoothing term, and; denotes a residual term. The inflation gap is difeerence
between expected and targeted inflation ratEts(nHj)—n*. The output gap is the

percentage deviation of real GDP from its poterigakl. y7 = (1-p)B and yy = (1~ p)0

are weights policy makers place on inflation andpatigap objectives while the central
bank's steady-state reactions are captured vianawts of 4 and 8, respectively’

Therefore, the interest rate target is:

it =a+BE(Fhr ) +6.E(Fisr) )

19|n an optimizing framework (Clarida, Gali, and @&r 2000), these weights also reflect to

some extent the underlying structure of the econanuythe persistence of economic shocks.
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where E (7%, ;) and E;(¥;.«) are the conditional expectations of inflation &hd output
gap, j or k periods aheadj, k>0."
Since E(74.;) and E;(Vi+x) are unobservable, proxies must be used. The standa

practice is to resort to instrumental variablermaation. Alternatively, the central bank could
be viewed as setting monetary policy on the bakisftation and output growth forecasts.
Since internal central bank forecasts are unavailake rely on public and private sector

forecasts as proxié¢é.We can write a forecast-based Taylor rule, whezeset j =k =n, as

follows:

. - * o~ f * ~f .

e =1+ VaThint TV§ Yient ¥ Pl U, (1a)
where ﬁt‘ln,t and thn,t are, respectively, published forecasts of inflat{or the inflation

gap) and the output gap periods ahead made at tirhe*

"In equation (2) the inflation target has been raized to zero. Equation (1) is then
derived from the relatiofi, = pi;_; + (1- p)i; +u, . Moreover, while there is no requirement

that j =k, this is the general practice followed in empiriwark.

12 Goodhart (2005), Jansson and Vredin (2003), Sif@662), and Siklos and Wohar (2006)
also estimate policy rules relying on central bemkcasts.

13 Siklos, Werner, and Bohl (2004) consider the estiom of extended Taylor rules with
asset prices as a separate determinant of nomieatst rates. In this paper we do not follow
this estimation strategy primarily because, accgydo many central bankers, asset prices are
best thought of as indicators of future inflation autput rather than variables they might

directly target. They also consider the implicaidar Taylor rules using real-time data for

11



A difficulty with forecasts is, first, that it isat immediately clear whether the published
forecasts are based on the assumption that intettest are unchangétiSecond, depending
on the source of the forecast, updating is dondif&erent intervals, namely monthly,
quarterly, or even semi-annually. Third, forecaats for inflation (or real GDP growth)
covering a calendar year. Yet it is conceivabld,tha the forecast period approaches, the
arrival of additional data are used to change fmstc As a result, we assume that the data
available to the forecaster is augmented as fanoasible to reflect the data that would be
used to generate inflation and real GDP growthdasts for the relevant calendar year.
Clearly, we do not know exactly the information geed by the various forecasters. Hence,
our attempt to control for the changing span oktioetween the forecast period and the data
that would be available in generating the foreashly an approximation.

There is an additional issue that arises in thenatibn of forecast-based Taylor rules

(and, to some extent, forward-looking Taylor ruléf)e available span of data is relatively

Germany and the euro area, as opposed to the degieta as done in the present study.
Unfortunately, real-time data for France and Itatg not of the same caliber as what is
available for Germany and the euro area. Hencedaveot address the relevant issues any
further in what follows. See, howevdE]eftheriou, Gerdesmeier, and Roffia (2006) for
empirical evidence dealing with some of the relévssues for the pre-euro era.

14 Fuhrer and Tootell (2004) point out that if theretation between the contemporaneous
asset price and lagged interest rate changesniicagt, this will tend to bias the coefficient
on the asset price variable in the estimated polity away from zero. Goodhart (2005)
shows for UK data that using forecasts conditiooedknown interest rate decisions, results

in a potentially serious misspecification.
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short and covers a period when interest rates ahmg. Furthermore, measurement
problems concerning the output gap, for exampley bma exacerbated in forecast-based
Taylor rules since with one exception we rely oreéasts of real GDP growth and not those
of the output gap. As Walsh (2003) and others haed, first differencing of such time

series mitigates the problem. Consequently, estisnaf forecast-based Taylor rules are

provided for a version of (1a) in first differences
4i; = yZﬁAﬁtin,t + VZyAythrn,t +pdiy g+, (1b)
where all the variables have been defindds the difference operator, adg is the residual

of the forecast-based Taylor rule in first diffeces”

As noted previously, there is some evidence alfwmutesirability of incorporating a mix
of forward- or even forecast-based elements. Gabv@k@05, p. 1) points out that while the
past history of output and inflation may be impottdeterminants of the future course of
these variables, “...they will surely never be tméy determinants of those forecasts” [italics
in original]. One way of evaluating the relativentiibutions of forward-looking versus
forecast-based Taylor rules, not heretofore consttlelsewhere, is to ask whether one type
of reaction function statistically encompasses dtieer. In this fashion, we test whether it

might be preferable to estimate such rules asHio@abinations of each other.

151t is conceivable that nominal interest rates havenit root. Siklos and Wohar (2006)

consider the implications for estimating Tayloresul The unit root property suggests the
possibility of cointegration but no such propertgsafound in the data, again likely because
of the span of the sample. Estimates of (1b) irelacconstant. Variants of (1b) were also

estimated with lags of various asset prices. Seeligtussion in the next section.
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Next, the question arises how to proxy the inflatiarget. Usually, the inflation target is
assumed to be a constant (say 2%). Since our cockiwere unaffected by the type of
inflation gap proxy used, we only report resultsickhassume a constant inflation
objective?6 This has the slight advantage of allowing for aparison with the bulk of the
literature on Taylor rules. Similarly, estimatiohtbe output gap has been problematic. As
with the inflation gap, we utilize an HP filter amdrious standard detrending schemes, as
there are no practical alternatives for the outyaytt for the countries in our sample.

Following much of the empirical literature we esie (1), and its variants, via GMM, in
spite of questions about its reliability (e.g., Maeidis 2004, Jondeau, Le Bihan, and Galles

2004). A crucial issue concerns the choice of iments and, more importantly, their

®We used an HP filter with a standard smoothingameter (1600) as well as a larger
smoothing parameter (4800). In addition, we aldoneged an inflation target evaluated as
the mid-point of the spread between the averageiadninflation rate in the euro area
countries and the average annual inflation ratinénthree lowest inflation rate countries in
the euro area plus 1.5%, as specified in the Mahsffreaty. The conclusions are robust to
all these alternatives.

7 Stock and Watson (2003) recommend a one-sidedlt¢P Much of the literature uses a
two-sided HP filter for convenience, or an altew@ameasure of the economy’s capacity, but
comparable time series are not available for trst reajority of euro area countries. We also
generate, but do not report here, estimates obulygut gap based on a Blanchard-Quah type

decomposition with no impact on our conclusions.
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relevance. Typically, tha-test for goodness of fit is reported without muzmment:®
Nevertheless, focusing on such a test alone alsesparoblems because one risks choosing a
model with theoretically implausible coefficientsthe rule. Therefore, we augment the tests
for over-identifying restrictions by reporting Arars’ (1999) GMM information criterion.
This test indicates whether the chosen instrumanmtorthogonal to the error term. Hall and
Peixe (2003) propose the canonical correlatiomunsnt relevance test (also see Hall 2005).
We also consider a test for instrument relevansedban two stage least squares (TSLS).
Shea (1997) points out that regressing the endogen@riables against the chosen
instruments can be misleading if there is more tham endogenous variable in the estimated
specification. Jondeau, Le Bihan, and Galles (20@gprt simulation evidence suggesting
even small mis-specifications can lead to impldyddirge coefficients for forward-looking
variables estimated via GMM. Godfrey (1999) devsl@psimple measure for computing

instrument relevance based on a TSLS estimatiocifg@ion!® With this in mind, we use

18 Some authors rely on thetest to determine the horizon used by the poliekens. As we
shall see, it is difficult to reject the null ofettvalidity of chosen instrument sets and difficult
to discriminate among competing versions of theesastimated policy rule.

19 While the test for instrument relevance is based'SLS it has the advantage that it can
accommodate more than one endogenous variable gggdribt rely on GMM. Recent tests
for instrument relevance are more complex whenethier more than one endogenous
variable. Jim Stock’s weak instruments web pageatgsd information on this topic

(ksghome.harvard.edu/~jstock/ams/websupp/index.htm)
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asset prices, among other variables, as instrunasmtstest both their impact on the fit of
estimated policy rules, as well as their relevas@éstrument?’

Once the reaction functions are estimated we cak-tat the implied target interest
ratesi; over time to determine how well a reaction functiits with actual interest rate

developments in the individual countries considerddnally, we report statistical
encompassing tests to determine which of the twwlsiof reaction functions, if any,
provides the best fit overall (Chong and HendryG)98
4. Data and Empirical Evidence
4.1 Data and Preliminaries

Data are quarterly at the source, or convertedh# quarterly frequency by taking
monthly averages where necessary. For real GDBpsally unadjusted data were used and
adjustment was made using X-11. To generate theubgap we use the HP filter (also see

footnote 16, 17). For the euro area we rely omeges of the output gap used in the euro

20 An objection that can be raised is that GMM ia-finear estimation technique while the
tests of instrument relevance used here are basedSaS estimates. Since GMM is the
estimation technique of choice we retain its usathermore, relying on other tests of
instrument relevance (e.g., the F-test as in Stdkght, and Yogo 2002) we obtain
comparable results. Gerdesmeier and Roffia (20@pprt few substantive differences
between their GMM and TSLS estimates for the eusa.aWe also consider whether the
volatility of asset prices serve as superior imsgats in forward-looking rules (results not

shown). Our conclusions are unchanged.
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area-wide modéel* Information about the construction of euro aredenilata is available

from the ECB {www.ecb.in), and the International Monetary Funfttp://dsbb.imf.org/

Applications/web/euronote/ Anderson et al. (2006) also explain and crigcithe

construction of historical euro area-wide data.

The Bank for International Settlements (BIS) magailable its aggregate asset price
index. Therefore, we can get some idea of the piateimpact of relying on a weighted
average of key asset pricgsThe individual asset prices we consider are hgugpiices,
equity prices, the real exchange rate, a measurinancial conditions proxied by the
financial conditions inde%® and a broad monetary aggregate. For the euroasehere were
no financial conditions index weights, we usedeasta measure of wealth available from
the Euro Area Business Cycle Network. We also cmnsan “all asset prices” case. This
means that a monetary aggregate, equity returasietl exchange rate, and housing prices

enter jointly. Next, we transform all variablescegt the nominal interest rate, measured in

I Data were obtained from the Bank of Finland. Hosvevmembers of the Euro Area
Business Cycle Network at www.eabcn.org may alsesgthe relevant time series.

22 The empirical results rely on the nominal meastife BIS asset price index is essentially
a weighted average of equity, residential and coroiaeproperty prices, where the weights
are their respective shares in private sector Wwedle calibration of weights has changed
over time (Borio and Lowe 2002, Borio, Kennedy, &rdwse 1994).

3 The estimated weights reported in Goodhart andrdoh (2000) are used. The financial
conditions index can be thought of as an extensibrthe monetary conditions index,
representing a linear combination of interest rates exchange rates, to include housing and

equity prices.

17



percent, into 100 times the fourth order log defese, i.e.,(log X; —log X;_,), where X is

the variable of interest.

Turning to forecast-based Taylor rules, these mly one year-ahead forecasts of
inflation, real GDP growth, or the output gap. Theevant data were obtained from
Consensus Economics, ThH&onomist, and the OECD. The first two are private sector
forecasts while the OECD is a public agency suggobty several governments. Consensus
and Economist forecasts are monthly and were converted to tretey frequency via
simple averaging. OECD forecasts are semi-annudl laear interpolation was used to
generate quarterly forecasts. Forecasts are foCRleor the HCPI, in the case of the euro
area, and real GDP growth except OECD forecastsrevibgtput gap forecasts were
employed.

Figure 1 plots estimated gaps in housing pricegitegrices and in the BIS’s aggregate
asset price index based on different filtering teghes. To gain additional perspective, the
gaps are shown alongside periods of “booms and’ loystes, as defined by Bordo and
Jeanne (2004) as well as Detken and Smets (20@d)dated using a type of moving average
of the relevant asset price shown. There appebettew differences between HP filtering
and quadratic or cubic de-trending, the most contynased techniques in this context,
though the amplitudes are larger when de-trendingised or when a larger smoothing
parameter is chosen for the HP filter. No “busttipe in equity prices were identified by
Bordo and Jeanne (2004) for Germany and Frandeasit for the period covered here. Yet,
both HP filtering as well as cubic detrending réwg#stantial stock price declines on more

than one occasion. For ltaly, the two bust perin@ntified by Bordo and Jeanne (2004)
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appear broadly consistent with either filter usddwever, in this setup, comparable price
declines at the beginning of the sample and duhadater 1990s did not make the grade.
Figure 1 about here

Turning to housing prices (middle panel in Figuje downturns identified via various
filters broadly match those reported in Bordo aadnhe (2004) but only one boom period
shown here across the three countries considenedllyi- when we use the BIS’s nominal
aggregate asset price index, and compare its lehaith the so-called high and low cost
booms reported in Detken and Smets (2004), wederteral agreement with the application
of an HP filter to the data.

Gaps in the BIS’'s aggregate asset price index divotof Figure 1) reveal some
differences relative to gaps in housing and eqoiiges. For example, for France, there are
two large positive gaps in asset prices around /18080 then again in 2000/2001, which are
not entirely mirrored in the other asset price nmgrts depicted in the same figure. Much
the same can be said for the development of asmetsgn Germany and Italy. While our
results could be sensitive to the choice of filtéih® empirical evidence shown below relies
on the standard menu of detrending filters usetieravailable literature.

Using published forecasts in a forecast-based Tayle may be misleading if forecasts
are inefficient or unbiased (Fuhrer and Tootell #0A simple test of forecast efficiency
consists in estimating the following regression:

n
Zuj = Qo+ O+ Sk + & (3)
k=1

where z,; is inflation or the output gapztfﬂ- are the forecasts from Consensus Economics,

The Economist, and the OECD Economic Outlook. Fastscare generally for four and eight

19



quarters j = 48. X, includes the BIS aggregate asset price indexydtes of change in

housing prices, equity prices, or the real exchardge, wherek is set either to 1 or 4.
Forecast efficiency implies that the forecastsrareinfluenced by lags of some, or all, asset

prices, i.e., the non-rejection of the null hypsike),, = 0, for all k =1,...,n. Unbiasedness
requires not only forecast efficiency, but the mejection of the joint nulb, = 09, =1.

Estimation results (not shown but available on estjureveal that, for inflation, neither
lags in the BIS index nor housing prices improwe ¢planatory power of equation (3). The
results are somewhat more mixed for the equity eeal exchange rate variables. For
example, The Economist’s forecasts for inflationHrance and Italy appear inefficient.
Otherwise all other forecasts are efficient. Whirasset prices are considered jointly, only
OECD forecasts display some inefficiency. Turniogthe output gap, there is almost no
evidence of forecast inefficiency regardless ofgberce of the forecat.Our findings show
strong evidence of forecast efficiency for the Biflex and when all asset prices enter
equation (3) jointly. The available forecasts dowhver, appear to be unbiased.

Equation (3) is the usual test of forecast efficierilardo (2004) suggests that, lagged

forecasts should also be insignificantly relatedztoWhen we re-estimate (3) adding lags of

ztf the results (not shown but available on request)naixed. Therefore, conditional on

Xk, at least some forecasts gf ; could be improved by the addition of the pastdmisbf

24 Other than for the OECD, where forecasts of thputugap are available, forecasts are for
real GDP growth. Whether (3) uses GDP growth orayp for the output gap does not

change the outcome of the forecast efficiency tests
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z . Since X, consists of asset prices alone, this is suggesifiva non-fundamental

component. We leave the implications of this refrlfuture research.
4.2 Instrument Selection and Relevance

Panel A of Table 2 showaktest statistics for the non-rejection rates fa tull that the
over-identifying restrictions are acceptable. Siitcis unclear how forward-looking central
banks are, equation (2) is estimated fgk =0,...8. Examining the results for France,
Germany, and ltaly, it is difficult to discriminatemong the different combinations of
horizons in spite of the relatively large number ingtrument sets considered and the
inclusion of a wide variety of asset prices asrumeents. Interestingly, the situation changes
dramatically when euro area-wide data are congidéi¢hile the non-rejection rates are
modest at short horizons, tldest rejects the over-identifying restrictionshatizons of a
year or longer.

Table 2 about here

Panel B of Table 2 considers Andrews’ (1999) GMNbimation criterion. To conserve
space, results are shown only for the cases windlation and the output gap enter the
forward-looking Taylor rules either contemporandpus four quarters ahead. Regardless of
the specification considered the instrument set midsogonal to the error term consists of a
combination of individual asset prices, namely tbal exchange rate, housing prices, and
equity returns. Nevertheless, if an investigatorem® choose a common asset price for all
cases considered, a monetary aggregate is adaoly choice most of the time.

As argued in Hall and Peixe (2003), Andrews’ (1983} represents a necessary but not
a sufficient condition for determining the suitdlyilof the chosen instrument set. Panel C of

Table 2 shows their canonical correlation test ridtrument relevance. The conclusions
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reached earlier are generally unchanged. Howevaes, interesting to note that if a more
parsimonious instrument set is desired, the BlStapsce index would be chosen for
Germany and the euro area while housing pricetiofiaor a monetary aggregate, would be
good choices for France and ltaly.

4.3 Steady-State Taylor Rule Coefficient Estimates and the Role of Asset Prices

Table 3 presents estimates of the steady-statenptees in forward-looking Taylor rules
for a variety of instrument sets. Previous instrottests were based on GMM estimation
and these are known to be sensitive to the chgseifieation. Accordingly, we supplement
GMM-based tests with instrument relevance testsecbasn TSLS estimates of (2).
Additionally, we show the root mean squared erRIVIGE) for the difference between actual
and implied nominal interest rates for each speatifon of equation (2).

Table 3 about here

Generally, the various diagnostic tests find evigermn favor of the instrument set
consisting of a combination of individual assetes. This result certainly fits well with the
notion that central banks take into account a tanéindicators when setting the instrument
of monetary policy. Not surprisingly perhaps, tealrexchange rate is a close second, at least
based on the RMSE criterion.

The impact of using different instrument sets isady seen from the steady-state
parameter estimates on the inflation and output\gajables. The coefficients on inflation
range from 0.94 to 1.93 across the three countwesidered, with responses smallest for
France and largest for Germany. Indeed, for Gernaanay Italy, the responses are typically
significantly above one, as required by the Taplanciple. Interestingly, if the policy rule is

chosen on the basis of instrument relevance, teficent on inflation is generally smaller
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than when the standard set of instruments is u$é&t could mean that asset price
developments led some central banks to respond ocauously. These estimates are also
well within the range of earlier published resuéts,can be seen by comparing our estimates
with those shown in Table 1. Finally, the estimatls® convey the notion that the core euro
area members may well have responded differenilyf@ation over the sample considered.
Turning to the output gap, the steady-state caeffts are generally insignificant, at least
if a 5% critical value is adopted, but become pesiand statistically significant when the
instrument set is one of the preferred ones, bagetthe various diagnostic tests previously
considered. The significance of the output gapaarty a function of instrument choice.
Estimates for the euro area shown in Table 4. Thststriking result is the difference
between estimates that alternatively include araluebe the era since the ECB took over sole
responsibility for the conduct of monetary poliBased on full sample estimates, the ECB
appears to react more aggressively to inflationtaedbutput gap than for a sample that ends
in 1998. When the standard set of instruments &d,ushe ECB appears to react less
aggressively to the output gap for the full sang@enpared to the short sample. In contrast,
the ECB reacts positively and significantly to theput gap, and somewhat less aggressively
to inflation, when different asset prices enterirmgtruments. Nevertheless, based on the
additional instrument relevance tests, and the RM&Erion, that either a euro area-wide
wealth measure or the money gap, are the additimstéduments that appear to improve
estimates of the policy rule. Table 4 also highlginstances where the coefficients are
jointly statistically different for the two periodsForward-looking Taylor rules are

significantly different in the 1978 - 2003 sampidative to the pre-EMU sample in every

23



case except when wealth is used as an instrumentesithere is considerable evidence of a
change in the policy response since the start dDEM
Table 4 about here

Table 5 presents RMSE estimates for the forecastebalraylor rule (1b) in first
differences. The results are clear-cut. Paralletimg findings for forward-looking Taylor
rules, specifications that rely on one year foreca$ the output gap and inflation, and are
augmented by lags in a combination of the four tapsees considered, provide the best
overall fit among the various specifications. Farthore, Consensus one year forecasts
outperform slightly those based on The EconomisilevECD forecasts, which are
published only semi-annually, perform most poorfiyalh. Lastly, there is little deterioration
in the in-sample forecasting performance betweea and two year-ahead Consensus
forecasts. The latter is typically the horizon ni@méd by central banks when deciding the
appropriate stance for monetary policy.

Table 5 about here

To gauge the comparative advantage of one typeolidyprule over another, Table 6
presents encompassing tests that rely on the eestrming forward-looking and forecast-
based policy rule estimat&sAt the 5% level of significance, the results revealear-cut
preference for forecast-based over forward-looKlaylor rules. Of course, one must be
mindful of the potential information advantage ended into the published forecasts. In a
sense the encompassing test confirms this resigttédmpting, therefore, to conclude overall
in favor of the forecast-based Taylor rule as thefgured specification. However, as we

know relatively little about the model or method®d to generate the published forecast, it is

2> Sample begins in 1991 (1996 for the euro area}aldata limitations in the forecast data.
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too early to reach a definitive conclusion on tbeore. Nevertheless, the performance of
forecast-based Taylor rules, and existing evideuggesting that central bank forecasts may
be superior to private sector forecasts (e.g, seeeR and Romer 2000), suggests that more
central banks ought to release their own forecastisinform the public about the basis upon
which these are generated.

Table 6 about here
5. Conclusions

It is commonplace to estimate forward-looking pplicles. Relatively little effort has
been devoted to ascertaining the performance dedarece of different instrument sets used
in generating a central bank’s response to inftatind the output gap. Instrument relevance
tests suggest that asset prices, typically a caatibm that includes a real exchange rate,
equity returns, and housing prices, are part of itiermation set used by the ECB in
determining the responses to inflation and thewugpp in the euro area.

More importantly, the choice of instruments hasgaicant impact on the steady-state
response of central banks to inflation and the wug@ap. Any improvements in estimating
forward-looking Taylor rules must confront the fattat forecast-based rules typically
outperform them. Whether this result is partly,langely, due to the possibility that some
forecasts incorporate the effects of changes instherce of monetary policy is unclear but
clearly warrants additional research. Indeed, if fmdings hold up, a policy implication is

that central banks ought to be encouraged to rekb&sr own forecasts.
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Table 1: Selected Estimates of Taylor Rule Parameters

Author Steady-State Coefficient Estimates Countries, Sample
Inflation | Output Gap| Other Variablgs ’
Forward-Looking Taylor Rules
Bernankeand | 1.12-2.21| 0.20-0.33 0.19-0.29 | Japan, 1968 - 1989
Gertler (1999) | 1.60-1.71| 0.14-0.20 -0.08 U.S., 1968 - 1989
Chadha, Sarno,| 1.69-2.39| -0.72-1.07| 0.07-0.02 |U.S., 1979 - 2000
and Valente 0.98-1.46| -0.61-0.60f 0.01-0.89 |U.K, 1979 -2000
(2004) 1.10-2.37| -0.02-0.05| 0.02-0.002 |Japan, 1979 - 2000
Clarida, Gali, 1.10-1.37| 0.25-0.35 0.05-0.12 | Germany, 1979 - 1989
and Gertler 1.81-2.04| 0.03-0.10 0.06 - 0.09 | Japan, 1979 - 1989
(1998) 1.05-2.20| 0.14-052| -0.78-0.53 |U.S,, 1979 -1989
0.48-0.98| 0.17-0.28 0.09 U.K., 1979 - 1989
0.59-1.33| -0.07-0.88 291 France, 1979 - 1989
0.59-0.91| -0.03-0.22 -0.03 Italy, 1979 - 1989
Clausen and 2.28 1.73 n.a. France, 1979 - 1996
Hayo (2003) 2.89 0.49 n.a. Germany, 1979 - 1996
2.02 2.46 n.a. Italy, 1979 - 1996
Faust, Rogers, 1.31 0.18 n.a. Germany, 1985 - 1998
and Wright
(2001)
Gerdesmeier 1.82 0.77 n.a. Euro area, 1985 - 2002
and Roffia 1.86 0.26 0.41
(2004)
Gerlach and 0.98-1.62| 0.22-0.32 -0.03 - (-0.56) Euro 119091998
Schnabel (2000
Gerlach-Kristen 2.73 1.44 n.a. Euro area, 1988 - 2002
(2003)
Hayo and 1.25 0.32 n.a. Germany, 1990 - 1998
Hofmann
(2003)
Forecast-Based Taylor Rules
Jansson and 2.13 0.13 n.a. Sweden, 1994 - 2001
Vredin (2003)
Kuttner (2004) 2.83 1.35 n.a. Sweden, 1994 - 2003
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Table 2: Testing Over-ldentifying Restrictions

France Germany Italy Euro Area
Panel A: Rejection Frequencies
1978- [1978-
1998| 2003
j=0,k=0,..8 25.4 23.8 19.0 47.6 41.2
j=0,...8k=0 23.8 22.2 25.4 36.5 41.3
j,k=3 71.4 28.6 42.9 57.1 100.0
k=4 14.3 14.3 28.6 85.7 100.0
j. k=5 14.3 28.6 14.3 100.0 1000

Panel B: GMM Information Criterion

Instrument Set k=0

j=0 | j=4 | j=0 | j=4 ] j=0 | j=4 ] j=0 | j=4
All Asset Prices -100.9| -99.1 -99.7 -99.7 -98.0 -97.)7 -100.4 -101.0
BIS Index -67.3 | -66.7| -63.8/ -64.9 -66.7 -63.2 -70]1 -7C
Equity Prices | -66.9 | -655| -69.5| -67.1 -68.2 -658 -67]2 -68.8
FCl/Wealth -67.7 | -68.7| -64.8/ -65.2 -654 -6583 -69/5 -7C
Housing Prices| -68.1 -67.7 -65.2 -65.9 -65.8 -64.5 n.a. n.a
RER -66.0 | -684 | -65.6/ -67.0 -674 -66.3 -6512 -68.7
Money -68.1 | -67.3| -65.7| -65.1 -69.3 -66.6  -65/1 -66.0
Standard -51.3 | -51.3| -48.7| -51.8 -52.6 -50.8  -54/4 -53.0

j. k=4

All Asset Prices -100.0 -99.0 -97.8 -104.4
BIS Index -67.8 -64.7 -62.9 -72.8
Equity Prices -67.5 -66.4 -65.9 -71.2
FCl/Wealth -66.9 -64.6 -66.6 -73.1
Housing Prices -67.9 -64.4 -64.9 n.a.
RER -66.2 -67.2 -67.4 -69.5
Money -66.1 -67.2 -67.4 -68.7
Standard -50.3 -50.8 -51.2 -54.8
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Table 2 (Continued): Testing Over-ldentifying Restrictions

Instrument Set France Germany Italy Euro Area
Panel C: Canonical Correlation Information Critario

All Asset Priceq -05.14 -94.96 -93.76 -110.98
BIS Index -60.38 -60.27 -59.51 -77.72
Equity Prices -60.35 -60.22 -59.53 -76.71
FCl/Wealth -60.39 -60.22 -59.50 -74.52
Housing Prices -60.42 -60.22 -59.53 n.a.
RER -60.40 -60.23 -59.50 -76.73
Money -60.36 -59.60 -59.54 -75.17
Standard -60.35 -60.17 -59.50 -61.78

Note: j and k denote the number of quarters ahead in inflatiod the output gap,

respectively, as specified in equation (2). All &sBrices means that a monetary aggregate,
equity returns, the real exchange rate, and hoysiegs enter jointly. BIS Index denotes the
aggregate asset price index provided by the BIS$ tl&financial conditions index, RER the
real exchange rate, and Money a monetary aggregtadard refers to the Taylor rule (2)
with a conventional instrument set consisting cbastant, 3 lags of the interest rate, 4 lags of
inflation and the output gap, and 4 lags of the aitchange of oil prices. All other variables
have been previously defined. Due to data avaitgldl wealth measure is used for the euro
area and the FCI for the individual countries. Tieguencies in panel A refer to the fraction
of times the null hypothesis of a valid over-idétig restriction cannot be accepted at the
5% level. For France, Germany and Italy all resatts for the sample 1978 - 1998. All data

are quarterly.
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Table 3: Steady-State Coefficient Estimates of Taylor Rules

and Additional Instrument Relevance Testsfor the Individual Countries

OO0 1o OO0

~N O =

Instrument Set B 6 P | R | RS |RMSE—= F testy
France
All Asset Prices| 1.12 (0.52) 3.88(0.01) 0.8®.60 | 0.97| 0.97 294  5.4(
BIS Index 0.97 (0.88) 2.50(0.17) 0.900.70 | 0.26| 0.99 292 4.06
Equity Prices 0.98 (0.93) -1.43(0.54) 0/80.51 | 0.07| 1.00 279 4.2
FCI 1.09 (0.00)| 2.15(0.19) 0.900.73 | 0.21| 0.95 266/ 5.8¢
Housing Prices| 1.04 (0.91) 7.30(0.24) 0/92.03 | 0.43 1.07 365 1.61
RER 1.02 (0.00), 1.14(0.28) 0.880.81 | 0.34| 0.95 277 6.6(
Money 1.47 (0.30)) 0.95(0.17) 0.860.12 | 0.42| 0.54 233 4.2%
Standard 0.94 (0.76) -0.36(0.91) 0/80.45 | 0.05| 0.99 360 5.15%
Germany
All Asset Prices| 1.52 (0.01) 1.36 (0.00) 0.89.99 | 0.94| 0.52| 32.334.84
BIS Index 1.89 (0.00y 0.39(0.29) 0.850.46 | 0.45| 0.58| 38.446.92
Equity Prices 1.84(0.01) 1.44(0.00) 0.8®.49 | 0.36| 0.59| 43.90 6.59
FCI 1.83(0.00)| 0.41(0.11) 0.180.43 | 0.45| 0.60| 35.7D 6.36
Housing Prices| 1.93 (0.00) 0.89 (0.03) 0{86.02 | 0.63| 0.59| 38.27 2.96
RER 1.43 (0.00) 1.03(0.00) 0.880.95 | 0.49| 0.51| 41.815.88
Money 1.13(0.78) 3.99(0.52) 0.910.26 | 0.26| 0.94| 36.17 8.23
Standard 1.93(0.00) 0.69(0.10) 0/8®.35 | 0.30| 0.59| 50.31L 7.58
Italy
All Asset Prices| 1.25(0.01) 1.04(0.05) 0/8D.18 | 0.56| 0.94 228 3.4]
BIS Index 1.37 (0.04) 2.21(0.11) 0.810.14 | 0.26| 1.01 251 4.84
Equity Prices 1.45(0.06) 3.15(0.09) 0.8®.12 | 0.16| 1.02 266,  4.9(
FCI 1.38 (0.00)| 2.15(0.02) 0.820.15 | 0.36| 1.00 289 4.8]
Housing Prices | 1.30 (0.02) 1.54 (0.10) 0}{80.00 | 0.39| 0.98 268 1.94
RER 1.26 (0.00), 1.10(0.16) 0.790.14 | 0.37| 0.95 298 4.8
Money 1.64 (0.27), 4.44(0.38) 0.860.44 | 0.42| 1.05 303 5.66
Standard 1.53 (0.06) 3.85(0.09) 0/84€.13 | 0.18| 1.10 336 6.41

™

36



Table 3 (Continued): Steady-State Coefficient Estimates of Taylor Rules

and Additional Instrument Relevance Testsfor the Individual Countries
Note: See the note to Table 2 for variable andrunsént set definitions. Reported are the
GMM estimates of steady-state parameters for tke ¢k =4. [ is the steady state inflation
parameter,6 is the steady state parameter on the output gag, @ is the interest rate
smoothing parameter. p-values are in parenthesish® null = 1 (except for the real
exchange rate and the FCI where the nulBis 0) and d =0. Wald tests (F-version) that the
coefficients on lagged values of relevant asseeprare jointly insignificant. An F-statistic of
at least 10 is normally required to conclude thatihstruments are adequaR,% and R§ are
partial R-squared measures developed by Godfrey99)19They are calculated as
(551 s®MM ) (rsd®MM /15 OLS) where se is the standard error estimates for the coefftsien

on the endogenous variabldgi,y , and rsd is the residual standard deviation for the

regressions estimated either via OLS or GMM. PlaRigquared need not add up to 1 across
columns. Estimates use GMM with a Bartlett kerndewey-West bandwidth, and HAC
weighting matrix. RMSE denotes root mean squarear.efhe sample is quarterly and covers

the 1978 - 1998 period.
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Table 4: Steady-State Estimates of Taylor Rule

and Additional Instrument Relevance Testsfor the Euro Area

F-tests
2 2
Instrument Set B 6 p R: | Rj |RMSE — v | Equalty
1978 - 1998
All Asset Prices| 1.44 (0.02 3.72(0.00) 0.8D.34| 0.30| 0.60| 463 6.88
BIS Index 1.32(0.19)] 2.71(0.00) 0.89 0.B0 0486 550.| 541 | 09.71
Equity Prices 1.42 (0.05 3.73(0.00) 0.88 0J16 60.10.59 | 533, 7.77
Wealth 1.26 (0.00)| 5.06(0.07) 093 047 044 0.6449 | 11.36
RER 1.38(0.00)| 3.14(0.00) 0.7 034 0P9 058 58B.23
Money -0.03 (0.86)f 0.11(0.77) 098 0.34 030 0.47360 | 10.89
Standard 1.38 (0.45 497(0.34) 0.5 0/33 (.17 20{7534 | 13.76
1978 - 2003
All Asset Prices| 1.90(0.01) 6.49(0.01)| 091 0.40 032 0.62 500 9.84 3.12(0.03
BIS Index 1.67 (0.07)] 4.86(0.03)| 093 0.28 081 054 542 1381 4.26000.0
Equity Prices 1.90 (0.07) 6.51(0.09) 0.92 014 10.10.61 | 568| 11.34 4.51 (0.00)
Wealth 1.61(0.00)| 8.43(0.23) 095 047 035 0.pB31 | 14.90| 1.70(0.16)
RER 1.78 (0.00)| 5.20(0.01) 0.90| 0.38] 0.30 0.59] 600 11.64 3.13(0.02)
Money 1.20(0.92)] 0.11(0.64) 098 049 037 047363 17.33| 2.71(0.03
Standard 2.28 (0.63 0.24(0.63) 0.7 0/31 (.14 50{7636 | 18.35| 8.93(0.00)

Note: See the note to Table 3. Wealth is the dewiaif the log of real wealth for the euro areanfris HP
filtered level. Data were obtained from the eureaawide model. The F-test “Equality” investigathe hull
that all coefficients in the Taylor rule are joingignificantly different in the 1978 - 2003 periém the

1978 - 1998 sample.
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Table5: Root Mean Squared Errorsin Forecast-Based Taylor Rules

Consensus Consensus _
OECD Economist
(one year ahead)(two year ahead

France
All Asset Prices 0.59 0.60 0.91 0.58
BIS Index 0.73 0.78 0.96 0.76
Equity Prices 0.72 0.77 0.95 0.76
FCI 0.64 0.68 3.23 0.68
Housing Prices 0.72 0.76 0.96 0.74
RER 0.67 0.67 0.98 0.70
Money 0.70 0.76 3.42 0.73
Standard 0.75 0.79 0.99 0.78
Germany
All Asset Prices 0.21 0.23 0.41 0.19
BIS Index 0.28 0.31 0.59 0.30
Equity Prices 0.28 0.32 0.59 0.30
FCI 0.24 0.30 1.58 0.25
Housing Prices 0.30 0.31 0.57 0.31
RER 0.29 0.32 0.48 0.26
Money 0.26 0.28 1.39 0.27
Standard 0.32 0.35 0.60 0.33
Italy
All Asset Prices 0.87 0.78 0.96 0.80
BIS Index 1.01 0.85 1.03 1.00
Equity Prices 0.93 0.82 1.01 0.93
FCI 1.00 0.87 3.97 0.93
Housing Prices 1.03 0.88 1.00 0.98
RER 1.03 0.87 1.02 0.95
Money 0.98 0.87 4.10 0.94
Standard 1.04 0.90 1.03 1.01
Euro Area
All Asset Prices n.a. 0.16 n.a. n.a.
BIS Index 0.23 0.21 n.a. 0.24
Equity Prices 0.15 0.30 n.a. 0.21
Wealth 0.24 0.29 n.a. 0.29
Housing Prices n.a. n.a. n.a. n.a.
RER 0.24 0.24 n.a. 0.23
Money 0.21 0.66 n.a. 0.32
Standard 0.38 0.33 n.a. 0.37
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Table 5 (Continued): Root Mean Squared Errorsin Forecast-Based Taylor Rules
Note: The RMSE is based on equation (1b). Asseeprariables enter in levels. OECD is
the one year-ahead forecasts of inflation and tlipud gap from OECD Economic Outlook
(insufficient data were available for the euro ar&conomist is the one year-ahead forecast
of inflation and real GDP growth from The Economisia. means insufficient or no data

available. Also, see the Note to Table 2.
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Table 6: Encompassing Tests

Country, Sample Type of Taylor Rule  Test Statistic
France, 1991 - 1999 forecast-based 0.85 (0.07)**
forward-looking 0.17 (0.08)*
Germany, 1991 - 1999, forecast-based 0.98 (0.03)**
forward-looking 0.02 (0.03)
Italy, 1991 - 1999 forecast-based 0.92 (0.08)**
forward-looking 0.09 (0.08)
Euro Area, 1996 - 2002 forecast-based 0.97 (0.03)**
forward-looking 0.04 (0.03)

Note: The test statistic is derived from estimaiéshe specification
i, = Aoy +Aig+ x, wherei is the implied interest rate estimated

from a forecast-based Taylor rule aifd is the implied interest rate

obtained from a forward-looking Taylor rule. Theoskn forecast-
based Taylor rules are France, German, ltaly (moaeg the euro
area (all asset prices). The chosen forward-looKiaglor rules are
France, Germany, ltaly, and the euro area (alltge$ees). The last
two columns give the coefficient values and thedsad error for the

null A4p=0, A4 =0 in the first row andiy; =1, A4 =0 in the second

row. ** (*) indicates whether the relevant null isjected at the 1%

(5%) level.
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Figure 1: Gapsin Asset Pricesin Three Euro Area Countries
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Note: Gaps are log levels of the time series shies®s the “equilibrium” proxy, estimated either @a HP
filter with the smoothing parameter shown in thgufes or quadratic detrending. The shaded areas
boom and bust cycles, as reported in Bordo andndeg?004), and Detken and Smets (2004). No cynoles

equity prices for France and Germany were repaneither study.
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