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Abstract We present a constructive proof for the well-known Ky Fan’s coincidence
theorem through a simplicial algorithm. In a finite number of steps the algorithm
generates a simplex containing an approximate coincidence point. In the limit, when
the mesh size converges to zero, the sequence of approximations converges to a coin-
cidence point.
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1 Introduction

The fixed point theorems of Brouwer and Kakutani and their variants are powerful
tools to show the existence of solutions to various problems in economics, game
theory, mathematics and engineering; e.g., see [2]. Yet, for a number of more recent
economic and game-theoretic problems these tools appeared to be insufficient and
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Ky Fan’s coincidence theorem, see [4], a more powerful theorem, had to be invoked;
e.g., see [6,9,12,5].

It is widely known that the fixed point theorems of Brouwer and Kakutani and
many of their extensions can be constructively proved through simplicial algorithms
pioneered by Scarf [7]; see [8,1,11] for overviews on the subject. In this paper we
show that Ky Fan’s coincidence theorem can be constructively proved via a simplicial
algorithm as well. Aside from the theoretical interest, the constructive proof is also of
practical use in that we can also have numerical methods to compute (approximately)
equilibria in the recently studied economic models as mentioned above, and thus
to enable us to evaluate and analyze the policy implication of those models. Fan’s
theorem states: “Let X be a non-empty compact and convex set in the n-dimensional
Euclidean space R" and let ¢ and v be two upper semi-continuous mappings from
X to the collection of non-empty closed and convex subsets of R” such that ¥ (x) is
bounded for every x € X. Suppose that for every x € X and every d € R" satisfying
d"x =max{d"y |y e X}, thereexistv € ¢(x)andw € ¥ (x)suchthatd "v > d T w.
Then there exists x* in X satisfying ¢ (x*) N ¢ (x*) # #.” Such an intersection point
x* is called a coincidence. The difficulty of computing a coincidence in this theorem
lies in the following aspects. First, many extensions of Brouwer’s theorem such as
Kakutani’s theorem are essentially equivalent variants of Brouwer’s theorem in the
sense that they are or can be directly derived from Brouwer’s theorem, whereas for
Fan’s coincidence theorem this is not the case. In fact, the latter theorem was proved by
Fan [4] in a completely different way. Second, the boundary condition stated in Fan’s
theorem differs considerably from those in Brouwer’s theorem and its extensions.
For each element of the normal cone at a point of X, Fan’s theorem requires a weak
separation condition between the images of the two mappings. For different elements
of the normal cone the separation condition may hold for different elements of the
images. Moreover, the images of one of the two mappings are allowed to be unbounded,
whereas in a fixed point theorem the images are assumed to be compact. The question
is then how to deal with those complications in an algorithm. Precisely because of this,
the usual simplicial approximation or other computational techniques on X may not
apply here. To circumvent the computational problem, we propose to embed X into
a full-dimensional compact and convex set Q containing X in its interior and having
a smooth boundary in the sense that at each point on the boundary of the set Q the
normal cone is just a ray. We then extend the two underlying mappings to the set Q
in a proper way. This enables us to apply the simplicial algorithm of Wright [10] to
a cube that contains the set Q in its interior. With this method a simplex containing
an approximate coincidence is found in a finite number of iterations. The accuracy of
approximation can be increased by restarting the algorithm at the previously found
approximation with a simplicial subdivision having a smaller mesh size and in this
way an approximate solution of any a priori given accuracy can be reached in a finite
number of steps. In the limit the sequence of approximate coincidences converges to
a coincidence point of the two mappings.

The rest of this paper is organized as follows. In Sect. 2 we present Fan’s coincidence
theorem and discuss several related results. In Sect. 3 we give a constructive proof of
Fan’s theorem.
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2 Fan’s coincidence theorem

Let Y be an arbitrary non-empty set in the n-dimensional Euclidean space R”. For
x €Y, the set

N, x)={yeR"|(x—x)"y>0forallx' € ¥}
denotes the normal cone of Y at x. Its polar cone
T(Y,x)={zeR"|z'y <0forally € N(¥,x)}

denotes the tangent cone of Y at x. If Y is compact and convex, N (Y, -) is an upper
semi-continuous, convex-valued and closed-valued mappingon Y, T (Y, -) is a convex-
valued and closed-valued mapping on Y, and, for every y € Y, both sets N(Y, y) and
T (Y, y) are non-empty. Given a set D of R", bd(D) and int(D) represent the sets
of relative boundary and interior points of D, respectively, and co(D) represents the
convex hull of D. Let B* = {x € R" | ||x||2 < 1} be the unit ball. For any set D C R”
and € > 0, let B(D, €) = D + €B" be the extension of D with its e-neighborhood.
Let X be a non-empty subset of R” and let ¢» be a mapping from X to the collection
of non-empty subsets of R”. A point x* € X is a zero point of ¢ if 0" € ¢ (x*), where
0" denotes the n-vector of zeros, a fixed point of ¢ if x* € ¢ (x™), a coincidence of
¢ and some other mapping v from X to the collection of non-empty subsets of R” if
¢ (x*) Ny (x*) # @. The following theorem establishes the existence of a zero point
and is an equivalent form of Fan’s coincidence theorem [4] in its full generality. We
will give a constructive proof for this theorem and thus for Fan’s theorem as well.

Theorem 2.1 Let ¢ be an upper semi-continuous point-to-set mapping from the non-
empty convex and compact set X in R" to the collection of non-empty closed and
convex subsets of R". Suppose that for every x € X and every v € N(X, x), there is
ay € ¢(x) satisfying v’y < 0. Then there exists a zero point of ¢ in X.

Note that in the theorem the vector y may depend on v, even at the same point x, and
also that ¢ (x) may be unbounded. These are crucial points that make Fan’s theorem
differ from the usual fixed point theorems. From Theorem 2.1 we can immediately
derive several fundamental results, including the coincidence theorem of Fan [4] next.

Theorem 2.2 Let ¢ and Y be two upper semi-continuous mappings from the non-
empty convex and compact set X in R" to the collection of non-empty closed and
convex subsets of R" such that ¥ (x) is bounded for every x € X. Suppose that for
every x € X and every d € R" satisfying d'x = max{d'y | y € X}, there exist
u € ¢(x) and w € ¥ (x) such that d"u > d"w. Then there exists a coincidence of ¢
and ¥ in X.

Proof Define the mapping y on X by y(x) = ¥ (x) — ¢(x) for all x € X. Clearly,
being the difference of two such mappings of which one is compact-valued, y is an
upper semi-continuous mapping from X to the collection of non-empty closed and
convex subsets of R”. Since d'x = max{d'y | y € X} impliesd € N(X, x), y
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satisfies the conditions of Theorem 2.1. Hence, there exists a zero point of y in X. By
construction, every zero point of y is a coincidence of the mappings ¢ and . O

Reversely, Theorem 2.1 immediately follows from Theorem 2.2 if we take the
mapping ¥ (x) = {0"} for every x € X. Next we derive Kakutani’s fixed point
theorem.

Theorem 2.3 Let ¢ be an upper semi-continuous point-to-set mapping from the non-
empty convex and compact set X in R" to the collection of non-empty closed and
convex subsets of R". Suppose that for every x € X it holds that ¢ (x) N X # (. Then
there exists a fixed point of ¢ in X.

Proof For given x € X, take some y € ¢(x) N X. Since y € X we have that
va <vlxforallv e N (X, x). Hence, the mappings ¢ and i on X, where v
is defined by ¥ (x) = {x} for all x € X, satisfies the conditions of Theorem 2.2.
Therefore, there exists a coincidence of ¢ and ¥ in X. Clearly, any coincidence of ¢
and ¢ is a fixed point of ¢ in X. m|

The next result says that if for every x in X the image ¢ (x) has a non-empty
intersection with the tangent cone 7' (X, x) of X at x, a zero point of ¢ must exist.

Corollary 2.4 Let ¢ be an upper semi-continuous point-to-set mapping from the non-
empty convex and compact set X in R" to the collection of non-empty closed and
convex subsets of R". Suppose that for every x € X it holds that ¢ (x) N T (X, x) # @.
Then there exists a zero point of ¢ in X.

Proof For any x € X it holds that 7(X,x) € {y € R" | v’y < 0} for every
v € N(X, x). Hence, ¢ satisfies the conditions of Theorem 2.1. O

3 A constructive proof of Fan’s theorem

This section will give a constructive proof of Theorem 2.1. To achieve this, we adapt
the zero point problem to the framework in which the simplicial algorithm of Wright
[10] can be applied. For x € R", let p(x) be the orthogonal projection of x on X, i.e.,
p(x) € X is such that

lx—p@) 2 < lx—=yl> foralyeX.

Since X is a closed and convex set, p(-) is a continuous function on R". The next
lemma shows that the vector x — p(x) is an element of the normal cone of X at p(x).

Lemma 3.1 For every x € R" it holds that x — p(x) € N(X, p(x)).

Definetheset Q = {g € R" ||| ¢ — p(g) |2 < 1}. The next result can also be
easily derived.

Lemma 3.2 The set Q is a full-dimensional, compact and convex subset of R", contai-
ning X in its interior.
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For g € Q,letv(q) = g — p(q). By construction, v(g) lies in the unit ball B" for
every g € Q, || v(g) |l2= 1if and only if ¢ € bd(Q), and v(g) = 0" if and only if
q € X.Forv € R”, define the set C(v) by C(v) = {y e R" | y = av, o > 0}. When
v # 0%, C(v) is a half-line.

Lemma 3.3 For every g € bd(Q), it holds that N(Q, q) = C(v(q)) and N(Q, q) C
N(X, p(q)).

Proof For y € R", let B(y) = {x € R"| || x — y ||2< 1}. Take any point g €
bd(Q). By definition of Q, B(p(g)) € Q and ¢ € bd(B(p(q))), and therefore
N(Q.q) S N(B(p(9)).q). However, g € bd(B(p(q))) implies N(B(p(q)). q) =
C(g — p(g)) = C(v(q)). Hence, N(Q,q) € C(v(g)). On the other hand, since
Q is convex and g € bd(Q), the normal cone N(Q, g) of Q at g contains at least
one half-line, which must be then C(v(g)). Finally, since according to Lemma 3.2 it
holds that v(g) € N(X, p(q)), it follows that C(v(q)) € N(X, p(g)) and therefore
N(Q,q) € N(X, p(q)). O

From the lemma it follows that for every point on the boundary of Q the normal
cone of Q at that point is a ray. Moreover, since Q is full-dimensional, the normal cone
of Q at an interior point of Q is just the origin. In this way any point g € Q represents
a unique combination of a point x = p(g) in X and an element v = ¢ — p(g) in
N (X, x). Also, any combination of a point x in X and an element v in N (X, x) with
length at most equal to 1 is represented by a unique point ¢ = x + v in Q. Hence, the
set Q is a full-dimensional expansion of X with smooth boundary.

Given a positive integer ¢, let I; denote the set {1,2,...,7}. Let P = {x € R" |
| < x < u} be a subset of R” for some given vectors [ and u in R"” with u; > [;, for
all i € I, containing Q in its interior. Let e(i), i € I,,, denote the ith unit vector in
R*, andlet I = {—n,...,—1,1,...,n}. Fori € I,, define al = e(i) and b; = u;,

and a~' = —e(i) and b_; = —I;. Then P can be reformulated as

P:{x eR" |a'Tx < b; foralli e[}.

Clearly, P is a simple full-dimensional rectangular in R", and none of the constraints
is redundant. Let Z be the collection of non-empty subsets J of I such that |[J| < n
and —j ¢ J whenever j € J. For each J € Z, define

F(Jy={xeP|aTx =b;, foralli e J}.

Clearly, for every J € Z, the set F'(J) is an (n — |J|)-dimensional face of P, where
|J| denotes the number of elements in J.

Let ¢° be an arbitrary point in the interior of P. We will apply the simplicial variable
dimension algorithm of Wright [10] on the set P with ¢° as the starting point. Notice
that we allow ¢° to lie outside X or even outside Q. For any J € Z, let cF(J) be the
convex hull of the point qo and F(J). Since qo lies in the interior of P, the dimension of
cF(J),J € I,isequalton—|J|+ 1. Starting with ¢°, Wright’s algorithm operates in a
simplicial subdivision or triangulation of the polytope P. See [8,11] on triangulations
in detail. Let 7 be a triangulation of the set P with an arbitrarily given mesh size such
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that every subset ¢ F(J) of P is simplicially subdivided. For example, we may take
the V-triangulation with arbitrary mesh size introduced by Doup and Talman [3] for
triangulating a simplotope. The set P, being the Cartesian product of » intervals, is a
special case of a simplotope. If 7 is a (t — 1)-dimensional simplex, called a facet, of
a tr-dimensional simplex o on vF (J), where t = n — |J| + 1, then t is either a facet
of precisely one other ¢-simplex on v F(J) or t lies on the boundary of vF'(J).

Let ¢ be a mapping on X satisfying the conditions of Theorem 2.1, and let Q and
P be the sets as constructed above. For v € B", let 7w (v) be defined by 7 (v) = R”
if v =0"and 7(v) = {y € R" | y'v < 0} otherwise. Notice that 7 is an upper
semi-continuous mapping from B" to the collection of non-empty closed and convex
subsets of R”. Now we consider the point-to-set mapping ¢ from P to R” defined by

B {p(x) —x}, if x € P\Q,
¢(x) = co({p(x) —x}U[p(p(x)) Nm(x — p(x))]), ifx € bd(Q),
d(p(x)) Nm(x — p(x)), if x € int(Q).

One can easily verify that since X and ¢ satisfy the conditions of Theorem 2.1, the
mapping ¢ is an upper semi-continuous mapping on P with non-empty convex and
closed images in R”. To any vertex x of a simplex o of 7 we assign the vector label
f(x), where f(x) is an arbitrarily chosen element in ¢ (x). For instance, we can choose
f(x) to be any intersection point of ¢ (p(x)) and w(x — p(x)) for x € int(Q) and
choose f(x) tobe p(x) — x for x &’ 1nt(Q) Now we extend f pleceW1se linearly on
each simplex of 7, i.e., if x = Z ik ! %ix! in some simplex o (x!, X"ty of T for
some A; > 0,i = 1,....n+ 1, with >/ H' 5 = 1, then f(x) - z”“ A F (D).
Clearly, f(-) is affine on each simplex of 7 and is a continuous function from P to
R™. We call f the piecewise linear approximation of ¢ with respect to 7.

A row vector is lexicopositive if it is a non-zero vector and its first non-zero entry
is positive. A matrix is lexicopositive if all its rows are lexicopositive.

Let t with vertices x', ..., x’ be a facet of a r-dimensional simplex on cF(J),
where J € Z with J = {ji41,..., ju+1}, t = n — |J| + 1. With respect to 7, the
(n+1) x (n+ 1) matrix

A= 1 . 1 0 0
o) = _f(_xl) _f(_xl) ajH—l ajn+1

is called the label matrix of 7. The simplex t is said to be J-complete if A J exists
and is lexicopositive. Note that the label matrix is the same as defined by erght [10],
except that we put a zero above each vector a’, k=t+1,...,n+ 1instead of a
one. This modification simplifies the convergence proof of Wright [10].

Let o be an n-simplex of 7 with vertices xt o, x™TL With respect to o, the

(n+1) x (n+ 1) matrix

A _|: 1 1 1 ]
T =fEh =D o —fh
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is called the label matrix of o. The simplex o is said to be complete if A, ! exists and
is lexicopositive.

Clearly, if, for some J € Z, a simplex t is a J-complete facet of a t-simplex o
with vertices x!, ..., x'*l on cF(J),wheret = n—|J|+ 1, then the system of n + 1
linear equations with n 4 2 variables

gA( @ ))+%Mj(a97)=(()l") G)

has a solution (A, u) = (A1,..., Arq1, (1)) jey) satisfying A; > O for all i =
,...,t+1, ZH’IA = I, and u; > O for all j € J. Let x be defined by

X = Z"H Aix' at a nonnegative solution (A, i) of (). Then x lies in o and f(x) =
zj ;7 ija’. Similarly, if a simplex o(x', ..., x"T1) is a complete n-simplex on P,
then the system of n + 1 linear equations with n + 1 variables

n+1 1
Z)‘ ( —f >) = (0) G)

has a unique solution A* = (A}, ..., A, ) satisfying A7 > Oforalli =1,...,n+1
and 317} Af = 1. Let x* be defined by x* = S Afx'. Then x* lies in o and
f(x* = O”, i.e., x* is a zero point of f in P. One can easily show that {qo} isa
J-complete O-dimensional simplex for a unique index set J € Z containing precisely
n indices.

Theorem 3.4 There exists at least one complete n-dimensional simplex in T .

Proof Construct a graph G = (N, E) where N denotes a set of nodes and E denotes
a set of edges. A simplex o is anode in N if in 7 it is either a J-complete (n — |J|)-
dimensional facet of an (n — |J| 4+ 1)-dimensional simplex on c F'(J) for some J € T
or a complete n-dimensional simplex. Two nodes are adjacent if both are J-complete
facets of a same (n — |J| 4 1)-dimensional simplex on cF'(J) for some J € Z, or if
one is a J-complete facet of the other and the latter one is a J'-complete (n — | J | + 1)-
dimensional simplex on ¢ F (J) for some J, J' € Z, or if one is a {j}-complete facet
of the other and the latter one is a complete n-dimensional simplex on cF ({j}) for
some j € I.

Following Wright [10], it can be shown that for G = (N, E) every node is adjacent
to at most two other nodes and that both {¢°} and each complete 7-dimensional simplex
on the set P is adjacent to precisely one other node. The other nodes in N having only
one adjacent node are J-complete (n — |J|)-dimensional facets on ¢ F (J) lying on the
boundary of P for some J € Z. Since the total number of nodes is finite, there exists a
unique finite sequence of adjacent nodes from {¢°} to some other node having also one
adjacent node. This node is either a complete n-dimensional simplex or a J-complete
(n — |J])-dimensional facet on cF (J) lying on the boundary of P for some J € 7.

Suppose the latter is the case and let 7 be this node with vertices x', ..., x", where
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t =n — |J|+ 1. Since 7 is on the boundary of P, there exists | < k < n satisfying
either xj = uy forall j = 1,...,torx] =y forall j = 1,..., . Without loss of
generality we assume that the former holds. Clearly, this implies that & is an element of
J. Hence, at the corresponding solution of (x) it holds that f(x) = ux with ug > 0,
where x = Z;z | Ajx/, and therefore fi(x) > 0. On the other hand, since 7 is on
the boundary of P we have that all vertices of t are outside the set Q and so f(x) =
le=1 Aj(p(x?) — x7). Since le=1 Lj = 1and A 2 0and x{ = ux > pr(x/) for
all j =1, ...,1,thisimplies fy(x) = 23':1 Aj(pr(x?) —ur) < 0, which contradicts
that fi(x) > 0. Hence, there exists a unique finite sequence of adjacent simplices
from {¢°} to a complete n-dimensional simplex in 7. O

Wright’s algorithm [10] generates precisely the finite sequence of adjacent sim-
plices as described in the proof of the above theorem. In summary, in a given tri-
angulation the algorithm finds in a finite number of steps a complete simplex with

vertices x1, ..., x"T1 such that Z;’:% Ajf(xf) = 0" and Z;’:% Aj = 1 for some
Lj>0and f(x/) € p(x/),j=1,....,n+1.Letx = Z’}i{ijj.Thepointxisan

approximate zero point of ¢ in the sense that 0" € B(¢(x), €) for some € > 0. The
number € can be made arbitrarily small by taking a small enough mesh size of the
triangulation. Let N denote the set of natural numbers. Now take a sequence of trian-
gulations 7%, k € N, with mesh size 8%, k € N, strictly decreasing to zero. For each
k € N, the algorithm finds in a finite number of iterations a simplex o’* with vertices
x bk X2k xR such that 07 € co({ f(xVF), F(x25), ..., fF(x™t1K)}). Hence,
the algorithm finds 7 + 1 points lying at most 8% from each other and satisfying that the
origin lies in the convex hull of elements of their images, i.e. 0" = Z;‘i} )J; f(xdk)
for some 1% > 0 with z’]’:},\’; =land f(x/K) € p(x/b), j =1,...,n+ 1. Let
xk = Z'Jl:% )\];xj *k_If the approximation at x¥ as a zero point of ¢ is not satisfactory,
i.e., the distance from the origin to (Z)(xk) is not small enough, the algorithm can be
restarted right from x* (seen as ¢°) in the triangulation 7%+! with a smaller mesh size
sk+1. By restarting at x* a better approximation may be found in a few number of
iterations. Due to the upper semi-continuity of ¢, the finer the triangulation becomes,
the better the approximation will be, in the sense that 0" € B(¢(x*), €X) with €k > 0
converging to zero as k goes to infinity. In this way an approximate zero point of ¢
for any a priori given level of accuracy is reached in a finite number of iterations.
We still have to show that in the limit a zero point in X of the mapping ¢ is obtained.
Take any sequence of triangulations 7%, k € N, of the set P, with mesh size strictly
decreasing and converging to zero. For each k € N, let ok = (xl’k, xzk o x"“*k)
be the n-dimensional complete simplex found by the algorithm in triangulation 7* and
let x* be as defined above. Then we have 0" € co({f(xl*k), f(xz’k), e,
f(x”“’k)}) and x*¥ € oF. Since P is compact, the sequence x¥, k € N, has a
subsequence that converges to some point ¢* € P. Without loss of generality, we
assume that the sequence itself converges to ¢g*. Since the mesh size of the triangu-
lation converges to zero, also the sequence x/**, k € N, converges to ¢* for all j.
By the upper semi-continuity of ¢, for any € > 0, there exists an integer K, > 0
such that for all k > K., we have f(x/*) € ¢(x/¥) C B(¢p(g*), €). Since 0" €
co({f(xbR), F(x25), ..., F(x" LAY and B(g(g™), €) is convex, 0" € B(p(g™), €).
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"l:hus, 0" e B(J)(q*), €) for every € > 0. Because {0"} is convex and compact and
¢(g™) is convex and close(_i, it follows from the separation theorem that 0" € ¢(g™),
i.e., ¢* is a zero point of ¢. Let v* = ¢* — p(¢™). From Lemma 3.3 it follows that

v*

®.
L.

€ N(X, p(g™)). We will show that p(g*) is a zero point of the original mapping

In case ¢* € P\Q, f* = 0" implies p(¢*) = ¢*. Since p(¢*) is in X and ¢* is
not in X, we obtain a contradiction.

. In case ¢* € bd(Q), we have f* = u*(p(g™) — ¢*) + (1 — u*) f = 0" for some

n*, 0 < u* <1,and some f € ¢p(p(g*)) Nw(v*). For u* = 1 this case reduces
to case 1). For 0 < u* < 1, we obtain f = A*v* with A* = pu*/(1 — u*) > 0.
Hence, f € w(v*) N C(v*). The latter intersection is equal to {0"} and therefore
f = 0" Consequently, x* = p(g*) is a zero point of ¢.

. In case ¢* € int(Q)\X, we have 0" = f* € ¢(p(¢*)). Hence, x* = p(¢g*) is a

zero point of ¢.

. Incase ¢* € X, we have ¢* = p(¢*). This implies that 0" = f* € ¢(¢*). Hence,

x* = g* is a zero point of ¢.

This completes a constructive proof for Theorem 2.1.
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