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## 1. Introduction

The rational expectations hypothesis is a workhorse assumption in macroeconomics and finance. However, it rules out ambiguity-sensitive behavior. In addition, it faces serious difficulties when confronted with experimental evidence (Ellsberg 1961) or asset markets data (Hansen and Singleton 1983 and Mehra and Prescott 1985). Since Gilboa and Schmeidler's (1989) and Schmeidler's (1989) seminal contributions, there is a growing body of literature that develops theoretical models of decision making under ambiguity. ${ }^{1}$ In addition, there is also a growing body of literature that applies these utility models to finance and macroeconomics. ${ }^{2}$ This literatures demonstrates that these models are useful for explaining many economic phenomena.

In this paper, we establish an axiomatically founded generalized recursive smooth ambiguity model that allows for a separation among intertemporal substitution, risk

[^0]aversion, and ambiguity aversion. ${ }^{3}$ An axiomatic foundation is important because the choice-based assumptions on preferences make the model testable in principle. We axiomatize our model using two approaches: the second-order act approach à la Klibanoff et al. (henceforth KMM) (2005) and the two-stage randomization approach à la Seo (2009). We characterize risk attitude and ambiguity attitude within these two approaches. We then apply our model to asset pricing and derive its pricing kernel using a homothetic specification. We show that an ambiguity averse agent attaches more weight on the pricing kernel when his continuation value is low in a recession. This feature generates countercyclical market price of uncertainty and is useful in explaining asset pricing puzzles (Hansen 2007, Hansen and Sargent 2010, and Ju and Miao forthcoming).

Our dynamic model is built on the static smooth ambiguity model developed by KMM (2005). This static model delivers a utility function over the space of random consumption as ${ }^{4}$

$$
\begin{equation*}
V(c)=v^{-1}\left(\int_{\mathcal{P}} v \circ u^{-1}\left(\int_{S} u(c) d \pi(s)\right) d \mu(\pi)\right), \quad c: S \rightarrow \mathbb{R}_{+} \tag{1}
\end{equation*}
$$

where $S$ is the state space, $\mathcal{P}$ is a set of probability measures on $S, \mu$ is a probability measure over $\mathcal{P}, u$ describes risk attitude, and $v \circ u^{-1}$ describes ambiguity attitude. The set $\mathcal{P}$ reflects model uncertainty or the decision maker's ambiguity about the "true" distribution of consumption. This model permits a separation between ambiguity and ambiguity attitude, and allows smooth, rather than kinked, indifference curves. Both features are conceptually important and empirically useful. In addition, KMM (2005) show that this model includes the multiple-priors model of Gilboa and Schmeidler (1989) as a special case when ambiguity aversion goes to infinity under some technical regularity conditions.

Embedding their static model in a dynamic environment, KMM (2009a) develop a recursive smooth ambiguity preference model. This dynamic model suffers from a limitation that intertemporal substitution and attitudes toward risk or uncertainty are intertwined. This inflexibility limits its empirical applications and makes comparative statics of risk aversion hard to interpret. ${ }^{5}$ For example, calibrating this model in a representative-agent consumption-based asset-pricing setting, Ju and Miao (2007) show that somewhat implausible parameter values are needed to explain the equity premium puzzle. By contrast, after separating out intertemporal substitution as in our generalized recursive smooth ambiguity model, Ju and Miao (forthcoming) show that the empirical performance improves significantly.

We summarize our preference model when restricted to the space of adapted consumption processes as follows. Consider an infinite-horizon setting and denote time by

[^1]$t=0,1,2, \ldots$ The state space in each period is $S$. At time $t$, the decision maker's information consists of histories $s^{t}=\left\{s_{1}, s_{2}, \ldots, s_{t}\right\}$ with $s_{0} \in S$ given and $s_{t} \in S$. The decision maker ranks adapted consumption plans $c=\left(c_{t}\right)_{t \geq 0}$. That is, $c_{t}$ is a measurable function of $s^{t}$. His preferences are represented by the recursive form
\[

$$
\begin{equation*}
V_{s^{t}}(c)=W\left(c_{t}, v^{-1}\left(\int_{\mathcal{P}_{s^{t}}} v \circ u^{-1}\left(\int_{S} u\left(V_{\left(s^{t}, s_{t+1}\right)}(c)\right) d \pi\left(s_{t+1}\right)\right) d \mu_{s^{t}}(\pi)\right)\right) \tag{2}
\end{equation*}
$$

\]

where $V_{s^{t}}(c)$ is conditional utility or continuation value at history $s^{t}, W: \mathbb{R}^{2} \rightarrow \mathbb{R}$ is a time aggregator, $\mathcal{P}_{s^{t}}$ is a set of one-step-ahead probability measures on $S$ at history $s^{t}$, and $\mu_{s^{t}}$ is a probability measure over $\mathcal{P}_{s^{t}}$. The measure $\mu_{s^{t}}$ represents second-order beliefs about distributions governing one-step-ahead resolution of uncertainty. Given some assumptions similar to those in KMM (2009a), we show that $\mu_{s^{t}}$ is obtained by Bayesian updating from an initial prior.

When the set $\mathcal{P}_{s^{t}}$ consists of a set of conditional likelihood distributions $\pi_{z}\left(\cdot \mid s^{t}\right)$ indexed by an unknown parameter $z \in Z$, we use (2) to derive a model with learning,

$$
\begin{equation*}
V_{s^{t}}(c)=W\left(c_{t}, v^{-1}\left(\int_{Z} v \circ u^{-1}\left(\int_{S} u\left(V_{\left(s^{t}, s_{t+1}\right)}(c)\right) d \pi_{z}\left(s_{t+1} \mid s^{t}\right)\right) d \mu_{s^{t}}(z)\right)\right), \tag{3}
\end{equation*}
$$

where $\mu_{s^{t}}(z)$ is the posterior distribution of $z$ given $s^{t}$. More generally, the learning model in (3) allows $z$ to be a hidden state that follows a Markov process because $\mathcal{P}_{s^{t}}$ can be history dependent.

Our generalized recursive smooth ambiguity model nests some popular models in the literature as special cases.

- The subjective version of the recursive expected utility model of Kreps and Porteus (1978) and Epstein and $\operatorname{Zin}$ (1989) is obtained by setting $v=u$ in (2). In this case, the two distributions $\mu_{s^{t}}$ and $\pi$ can be reduced to a one-step-ahead predictive distribution:

$$
\begin{equation*}
p\left(s_{t+1} \mid s^{t}\right)=\int_{\mathcal{P}_{s^{t}}} \pi\left(s_{t+1}\right) d \mu_{s^{t}}(\pi) \tag{4}
\end{equation*}
$$

This is the standard Bayesian approach that rules out ambiguity-sensitive behavior. If we further set $v(x)=u(x)=-\exp (-x / \theta)$, we obtain the multiplier preference model or the risk-sensitivity model discussed in Hansen and Sargent (2001). ${ }^{6}$ Here $\theta$ is a robustness parameter, which enhances risk aversion.

- The generalized recursive multiple-priors model of Hayashi (2005) is obtained as the limit of (2) under some technical regularity conditions when ambiguity aver-

[^2]sion goes to infinity:
$$
V_{s^{t}}(c)=W\left(c_{t}, u^{-1}\left(\min _{\pi \in \mathcal{P}_{s^{t}}} \int_{S} u\left(V_{\left(s^{t}, s_{t+1}\right)}(c)\right) d \pi\left(s_{t+1}\right)\right)\right) .
$$

This model nests the recursive multiple-priors model of Epstein and Wang (1994) and Epstein and Schneider (2003) as a special case, as discussed in Hayashi (2005).

- The recursive smooth ambiguity model of KMM (2009a) has a discounted aggregator and takes the form

$$
V_{s^{t}}(c)=u\left(c_{t}\right)+\beta \phi^{-1}\left(\int_{Z} \phi\left(\int_{S} V_{\left(s^{t}, s_{t+1}\right)}(c) d \pi_{z}\left(s_{t+1} \mid s^{t}\right)\right) d \mu_{s^{t}}(z)\right) .
$$

The concavity of $\phi$ characterizes ambiguity aversion. The curvature of $u$ describes both intertemporal substitution and risk aversion. Thus, they are intertwined.

- The multiplier preference model with hidden states of Hansen (2007) and Hansen and Sargent (2007a) is obtained by setting $W(c, y)=h(c)+\beta y, u(x)=$ $-\exp \left(-x / \theta_{1}\right)$, and $v(x)=-\exp \left(-x / \theta_{2}\right), \theta_{1}, \theta_{2}>0$, in (3). In this model, there are two risk-sensitivity adjustments. The first risk-sensitivity adjustment for the distribution $\pi_{z}\left(\cdot \mid s^{t}\right)$ reflects the decision maker's concerns about the misspecification in the conditional distribution given the parameter value $z$. The second risk-sensitivity adjustment for the distribution $\mu_{s^{t}}$ reflects the decision maker's concerns about the misspecification of the posterior distribution.

To provide an axiomatic foundation for the model in (2), we need to choose a suitable domain for preferences. As is well known from Kreps and Porteus (1978) and Epstein and Zin (1989), one needs to define a hierarchical domain of choices so as to separate intertemporal substitution from risk aversion. In our second-order act approach, we take the product space of current consumption and the continuation compound lottery acts as the primary preference domain. Hayashi (2005) first introduces the domain of compound lottery acts to provide an axiomatic foundation for a generalized recursive multiple-priors model. A compound lottery act is a random variable that maps today's state of the world into a joint lottery over current consumption and a compound lottery act for tomorrow. It is the dynamic counterpart of the horse-race roulette-wheel act introduced by Anscombe and Aumann (1963).

Our first axiomatic characterization consists of five standard axioms to deliver recursive expected utility under uncertainty and two additional axioms related to ambiguity. The five standard axioms deliver $W$ and $u$ in (2). The two additional axioms deliver $v$ and $\mu_{s^{t}}$. To pin down a unique $v$ and a unique $\mu_{s^{t}}$, we need more choices available to the decision maker. Because $\mu_{s^{t}}$ is a second-order probability measure over the first-order probability measures on $S$, to elicit this belief, it seems natural and intuitive to assume that choices contingent on the first-order probability measures are observable. These choices are modelled as second-order acts in KMM (2005) in a static setting. Extending their insight to our dynamic Anscombe-Aumann setting, we define a second-order act
as a mapping that maps a probability measure on $S$ to a compound consumption lottery. We then define auxiliary preferences over second-order acts and impose an axiom that these preferences are represented by subjective expected utility. This representation can be delivered by imposing additional primitive axioms from the standard subjective expected utility theory. ${ }^{7}$

As in KMM (2005, 2009b), we impose the last axiom that connects preferences over second-order acts and the original preferences over pairs of current consumption and continuation compound lottery acts. In doing so, we introduce the notion of a one-stepahead act-a compound lottery act in which subjective uncertainty resolves in just one period. We then construct a second-order act associated with a one-step-ahead act that maps a probability measure on $S$ to a compound lottery on the consumption space. This compound lottery is obtained by averaging out states in the one-step-ahead act using the probability measure on $S$. The last axiom says that the decision maker orders pairs of current consumption and the one-step-ahead act identically to the second-order acts associated with the one-step-ahead acts. The intuition is that the decision maker's ranking of the former choices reflects his uncertainty about the underlying distribution of the choices, which is the domain of the second-order acts.

One critique of the KMM (2005) model raised by Seo (2009) is that second-order acts and preferences over second-order acts are typically unobservable in the financial markets. For example, investors typically bet on the realization of stock prices, but not on the true distribution underlying stock prices. A similar critique applies to the Anscombe-Aumann acts as well because these acts are also unobservable in financial markets: the realizations of stock prices are monetary values, not lotteries. However, both Anscombe-Aumann acts and second-order acts are useful modelling devices and are available from laboratory and thought experiments. ${ }^{8}$ More concretely, when measures in $\mathcal{P}_{s^{t}}$ correspond to conditional distributions indexed by an unknown parameter as in (3), the second-order acts are bets on the value of the parameter. In an asset pricing application studied by Ju and Miao (forthcoming), $\mathcal{P}_{s^{t}}$ consists of two distributions for consumption growth in a boom and in a recession so that the second-order acts are bets on the economic regime. In a portfolio choice application studied by Chen et al. (2009), $\mathcal{P}_{s^{t}}$ consists of two distributions for the possibly misspecified stock return models so that the second-order acts are simply bets on the statistical model of stock returns.

It is possible to dispense with the auxiliary domain of second-order acts following Seo's (2009) axioms. Building on his insight, we provide an alternative axiomatization for (2) without second-order acts. Adapting Seo's (2009) static setup, we introduce an

[^3]extra stage of randomization. As a by-product contribution, we construct a set of twostage compound lottery acts, which allows for randomization both before and after the realization of the state of the world. We then define the product space of current consumption and the continuation lotteries over two-stage compound lottery acts as the single domain of preferences. We impose five axioms analogous to the first five axioms in the second-order act approach. We replace the last two axioms in that approach with a first-stage independence axiom and a dominance axiom adapted from Seo (2009). Given these seven axioms, we establish a dynamic version of Seo's static model. To the best of our knowledge, our paper provides the first dynamic extension of Seo's static model.

We should mention that each of our two different adopted axiomatic approaches is debatable. For example, some researchers (e.g., Seo 2009 and Epstein 2010) argue that second-order acts or preferences on these acts are either unobservable or may not be totally plausible. In the two-stage randomization approach, a failure of the reduction of compound lotteries may not be normatively appealing.

After providing axiomatic foundations, we characterize risk attitude and ambiguity attitude. Our characterization in the second-order act approach is similar to that of KMM (2005), suitably adapted to our dynamic setting with Anscombe-Aumann-type acts. In this approach, ambiguity aversion is associated with aversion to the variation of ex ante evaluations of one-step-ahead acts due to model uncertainty. In the twostage randomization approach, we distinguish between attitudes toward risks in the two stages. We define absolute ambiguity aversion as an aversion to a first-stage mixture of acts before the realization of the state of the world compared to the second-stage mixture of these acts after the realization of the state. We show that this notion of ambiguity aversion is equivalent to risk aversion in the first stage. In particular, ambiguity aversion is associated with the violation of reduction of compound lotteries. We also show that in both approaches, risk attitude and ambiguity attitude are characterized by the shapes of the functions $u$ and $v$, respectively.

The remainder of the paper proceeds as follows. Section 2 reviews the atemporal models of KMM (2005) and Seo (2009). Section 3 embeds the KMM (2005) model in a dynamic setting and axiomatizes it using the second-order act approach. Section 4 embeds the Seo (2009) model in a dynamic setting and axiomatizes it using the twostage randomization approach. Section 5 applies our model to asset pricing. Section 6 discusses related literature. Appendices A-E contain proofs.

## 2. Review of the atemporal models

In this section, we provide a brief review of the atemporal models of ambiguity proposed by KMM (2005) and Seo (2009). We embed these models in a dynamic setting in Sections 3 and 4. Both atemporal models when restricted to the space of random consumption deliver an identical representation in (1). The two models differ in domain and axiomatic foundation. For both models, we take a complete, transitive, and continuous preference relation $\succeq$ as given.

Consider the KMM model first. KMM originally study Savage acts over $S \times[0,1]$, where the auxiliary state space $[0,1]$ is used to describe objective lotteries. Here we
translate their model into the Anscombe-Aumann domain. Let $S$ be the set of states, which is assumed to be finite for simplicity. Let $\mathcal{C}$ be a compact metric space and let $\Delta(\mathcal{C})$ be the set of lotteries over $\mathcal{C} .{ }^{9}$ An Anscombe-Aumann act is defined as a mapping $g: S \rightarrow \Delta(\mathcal{C})$. Let $\mathcal{G}$ denote the set of all such acts. To pin down second-order beliefs, KMM introduce an auxiliary preference ordering $\succeq^{2}$ over second-order acts. A secondorder act is a mapping $\mathfrak{g}: \mathcal{P} \rightarrow \Delta(\mathcal{C})$, where $\mathcal{P} \subset \Delta(S)$. Let $\mathcal{G}^{2}$ denote the set of all secondorder acts.

The preference ordering $\succeq$ over $\mathcal{G}$ and the preference ordering $\succeq^{2}$ over $\mathcal{G}^{2}$ are represented by

$$
\begin{equation*}
U(g)=\int_{\mathcal{P}} \phi\left(\sum_{s \in S} \pi(s) \bar{u}(g(s))\right) d \mu(\pi) \quad \forall g \in \mathcal{G} \tag{5}
\end{equation*}
$$

and

$$
U^{2}(\mathfrak{g})=\int_{\mathcal{P}} \phi(\bar{u}(\mathfrak{g}(\pi))) d \mu(\pi) \quad \forall \mathfrak{g} \in \mathcal{G}^{2},
$$

where $\phi: \bar{u}(\Delta(\mathcal{C})) \rightarrow \mathbb{R}$ is a continuous and strictly increasing function and $\bar{u}: \Delta(\mathcal{C}) \rightarrow \mathbb{R}$ is a mixture-linear function. ${ }^{10}$

The previous representation is characterized by the following axioms. ${ }^{11}$ (i) The preference $\succeq$ satisfies the mixture-independence axiom over the set of constant acts $\Delta(\mathcal{C})$. (ii) The preference over second-order acts $\succeq^{2}$ is represented by the subjective expected utility of Savage (1954). (iii) The two preference relations $\succeq$ and $\succeq^{2}$ are consistent with each other in the sense that $g \succeq h$ if and only if $g^{2} \succeq^{2} h^{2}$, where $g^{2}$ is the second-order acts associated with $g$ defined by $g^{2}(\pi)=\sum_{s \in S} g(s) \pi(s)$ for each $\pi \in \mathcal{P}$ and $h^{2}$ is defined similarly. The interpretation for the last axiom is the following. If the decision maker prefers $f$ to $g$, then the average of $f$ across states over all possible beliefs (distributions) should also be preferred to that of $g$. The reverse is also true.

The last two axioms are controversial as argued by Epstein (2010). To illustrate the plausibility of these axioms, consider the following example. Suppose there is an Ellsberg urn containing 90 balls. A decision maker is told that there are 30 black balls and 60 white or red balls in the urn. But he does not know the composition of white or red balls. There are four bets as in Table 1. The Ellsbergian choice is

$$
g_{1} \succ g_{2} \text { but } g_{4} \succ g_{3} .
$$

One justification is that the decision maker is unsure about the probabilities of white and red balls and is averse to this ambiguity.

Suppose there are two possible distributions over the set of ball color $S=\{\mathrm{b}, \mathrm{w}, \mathrm{r}\}$ : $\pi_{1}=(1 / 3,2 / 3,0)$ and $\pi_{2}=(1 / 3,0,2 / 3)$. Consider the second-order acts associated with

[^4]|  |  |  |  |
| :--- | ---: | ---: | ---: |
| $g_{1}$ | b | w | r |
| $g_{2}$ | 10 | 0 | 0 |
| $g_{3}$ | 0 | 10 | 0 |
| $g_{4}$ | 0 | 0 | 10 |

Table 1. This table shows four acts, $g_{1}, g_{2}, g_{3}$, and $g_{4}$, with payoffs contingent on three events $\{b\},\{w\}$, and $\{r\}$.

|  | $\pi_{1}$ | $\pi_{2}$ |
| :---: | :---: | :---: |
| $g_{1}^{2}$ | $10 / 3$ | $10 / 3$ |
| $g_{2}^{2}$ | $20 / 3$ | 0 |
| $g_{3}^{2}$ | $10 / 3$ | 10 |
| $g_{4}^{2}$ | $20 / 3$ | $20 / 3$ |

Table 2. This table shows four second-order acts, $g_{1}^{2}, g_{2}^{2}, g_{3}^{2}$, and $g_{4}^{2}$, associated with four acts $g_{1}, g_{2}, g_{3}$, and $g_{4}$, respectively. Their payoffs are contingent on two distributions $\pi_{1}$ and $\pi_{2}$.
$g_{i}, i=1, \ldots, 4, g_{i}^{2}\left(\pi_{j}\right)=\sum_{s \in\{\mathrm{~b}, \mathrm{w}, \mathrm{r}\}} g_{i}(s) \pi_{j}(s)$, where $j=1,2$. We write their payoffs in Table 2. The previous consistency axiom implies that

$$
g_{1}^{2} \succ^{2} g_{2}^{2} \text { but } g_{4}^{2} \succ^{2} g_{3}^{2}
$$

This behavior can be consistent with expected utility over second-order acts as long as the decision maker is risk averse, because $g_{1}^{2}$ and $g_{4}^{2}$ give sure outcomes, but $g_{2}^{2}$ and $g_{3}^{2}$ are risky bets. The intuition is that second-order acts average out uncertain states (ball color) by definition and such hedging may eliminate ambiguity (see Gilboa and Schmeidler 1989). So it is possible that the decision maker is ambiguity neutral for secondorder acts, but ambiguity averse for bets on the Ellsberg urn. Of course, one can design thought experiments to display Ellsbergian choices for second-order acts, which are ruled out by the KMM model.

Seo (2009) provides a different axiomatic foundation for (5) by dispensing with the auxiliary set of second-order acts and the associated preferences over this set. He considers the domain of lotteries over Anscombe-Aumann acts, $\Delta(\mathcal{G})$, and a single preference relation $\succeq$ defined over it. Notice that by restricting attention to lotteries over constant acts, we have the domain of two-stage lotteries $\Delta(\Delta(\mathcal{C}))$ as a subset of $\Delta(\mathcal{G})$, and by further making the first-stage randomization degenerate, we have $\Delta(\mathcal{C})$ as a subset of $\Delta(\Delta(\mathcal{C})$ ), hence of $\Delta(\mathcal{G})$ too.

Seo (2009) shows that the representation of preference $\succeq$ takes the form ${ }^{12}$

$$
\begin{equation*}
U(p)=\int_{\mathcal{G}} \int_{\mathcal{P}} \phi\left(\sum_{s \in S} \pi(s) \bar{u}(g(s))\right) d \mu(\pi) d p(g) \quad \forall p \in \Delta(\mathcal{G}) . \tag{6}
\end{equation*}
$$

[^5]When $p$ is degenerate at some $g \in \mathcal{G}$, (6) reduces to (5).
In Seo's approach, the representation is characterized by the following axioms. (i) The preference $\succeq$ satisfies the mixture-independence axiom on the set of one-stage lotteries $\Delta(\mathcal{C})$. (ii) The preference $\succeq$ satisfies the mixture-independence axiom on the set of lotteries over acts $\Delta(\mathcal{G})$. (iii) A dominance condition holds. To state the dominance axiom formally, we define a two-stage lottery $a(p, \pi) \in \Delta(\Delta(\mathcal{C}))$ induced by $p \in \Delta(\mathcal{G})$ and $\pi \in \mathcal{P}$ as $a(p, \pi)(B)=p\left(\left\{g \in \mathcal{G}: g^{2}(\pi) \in B\right\}\right)$ for any Borel set $B$ on $\Delta(\mathcal{C})$. Dominance says that for any $p, q \in \Delta(\mathcal{G}), p \succeq q$ if $a(p, \pi) \succeq a(p, \pi)$ for all $\pi \in \mathcal{P}$. Seo's approach does not deliver uniqueness of the second-order belief $\mu$ in general. For example, if $\phi$ is linear, then any $\mu$ with an identical mean $\int_{\mathcal{P}} \pi d \mu(\pi)$ yields the same ranking. It is unique in some special cases, for example, if $\phi$ is some exponential function. We refer to Seo (2009) for a characterization of the uniqueness of $\mu$.

## 3. Axiomatization with second-order acts

We embed the atemporal KMM model reviewed in Section 2 in a discrete-time infinitehorizon environment. Time is denoted by $t=0,1,2, \ldots$ Let $S$ be a finite set of states at each period. The full state space is $S^{\infty}$. Let $\mathcal{C}$ be a complete, separable, and compact metric space, which is the set of consumption choices in each period.

### 3.1 Primary domain

To introduce the domain of choices of primary interest, we consider the set of compound lottery acts introduced by Hayashi (2005). A compound lottery act is identified as a random variable that maps a state of the world into a joint lottery over consumption and a compound lottery act for the next period. Hayashi (2005) shows that the set of all such acts $\mathcal{G}$ satisfies the homeomorphic relation ${ }^{13}$

$$
\mathcal{G} \simeq(\Delta(\mathcal{C} \times \mathcal{G}))^{S}
$$

It is a compact metric space with respect to the product metric. By abuse of notation, we may refer $S$ to the set of states as well as its cardinality.

Up to homeomorphic transformations, the domain $\mathcal{G}$ of compound lottery acts includes subdomains $\mathcal{G}^{*}, \mathcal{F}, \mathcal{M}$, and $\mathcal{C}^{\infty}$, which are defined as follows.

- Adapted processes of consumption lotteries are

$$
\mathcal{G}^{*} \simeq\left(\Delta(\mathcal{C}) \times \mathcal{G}^{*}\right)^{S}
$$

- Adapted processes of consumption levels are

$$
\mathcal{F} \simeq(\mathcal{C} \times \mathcal{F})^{S}
$$

[^6]- Compound lotteries are

$$
\mathcal{M} \simeq \Delta(\mathcal{C} \times \mathcal{M})
$$

- Deterministic consumption streams are

$$
\mathcal{C}^{\infty} \simeq \mathcal{C} \times \mathcal{C}^{\infty} .
$$

The subdomain $\mathcal{G}^{*}$ is obtained by randomizing current consumption only, but not over acts. This domain corresponds to the one adopted by Epstein and Schneider (2003). The subdomain $\mathcal{F}$ is obtained when there is no randomization. It is adopted by Wang (2003). The subdomain $\mathcal{M}$ is obtained by taking constant acts. Epstein and Zin (1989) define recursive utility under objective risk over the domain $\mathcal{C} \times \mathcal{M}$, while Chew and Epstein (1991) axiomatize this utility over the domain $\mathcal{M} \simeq \Delta(\mathcal{C} \times \mathcal{M})$. The space of deterministic consumption plans $\mathcal{C}^{\infty}$ is obtained by taking constant acts with no randomization.

Relations among these subdomains are expressed as


For any $c \in \mathcal{C}$, we use $\delta[c]$ to denote the degenerate lottery over $c$. When no confusion arises, we tend to omit the symbol of degenerate lottery and write down the deterministic component as it is. For example, a deterministic sequence $y=\left(c_{0}, c_{1}, c_{2}, \ldots\right)$ is used as it is, instead of being denoted like $\left(c_{0}, \delta\left[\left(c_{1}, \delta\left[\left(c_{2}, \delta[\cdots]\right)\right]\right)\right]\right)$.

### 3.2 Preferences

We consider two preference relations over two domains. Of primary interest are the decision maker's preferences $\succeq_{s^{t}}$ at each history $s^{t}$ over pairs of current consumption and continuation compound lottery acts $\mathcal{C} \times \mathcal{G}$. Each pair is called a consumption plan. To recover the decision maker's second-order beliefs, we introduce another preference ordering over second-order acts. Take a set of one-step-ahead probability measures $\mathcal{P}_{s^{t}} \subset \Delta(S)$ as a primitive for each history $s^{t}$. A second-order act on $\mathcal{P}_{s^{t}}$ is a mapping $\mathfrak{f}: \mathcal{P}_{s^{t}} \rightarrow \mathcal{M}$. Let $\Im\left(\mathcal{P}_{s^{t}}\right)$ denote the set of all the second-order acts on $\mathcal{P}_{s^{t}}$. Let $\succeq_{s^{t}}^{2}$ denote the conditional second-order preference defined over $\Im\left(\mathcal{P}_{s^{t}}\right)$ at each history $s^{t}$.

### 3.3 Axioms

We start by introducing five standard axioms for the preference process $\left\{\succeq_{s^{t}}\right\}$. First, we assume weak order (complete and transitive), continuity, and sensitivity. This ensures the existence of a continuous functional representation of preference (see Debreu 1954).

Aхıом A1 (Order). For all $t$ and $s^{t}, \succeq_{s^{t}}$ is a continuous weak order over $\mathcal{C} \times \mathcal{G}$ and there exist $y, y^{\prime} \in \mathcal{C}^{\infty}$ such that $y \succ_{s^{t}} y^{\prime}$.

Second, we assume that preference over acts for the future is independent of current consumption. This axiom is adapted from Koopmans (1960) and is essential for the representation to have a form in which current consumption and continuation value are separable.

Axiom A2 (Current Consumption Separability). For all $t$ and $s^{t}$, for all $c, c^{\prime} \in \mathcal{C}$ and $g, g^{\prime} \in \mathcal{G}$,

$$
(c, g) \succeq_{s^{t}}\left(c, g^{\prime}\right) \quad \Longleftrightarrow \quad\left(c^{\prime}, g\right) \succeq_{s^{t}}\left(c^{\prime}, g^{\prime}\right)
$$

Third, we assume that preference over risky consumption is independent of history. This axiom ensures that utility is stationary (or time invariant) in the pure risk domain $\mathcal{C} \times \mathcal{M}$. It also implies that preference over deterministic consumption streams is independent of history.

Axiom A3 (History Independence of Risk Preference). For all $t, \tilde{t}$ and $s^{t}$, $\tilde{s}^{\tilde{t}}$, for all $(c, m),\left(c^{\prime}, m^{\prime}\right) \in \mathcal{C} \times \mathcal{M}$,

$$
(c, m) \succeq_{s^{t}}\left(c^{\prime}, m^{\prime}\right) \quad \Longleftrightarrow \quad(c, m) \succeq_{\tilde{s}^{\tilde{t}}}\left(c^{\prime}, m^{\prime}\right) .
$$

Fourth, we impose an independence axiom à la von Neumann and Morgenstern (vNM) for timeless gambles. This axiom is essential to have an expected utility representation in the pure risk domain.

Aхıом A4 (Independence for Timeless Lotteries). For all $t$ and $s^{t}$, for all $m, m^{\prime}, n \in \mathcal{M}$ and $\lambda \in(0,1)$,

$$
(c, m) \succeq_{s^{t}}\left(c, m^{\prime}\right) \quad \Longleftrightarrow \quad(c, \lambda m+(1-\lambda) n) \succeq_{s^{t}}\left(c, \lambda m^{\prime}+(1-\lambda) n\right) .
$$

Fifth, we impose dynamic consistency to connect conditional preferences across histories. It is essential to deliver a recursive form of utility representation. The idea is that if two plans give the same consumption today, but may differ in the continuation choices, then the plan that is preferred tomorrow is also preferred today. Because of our large choice domain, we need to define the notion of stochastic dominance so as to formulate our dynamic consistency condition.

Definition 1. Given $p, q \in \Delta(\mathcal{C} \times \mathcal{G})$, say that $p$ stochastically dominates $q$ with regard to $\succeq_{s^{t}}$ if

$$
p\left(\left\{\left(c^{\prime}, g^{\prime}\right) \in \mathcal{C} \times \mathcal{G}:\left(c^{\prime}, g^{\prime}\right) \succeq_{s^{t}}(c, g)\right\}\right) \geq q\left(\left\{\left(c^{\prime}, g^{\prime}\right) \in \mathcal{C} \times \mathcal{G}:\left(c^{\prime}, g^{\prime}\right) \succeq_{s^{t}}(c, g)\right\}\right)
$$

for all $(c, g) \in \mathcal{C} \times \mathcal{G}$. If, in addition, there is some $(c, g) \in \mathcal{C} \times \mathcal{G}$ such that $\geq$ is replaced with $>$, then we say $p$ strictly stochastically dominates $q$.

When $p, q \in \Delta(\mathcal{C} \times \mathcal{G})$ stochastically dominate each other, we say that $p$ and $q$ are stochastically equivalent with regard to $\succeq_{s^{t}}$. Note that in the above definition, we allow $p$ or $q$ to be a measure on $\mathcal{C} \times \mathcal{M}$, say $p \in \Delta(\mathcal{C} \times \mathcal{M})$. In this case, we view $p \in \Delta(\mathcal{C} \times \mathcal{G})$ with the support $\mathcal{C} \times \mathcal{M}$.

Axiom A5 (Dynamic Consistency). For all $t$ and $s^{t}$, for all $c \in \mathcal{C}$ and $g, g^{\prime} \in \mathcal{G}$, if $g(s)$ (strictly) stochastically dominates $g^{\prime}(s)$ with regard to $\succeq_{s^{t}, s}$ for each $s \in S$, then $(c, g) \succeq_{s^{t}}\left(\succ_{s^{t}}\right)\left(c, g^{\prime}\right)$.

Because we allow lotteries as outcomes of acts whereas preference at each period is defined over pairs of current consumption and continuation acts, our preceding formulation of dynamic consistency is more general than that in the literature (e.g., Epstein and Zin 1989, Epstein and Schneider 2003, Hayashi 2005, and KMM 2009a). When we restrict attention to smaller domains used in the literature, we obtain the standard definition. For example, suppose the choice domain is the adapted consumption processes $\mathcal{C} \times \mathcal{F}$ and the utility representation is given by (2). Our Axiom A5 implies the following: For all $c \in \mathcal{C}$ and $d, d^{\prime} \in \mathcal{F} \simeq(\mathcal{C} \times \mathcal{F})^{S}$, if $d(s) \succeq_{s^{t}}\left(\succ_{s^{t}}\right) d^{\prime}(s)$ for each $s \in S$, then $(c, d) \succeq_{s^{t}}\left(\succ_{s^{t}}\right)\left(c, d^{\prime}\right)$.

Now, we introduce two axioms on $\left\{\succeq_{s^{t}}^{2}\right\}$ so as to embed the atemporal KMM model in the dynamic setting. First, we follow KMM (2009a) and assume that the preference over second-order acts falls in the subjective expected utility (SEU) theory of Savage (1954), in which $\mathcal{P}_{s^{t}}$ is the state space and $\mathcal{M}$ is the set of pure outcomes.

Axiom A6 (SEU Representation of Preference Over Second-Order Acts). For each $s^{t}$, there exists a unique countably additive probability measure $\mu_{s^{t}}: \mathcal{P}_{s^{t}} \rightarrow[0,1]$ and a continuous and strictly increasing function $\psi: \mathcal{M} \rightarrow \mathbb{R}$ such that for all $\mathfrak{f}, \mathfrak{g} \in \mathfrak{J}\left(\mathcal{P}_{s^{t}}\right)$,

$$
\mathfrak{f} \succeq_{s^{t}}^{2} \mathfrak{g} \quad \Longleftrightarrow \int_{\mathcal{P}_{s^{t}}} \psi(\mathfrak{f}(\pi)) d \mu_{s^{t}}(\pi) \geq \int_{\mathcal{P}_{s^{t}}} \psi(\mathfrak{g}(\pi)) d \mu_{s^{t}}(\pi)
$$

Moreover, $\psi$ is unique up to a positive affine transformation if $\mu_{s^{t}}(J) \in(0,1)$ for some $J \subset \mathcal{P}_{s^{t}} .{ }^{14}$

Second, we introduce an axiom that connects preference relations $\left\{\succeq_{s^{t}}\right\}$ and $\left\{\succeq_{s^{t}}^{2}\right\}$ using one-step-ahead acts and their corresponding second-order acts. A one-step-ahead act $g_{+1} \in \mathcal{G}$ is a compound lottery act in which subjective uncertainty resolves in just one period. Define the set of one-step-ahead acts as

$$
\mathcal{G}_{+1}=\left\{g_{+1} \in \mathcal{G}: g_{+1}(s) \in \mathcal{M}, \forall s \in S\right\} .
$$

Definition 2. Given a one-step-ahead act $g_{+1} \in \mathcal{G}_{+1}$, its corresponding second-order act on $\mathcal{P}_{s^{t}}$ is given by $g_{+1}^{2}: \mathcal{P}_{s^{t}} \rightarrow \mathcal{M}$, where

$$
g_{+1}^{2}(\pi)=\sum_{s \in S} g_{+1}(s) \pi(s)
$$

for each $\pi \in \mathcal{P}_{s^{t}}$.

[^7]The axiom below states that the preference $\left\{\succeq_{s^{t}}\right\}$ over the subdomain of one-stepahead acts and the preference $\left\{\succeq_{s^{t}}^{2}\right\}$ over the subdomain of the corresponding secondorder acts are consistent with each other.

Axiom A7 (Consistency With Preference Over Second-Order Acts). For each st , for every $c \in \mathcal{C}$ and $g_{+1}, h_{+1} \in \mathcal{G}_{+1}$,

$$
\left(c, g_{+1}\right) \succeq_{s^{t}}\left(c, h_{+1}\right) \quad \Longleftrightarrow \quad g_{+1}^{2} \succeq_{s^{t}}^{2} h_{+1}^{2}
$$

### 3.4 Representation

Now we state our first representation theorem.
Theorem 1 (Representation). The preference process $\left\{\succeq_{s^{t}}, \succeq_{s^{t}}^{2}\right\}$ satisfies Axioms A1-A7 if and only if there exists representation $\left(\left\{V_{s^{t}}\right\}, W, u, v,\left\{\mu_{s^{t}}\right\}\right)$ such that the following conditions are valid.
(i) OnC $\times \mathcal{G}$, each $\succeq_{s^{t}}$ is represented by

$$
\begin{align*}
V_{s^{t}}(c, g)=W\left(c, v^{-1}\left(\int_{\mathcal{P}_{s^{t}}} v\right.\right. & \circ u^{-1}\left(\sum_{s \in S} \pi(s)\right. \\
& \left.\left.\left.\times \int_{\mathcal{C} \times \mathcal{G}} u\left(V_{s^{t}, s}\left(c^{\prime}, g^{\prime}\right)\right) d g(s)\left(c^{\prime}, g^{\prime}\right)\right) d \mu_{s^{t}}(\pi)\right)\right) \tag{8}
\end{align*}
$$

for each $(c, g) \in \mathcal{C} \times \mathcal{G}$, where $W: \mathcal{C} \times \mathbb{R} \rightarrow \mathbb{R}$ is continuous and strictly increasing in the second argument, and $u, v: \mathbb{R} \rightarrow \mathbb{R}$ are continuous and strictly increasing functions. ${ }^{15}$
(ii) OnC $\times \mathcal{M}$, each $V_{s^{t}}$ coincides with

$$
\begin{equation*}
V(c, m)=W\left(c, u^{-1}\left(\int_{\mathcal{C} \times \mathcal{M}} u\left(V\left(c^{\prime}, m^{\prime}\right)\right) d m\left(c^{\prime}, m^{\prime}\right)\right)\right) \quad \forall(c, m) \in \mathcal{C} \times \mathcal{M} \tag{9}
\end{equation*}
$$

(iii) On $\Im\left(\mathcal{P}_{s^{t}}\right)$, each $\succeq_{s^{t}}^{2}$ is represented by the function

$$
V_{s^{t}}^{2}(\mathfrak{g})=\int_{\mathcal{P}_{s^{t}}} v \circ u^{-1} \circ \bar{u}(\mathfrak{g}(\pi)) d \mu_{s^{t}}(\pi) \quad \forall \mathfrak{g} \in \mathfrak{F}\left(\mathcal{P}_{s^{t}}\right)
$$

where $v \circ u^{-1} \circ \bar{u}=\psi$ and $\bar{u}: \mathcal{M} \rightarrow \mathbb{R}$ is a mixture-linear function

$$
\begin{equation*}
\bar{u}(m)=\int_{\mathcal{C} \times \mathcal{M}} u\left(V\left(c^{\prime}, m^{\prime}\right)\right) d m\left(c^{\prime}, m^{\prime}\right) \quad \forall m \in \mathcal{M} \tag{10}
\end{equation*}
$$

In addition, we have the following uniqueness result, up to some monotonic transformations.

[^8]Theorem 2 (Uniqueness). Let $\left\{\succeq_{s^{t}}, \succeq_{s^{t}}^{2}\right\}$ satisfy Axioms A1-A7. If both ( $\left\{\tilde{V}_{s^{t}}\right\}, \tilde{W}, \tilde{u}, \tilde{v}$, $\left.\left\{\tilde{\mu}_{s^{t}}\right\}\right)$ and $\left(\left\{V_{s^{t}}\right\}, W, u, v,\left\{\mu_{s^{t}}\right\}\right)$ represent $\left\{\succeq_{s^{t}}, \succeq_{s^{t}}^{2}\right\}$, then there exist a strictly increasing function $\Phi$ and constants $A>0$ and $B$ such that for all $s^{t}, \tilde{\mu}_{s^{t}}=\mu_{s^{t}}$ and

$$
\begin{gathered}
\tilde{V}_{s^{t}}=\Phi \circ V_{s^{t}}, \quad \tilde{W}(\cdot, \cdot)=\Phi\left(W\left(\cdot, \Phi^{-1}(\cdot)\right)\right) \\
\tilde{u} \circ \Phi=A u+B, \quad \tilde{v} \circ \Phi=v .
\end{gathered}
$$

Our representation in the theorem nests several models as special cases.

1. When there is no randomization (i.e., $g(s)$ is a degenerate lottery for all $s \in S$ ), the representation reduces to (2) on $\mathcal{C} \times \mathcal{F}$. As discussed in Section 1, many popular utility models are special cases of (2).
2. In the pure risk case, (9) is the recursive expected utility model of Kreps and Porteus (1978) and Epstein and Zin (1989).
3. In the deterministic case, the representation reduces to the Koopmans form

$$
\begin{equation*}
V(c, y)=W(c, V(y)) \tag{11}
\end{equation*}
$$

where $(c, y) \in \mathcal{C} \times \mathcal{C}^{\infty}$.
Our preference model incorporates an information structure with hidden states. As an example, suppose $z$ is a parameter taking values in a finite set $Z$. Let

$$
\begin{equation*}
\mathcal{P}_{s^{t}}=\left\{\pi_{z}\left(\cdot \mid s^{t}\right) \in \Delta(S): z \in Z\right\} \tag{12}
\end{equation*}
$$

where $\pi_{z}\left(\cdot \mid s^{t}\right)$ is a conditional distribution on $S$ given history $s^{t}$ and the parameter value $z$. The distribution $\pi_{z}\left(\cdot \mid s^{t}\right)$ may be derived by the Bayes rule from a more primitive family of distributions $\left\{\pi_{z}\right\}_{z \in Z}$ on $S^{\infty}$. Each $\pi_{z}$ represents a statistical model. Then the representation in (8) reduces to (3) when $g(s)$ is a degenerate lottery for all $s \in S$.

Theorem 1 does not say anything about how measures $\mu_{s^{t}}$ at all histories $s^{t}$ are related. In application, it is natural that $\mu_{s^{t}}$ is obtained by Bayesian updating from the initial prior $\mu=\mu_{s^{0}}$. To deliver this result, we consider (2) in the special case with (12). We follow KMM (2009a) and assume a full rank condition. Extending KMM's (2009a) Assumption 10, we introduce a marginal rate of substitution assumption for smooth functions $W, u$, and $v$ :

$$
\left.\frac{\partial V_{S^{t}}(c) / \partial c\left(s^{t+n}\right)}{\partial V_{s^{t}}(c) / \partial c\left(s^{t}\right)}\right|_{c=\bar{c}}=\beta(\bar{c})^{n} \int_{Z} \pi_{z}\left(s^{t+n} \mid s^{t}\right) d \mu_{s^{t}}(z),
$$

where $\pi_{z}\left(s^{t+n} \mid s^{t}\right)$ is the conditional probability of $s^{t+n}$ given $s^{t}, \bar{c}$ is a constant consumption plan, and $c\left(s^{t+n}\right)$ and $c\left(s^{t}\right)$ are consumption levels at histories $s^{t+n}$ and $s^{t}$, respectively. In addition, $\beta(\bar{c})=W_{2}(\bar{c}, \bar{V})$ is the discount factor, where $\bar{V}=W(\bar{c}, \bar{V})$. As in KMM (2009a), we can show that if the full rank condition holds, then the marginal rate of substitution assumption is equivalent to Bayesian updating of $\mu_{s^{t}}$.

Theorem 1 does not say anything about the existence and uniqueness of a solution for $\left\{V_{s^{t}}\right\}$ to the recursive equation (8). Following a similar argument to that in the proof
of Theorem 2 in KMM (2009a), we can show that $\left\{V_{s^{t}}\right\}$ exists. We need additional conditions for the uniqueness. Epstein and Zin (1989) provide sufficient conditions for recursive expected utility. KMM (2009a) give sufficient conditions for their recursive smooth ambiguity model. Marinacci and Montrucchio (2010) derive sufficient conditions for general recursive equations that may be applied to our model.

### 3.5 Ambiguity attitude

Because our model nests the deterministic case (11) and the pure risk case (9), we immediately deduce that the function $W$ characterizes intertemporal substitution and the function $u$ characterizes risk aversion in the usual way. We turn to the characterization of ambiguity aversion. We adopt the behavioral foundation of ambiguity attitude developed by Ghirardato and Marinacci (2002) and KMM (2005). Epstein (1999) provides a different foundation. The main difference is that the benchmark ambiguity neutral preference is the expected utility preference according to Ghirardato and Marinacci (2002), while Epstein's (1999) benchmark is the probabilistic sophisticated preference.

We first consider absolute ambiguity aversion. According to our first axiomatization, ambiguity comes from the multiplicity of distributions in the set $\mathcal{P}_{s^{t}}$. The decision maker's ambiguity attitude is toward uncertainty about the possible distributions in $\mathcal{P}_{s^{t}}$. To characterize this attitude, we define the lottery $m\left(g_{+1}, \mu_{s^{t}}\right) \in \mathcal{M}$ associated with the one-step-ahead act $g_{+1}$ and the second-order belief $\mu_{s^{t}}$ on $\mathcal{P}_{s^{t}}$ as

$$
m\left(g_{+1}, \mu_{s^{t}}\right)=\int_{\mathcal{P}_{s^{t}}} \sum_{s \in S} g_{+1}(s) \pi(s) d \mu_{s^{t}}(\pi)
$$

Since $\sum_{s \in S} g_{+1}(s) \pi(s)$ is the outcome of the second-order act $g_{+1}^{2}(\pi)$ associated with $g_{+1}, m\left(g_{+1}, \mu_{s^{t}}\right)$ is simply the mean value of $g_{+1}^{2}$ with respect to the second-order belief $\mu_{s^{t}}$. Alternatively, from the definition of predictive distribution in (4), we observe that the lottery $m\left(g_{+1}, \mu_{s^{t}}\right)$ is also the mean value of the act $g_{+1}$ with respect to the predictive distribution induced by $\mu_{s^{t}}$. The following definition of ambiguity aversion states that the decision maker is ambiguity averse if he prefers a sure lottery obtained as the mean value of a given act to the act itself.

Definition 3. The decision maker with $\left\{\succeq_{s^{t}}\right\}$ exhibits ambiguity aversion if for all $s^{t}$, for all $c \in \mathcal{C}$ and $g_{+1} \in \mathcal{G}_{+1}$,

$$
\left(c, m\left(g_{+1}, \mu_{s^{t}}\right)\right) \succeq_{s^{t}}\left(c, g_{+1}\right)
$$

Similarly to this definition, we can define ambiguity loving and ambiguity neutrality in the usual way. An immediate consequence of this definition is the following proposition.

Proposition 1. Suppose $\left\{\succeq_{s^{t}}\right\}$ satisfies Axioms A1-A7. Then $\left\{\succeq_{s^{t}}\right\}$ exhibits ambiguity aversion if $\phi \equiv v \circ u^{-1}$ is concave. ${ }^{16}$

[^9]The proof of this proposition is straightforward and is omitted. Clearly, when $v \circ u^{-1}$ is linear, $\left\{\succeq_{s^{t}}\right\}$ displays ambiguity neutrality. Thus, the ambiguity neutrality benchmark is the recursive expected utility model. We need additional conditions to establish the converse statement that ambiguity aversion implies concavity of $v \circ u^{-1}$. The reason is that, to prove this statement, one needs to know preferences over binary bets on some $\mathcal{P}_{s^{t}}$, but our axioms and representation hold only for fixed $\mathcal{P}_{s^{t}}$. To deal with this issue in the KMM model, KMM (2005) consider a family of preference relations indexed by rich supports of second-order beliefs, and impose an assumption that ambiguity attitude and risk attitude are invariant across these supports (see their Assumption 4). We can adapt their assumption to establish the converse statement. Since the proof is similar to the proof of Proposition 1 in their paper, we omit it here.

We now turn to comparative ambiguity aversion.
Definition 4. Let the representations of the preferences of persons $i$ and $j$ share the same second-order belief $\mu_{s^{t}}$ on the same support $\mathcal{P}_{s^{t}}$ for all $s^{t}$. Say that $\left\{\succeq_{s^{t}}^{i}\right\}$ is more ambiguity averse than $\left\{\succeq_{s^{t}}^{j}\right\}$ if for all $s^{t}$, for all $c \in \mathcal{C}, m \in \mathcal{M}$, and $g_{+1} \in \mathcal{G}_{+1}$,

$$
(c, m) \succeq_{s^{t}}^{j}\left(c, g_{+1}\right) \quad \Longrightarrow \quad(c, m) \succeq_{s^{t}}^{i}\left(c, g_{+1}\right),
$$

and if this property also holds for strict preference relations $\succ_{s^{t}}^{i}$ and $\succ_{s^{t}}^{j}$.
The interpretation of this definition is similar to that of Definition 5 in KMM (2005). The idea is that if person $i$ prefers a lottery over an uncertain act whenever person $j$ does so, then this must be due to person $i$ 's comparatively higher aversion to uncertainty. This cannot be due to aversion to risk, because the act $g_{+1}$ itself may be a lottery and the conditions in the definition imply that persons $i$ and $j$ rank lotteries in the same way. Because the difference in beliefs is ruled out in the definition, the behavior in the definition must be due to differences in ambiguity attitude. The following proposition is a partial characterization. We omit its straightforward proof.

Proposition 2. Suppose $\left\{\succeq_{s^{t}}^{i}\right\}$ and $\left\{\succeq_{s^{t}}^{j}\right\}$ satisfy Axioms A1-A7 and their representations share the same second-order belief $\mu_{s^{t}}$ on the same support $\mathcal{P}_{s^{t}}$ for all $s^{t}$. Then $\left\{\succeq_{s^{t}}^{i}\right\}$ is more ambiguity averse than $\left\{\succeq_{s^{t}}^{j}\right\}$ if there exist corresponding utility representations such that $\left.V^{i}\right|_{\mathcal{C} \times \mathcal{M}}=\left.V^{j}\right|_{\mathcal{C} \times \mathcal{M}}, W^{i}=W^{j}, u^{i}=u^{j}$, and $v^{i}=\Psi \circ v^{j}$, where $\Psi$ is a strictly increasing and concave function.

As in the case of absolute ambiguity aversion, one needs more information to establish the converse statement that comparative ambiguity aversion implies concavity of $\Psi$. As discussed earlier, we may make an assumption similar to Assumption 4 in KMM (2005) to establish this statement.

## 4. Axiomatization with two-stage compound lottery acts

To embed Seo's (2009) atemporal model in a dynamic setting, we adapt his atemporal domain-the set of lotteries over Anscombe-Aumann acts-to a dynamic setting. This leads us to consider the set of two-stage compound lottery acts.

### 4.1 Domain

We consider preference relations $\succeq_{s^{t}}$ at each history $s^{t}$ defined on the domain $\mathcal{C} \times \Delta(\mathcal{H})$, where $\mathcal{H}$ is a set of two-stage compound lottery acts constructed as follows. Inductively define the family of sets $\left\{\mathcal{H}_{0}, \mathcal{H}_{1}, \ldots\right\}$ by

$$
\begin{aligned}
\mathcal{H}_{0} & =(\Delta(\mathcal{C}))^{S} \\
\mathcal{H}_{1} & =\left(\Delta\left(\mathcal{C} \times \Delta\left(\mathcal{H}_{0}\right)\right)\right)^{S} \\
& \vdots \\
\mathcal{H}_{t} & =\left(\Delta\left(\mathcal{C} \times \Delta\left(\mathcal{H}_{t-1}\right)\right)\right)^{S}
\end{aligned}
$$

and so on. By induction, $\Delta\left(\mathcal{C} \times \Delta\left(\mathcal{H}_{t-1}\right)\right)$ and $\mathcal{H}_{t}$ are compact metric spaces, for every $t \geq 1$. Let $\mathcal{H}^{*}=\prod_{t=0}^{\infty} \mathcal{H}_{t}$. It is a compact metric space with respect to the product metric.

We consider sequences of acts ( $h_{0}, h_{1}, h_{2}, \ldots$ ) in $\mathcal{H}^{*}$ that are coherent. That is, $h_{t}$ and $h_{t+1}$ must be consistent for all $t \geq 0$ in the sense that is made precise in Appendix B. The domain of coherent acts, a subset of $\mathcal{H}^{*}$, is denoted by $\mathcal{H}$. The details of the definition of coherent acts and formal construction of the domain are given in Appendix B. The domain $\mathcal{H}$ satisfies a homeomorphic property analogous to those shown in Epstein and Zin (1989), Chew and Epstein (1991), Wang (2003), Gul and Pesendorfer (2004), and Hayashi (2005).

Theorem 3. The set $\mathcal{H}$ is homeomorphic to $(\Delta(\mathcal{C} \times \Delta(\mathcal{H})))^{S}$, denoted as

$$
\mathcal{H} \simeq(\Delta(\mathcal{C} \times \Delta(\mathcal{H})))^{S} .
$$

When attention is restricted to constant acts, we obtain the subdomain consisting of two-stage compound lotteries, which satisfies the homeomorphism

$$
\mathcal{L} \simeq \Delta(\mathcal{C} \times \Delta(\mathcal{L})) .
$$

Relations among the domains defined so far are summarized as


In particular, the set of compound lottery acts $\mathcal{G}$ and the set of compound lotteries $\mathcal{M}$ studied in Section 3 are subsets of $\mathcal{H}$ and $\mathcal{L}$, respectively.

We now introduce some useful notations. For any two-stage compound lottery acts, $h, h^{\prime} \in \mathcal{H}$, and any $\lambda \in(0,1)$, we use $\lambda h+(1-\lambda) h^{\prime} \in \Delta(\mathcal{H})$ to denote a lottery that gives $h$ with probability $\lambda$ and $h^{\prime}$ with probability $1-\lambda$. We use $\lambda h \oplus(1-\lambda) h^{\prime} \in \mathcal{H}$ to denote a statewise mixture. That is, for each $s \in S$ and each Borel set $B \in \mathcal{B}(\mathcal{C} \times \Delta(\mathcal{H})), \lambda h \oplus$ $(1-\lambda) h^{\prime}(s)(B)=\lambda h(s)(B)+(1-\lambda) h^{\prime}(s)(B)$. For any $p, q \in \Delta(\mathcal{H}), \lambda p+(1-\lambda) q \in \Delta(\mathcal{H})$ denotes the usual mixture.

### 4.2 Axioms

We impose the following axioms on the preference process $\left\{\succeq_{s^{t}}\right\}$. The first three axioms are analogous to Axioms A1-A3.

Axiom B1 (Order). For all $t$ and $s^{t}, \succeq_{s^{t}}$ is a continuous weak order over $\mathcal{C} \times \Delta(\mathcal{H})$ and there exist $y, y^{\prime} \in \mathcal{C}^{\infty}$ such that $y \succ_{s^{t}} y^{\prime}$.

Aхıом B2 (Current Consumption Separability). For all $t$ and $s^{t}$, for all $c, c^{\prime} \in \mathcal{C}$ and $p, q \in \Delta(\mathcal{H})$,

$$
(c, p) \succeq_{s^{t}}(c, q) \quad \Longleftrightarrow \quad\left(c^{\prime}, p\right) \succeq_{s^{t}}\left(c^{\prime}, q\right)
$$

Axıom B3 (History Independence of Risk Preference). For all $t, \tilde{t}$ and $s^{t}$, $\tilde{s}^{\tilde{t}}$, for all $(c, a),\left(c^{\prime}, a^{\prime}\right) \in \mathcal{C} \times \Delta(\mathcal{L})$,

$$
(c, a) \succeq_{s^{t}}\left(c^{\prime}, a^{\prime}\right) \quad \Longleftrightarrow \quad(c, a) \succeq_{\tilde{s}^{\tilde{t}}}\left(c^{\prime}, a^{\prime}\right)
$$

Next, we assume independence conditions for "timeless" gambles, similar to Axiom A4. There are two kinds of such timeless gambles here: One is made before the realization of the one-step-ahead subjective uncertainty, and the other is made after that.

Axiom B4 (First-stage Independence). For all $t$ and $s^{t}$, for all $p, q, r \in \Delta(\mathcal{H})$ and $\lambda \in(0,1)$,

$$
(c, p) \succeq_{s^{t}}(c, q) \quad \Longleftrightarrow \quad(c, \lambda p+(1-\lambda) r) \succeq_{s^{t}}(c, \lambda q+(1-\lambda) r) .
$$

Aхіом B5 (Second-Stage Independence). For all $t$ and $s$, for all $c \in \mathcal{C}$, for all $l, m, n \in$ $\Delta(\mathcal{C} \times \Delta(\mathcal{H}))$ and $\lambda \in(0,1)$,

$$
(c, \delta[l]) \succeq_{s^{t}}(c, \delta[m]) \Longleftrightarrow(c, \delta[\lambda l \oplus(1-\lambda) n]) \succeq_{s^{t}}(c, \delta[\lambda m \oplus(1-\lambda) n]) .
$$

To connect preferences across histories, we impose a dynamic consistency axiom, similar to Axiom A5.

Definition 5. Given $a, b \in \Delta(\mathcal{C} \times \Delta(\mathcal{H}))$, say that $a$ stochastically dominates $b$ with regard to $\succeq_{s^{t}}$ if

$$
a\left(\left\{\left(c^{\prime}, p^{\prime}\right) \in \mathcal{C} \times \Delta(\mathcal{H}):\left(c^{\prime}, p^{\prime}\right) \succeq_{s^{t}}(c, p)\right\}\right) \geq b\left(\left\{\left(c^{\prime}, p^{\prime}\right) \in \mathcal{C} \times \Delta(\mathcal{H}):\left(c^{\prime}, p^{\prime}\right) \succeq_{s^{t}}(c, p)\right\}\right)
$$

for all $(c, p) \in \mathcal{C} \times \Delta(\mathcal{H})$. If in addition there is some $(c, p) \in \mathcal{C} \times \Delta(\mathcal{H})$ such that $\geq$ is replaced with $>$, then we say $a$ strictly stochastically dominates $b$. If $a$ and $b$ stochastically dominate each other, we say that $a$ and $b$ are stochastically equivalent with regard to $\succeq_{s^{t}}$.

Note that in this definition, we allow $a$ or $b$ to be a measure on $\mathcal{C} \times \Delta(\mathcal{L})$, say $a \in \Delta(\mathcal{C} \times \Delta(\mathcal{L}))$. In this case, we view $a \in \Delta(\mathcal{C} \times \Delta(\mathcal{H}))$ with the support $\mathcal{C} \times \Delta(\mathcal{L})$.

Ахıом B6 (Dynamic Consistency). For all $t$ and $s^{t}$, for all $c \in \mathcal{C}$ and $h, h^{\prime} \in \mathcal{H}$, if $h(s)$ (strictly) stochastically dominates $h^{\prime}(s)$ with regard to $\succeq_{s^{t}, s}$ for each $s \in S$, then $(c, \delta[h]) \succeq_{s^{t}}\left(\succ_{s^{t}}\right)\left(c, \delta\left[h^{\prime}\right]\right)$.

Finally, we embed Seo's (2009) dominance axiom to the set of one-step-ahead acts. A one-step-ahead act is an act for which subjective uncertainty resolves in just one period. We define the set of one-step-ahead acts as

$$
\mathcal{H}_{+1}=\left\{h_{+1} \in \mathcal{H}: h_{+1}(s) \in \mathcal{L}, \forall s \in S\right\} .
$$

Definition 6. Given $h_{+1} \in \mathcal{H}_{+1}$ and $\pi \in \Delta(S)$, define $l\left(h_{+1}, \pi\right) \in \mathcal{L}$ by

$$
l\left(h_{+1}, \pi\right)=\sum_{s \in S} h_{+1}(s) \pi(s)
$$

Given $p_{+1} \in \Delta\left(\mathcal{H}_{+1}\right)$ and $\pi \in \Delta(S)$, define $a\left(p_{+1}, \pi\right) \in \Delta(\mathcal{L})$ by

$$
a\left(p_{+1}, \pi\right)(L)=p_{+1}\left(\left\{h_{+1} \in \mathcal{H}_{+1}: l\left(h_{+1}, \pi\right) \in L\right\}\right)
$$

for every Borel subset $L \subset \mathcal{L}$.
We take a set of one-step-ahead probability measures, $\mathcal{P}_{s^{t}}$, as given for each history $s^{t}$ and impose the following dominance axiom on this set. We allow this set to be different from $\Delta(S)$ to permit more flexibility in applications as discussed in Section 1.

Aхıом B7 (Dominance). For all t and $s^{t}$, for all $c \in \mathcal{C}$ and $p_{+1}, p_{+1}^{\prime} \in \Delta\left(\mathcal{H}_{+1}\right)$,

$$
\left(c, a\left(p_{+1}, \pi\right)\right) \succeq_{s^{t}}\left(c, a\left(p_{+1}^{\prime}, \pi\right)\right) \quad \forall \pi \in \mathcal{P}_{s^{t}} \quad \Longrightarrow \quad\left(c, p_{+1}\right) \succeq_{s^{t}}\left(c, p_{+1}^{\prime}\right),
$$

where $\mathcal{P}_{s^{t}} \subset \Delta(S)$.

To interpret this axiom, imagine that $\mathcal{P}_{s^{t}}$ is a set of probability distributions, which contains the "true" distribution unknown to the decision maker. Given the same current consumption $c$, if the decision maker prefers the continuation two-stage lottery $a\left(p_{+1}, \pi\right)$ induced by $p_{+1}$ over another one $a\left(p_{+1}^{\prime}, \pi\right)$ induced by $p_{+1}^{\prime}$ for each probability distribution $\pi \in \mathcal{P}_{s^{t}}$, then he must also prefer ( $c, p_{+1}$ ) over ( $c, p_{+1}^{\prime}$ ).

Compared to the axioms in Section 3, First-Stage Independence (Axiom B4) and Dominance (Axiom B7) are the counterparts of the SEU Representation of Preference Over Second-Order Acts (Axiom A6) and Consistency With Preference Over SecondOrder Acts (Axiom A7). Thus, we can dispense with second-order acts.

### 4.3 Representation

The following theorem gives our second representation result.

Theorem 4 (Representation). The preference process $\left\{\succeq_{s^{t}}\right\}$ satisfies Axioms B1-B7 if and only if there exists a family of functions $\left(\left\{V_{s^{t}}\right\}, W, u, v\right)$ and a process of probability measures $\left\{\mu_{s^{t}}\right\}$ over $\mathcal{P}_{s^{t}}$ such that for each $s^{t}$, the function $V_{s^{t}}: \mathcal{C} \times \Delta(\mathcal{H}) \rightarrow \mathbb{R}$ represents $\succeq_{s^{t}}$ and has the form

$$
\begin{align*}
V_{s^{t}}(c, p)=W\left(c, v^{-1}\left(\int_{\mathcal{H}}\right.\right. & \int_{\mathcal{P}_{s^{t}}} v \circ u^{-1}\left(\sum_{s \in S} \pi(s)\right. \\
& \left.\left.\left.\times \int_{\mathcal{C} \times \Delta(\mathcal{H})} u\left(V_{s^{t}, s}\left(c^{\prime}, a^{\prime}\right)\right) d h(s)\left(c^{\prime}, a^{\prime}\right)\right) d \mu_{s^{t}}(\pi) d p(h)\right)\right) \tag{13}
\end{align*}
$$

for $(c, p) \in \mathcal{C} \times \Delta(\mathcal{H})$, where $W$ is continuous and strictly increasing in the second argument, and $u$ and $v$ are continuous and strictly increasing.

We also have the following uniqueness result, up to some monotonic affine transformations.

Theorem 5 (Uniqueness). Let $\left\{\succeq_{s^{t}}\right\}$ satisfy Axioms B1-B7. If both ( $\left\{\tilde{V}_{s^{t}}\right\}, \tilde{W}, \tilde{u}, \tilde{v},\left\{\tilde{\mu}_{s^{t}}\right\}$ ) and $\left(\left\{V_{s^{t}}\right\}, W, u, v,\left\{\mu_{s^{t}}\right\}\right)$ represent $\left\{\succeq_{s^{t}}\right\}$, then there exist a strictly increasing function $\Phi$ and constants $A, B, D, E$ with $A, D>0$, such that

$$
\begin{gathered}
\tilde{V}_{s^{t}}=\Phi \circ V_{s^{t}}, \quad \tilde{W}(\cdot, \cdot)=\Phi\left(W\left(\cdot, \Phi^{-1}(\cdot)\right)\right) \\
\tilde{u} \circ \Phi=A u+B, \quad \tilde{v} \circ \Phi=D v+E .
\end{gathered}
$$

As in the static model of Seo (2009), the process of second-order beliefs $\left\{\mu_{s^{t}}\right\}$ is not unique in general. For example, when $\phi=v \circ u^{-1}$ is linear, $\left\{\mu_{s^{t}}\right\}$ is indeterminate. It is unique if $\phi$ is some exponential function. The existence of a solution for $\left\{V_{s^{t}}\right\}$ to the recursive equation (13) follows a similar argument in the proof of Theorem 2 in KMM (2009a). We may apply sufficient conditions in Marinacci and Montrucchio (2010) to establish uniqueness. The following list shows how the above model nests the existing models.

1. On the subdomain $\mathcal{C} \times \mathcal{G}$, the representation reduces to (8), which further reduces to (2) on $\mathcal{C} \times \mathcal{F}$.
2. On the subdomain $\mathcal{C} \times \Delta(\mathcal{L})$, we obtain a pure risk setting where the two-stage randomization is present. In this case, each $V_{s^{t}}$ coincides with the common representation

$$
\begin{equation*}
V(c, a)=W\left(c, v^{-1}\left(\int_{\mathcal{L}} v \circ u^{-1}\left(\int_{\mathcal{C} \times \Delta(\mathcal{L})} u\left(V\left(c^{\prime}, a^{\prime}\right)\right) d l\left(c^{\prime}, a^{\prime}\right)\right) d a(l)\right)\right), \tag{14}
\end{equation*}
$$

where $(c, a) \in \mathcal{C} \times \Delta(\mathcal{L})$.
3. On the subdomain $\mathcal{C} \times \mathcal{M}$, we obtain a pure risk setting where only the secondstage randomization is present. In this case, the model reduces to (9).

### 4.4 Risk aversion and ambiguity aversion

As discussed before, the function $W$ describes intertemporal substitution. Now, we discuss how ambiguity aversion is separated from risk aversion in the two-stage randomization approach. We begin by characterizing risk aversion. In doing so, we restrict attention to the subdomain $\mathcal{C} \times \Delta(\mathcal{L})$ without subjective uncertainty. In this case, the utility representation takes the form in (14). Because there is two-stage randomization, we have two risk attitudes toward the risk in the two stages (or in the first order and the second order).

For the risk in the second stage, we remove the first-stage risk by assuming that the first-stage lottery is degenerate. We then obtain the representation of recursive risk preference given in (9). We can define risk aversion in the second stage in a standard way and show that it is completely characterized by the concavity of $u$.

Turn to risk aversion in the first stage. We define absolute risk aversion in the first stage as follows.

Definition 7. The decision maker with preference $\left\{\succeq_{s^{t}}\right\}$ exhibits risk aversion in the first stage if for all $s^{t}, c \in \mathcal{C}$ and $l, l^{\prime} \in \mathcal{L}, \lambda \in[0,1]$,

$$
\begin{equation*}
\left(c, \delta\left[\lambda l \oplus(1-\lambda) l^{\prime}\right]\right) \succeq_{s^{t}}\left(c, \lambda \delta[l]+(1-\lambda) \delta\left[l^{\prime}\right]\right) \tag{15}
\end{equation*}
$$

We can similarly define risk loving and risk neutrality in the first stage. In Definition $7, \lambda \delta[l]+(1-\lambda) \delta\left[l^{\prime}\right] \in \Delta(\mathcal{L})$ represents a lottery in the first stage and $\delta\left[\lambda l \oplus(1-\lambda) l^{\prime}\right]$ represents a degenerate lottery over the mixture $\lambda l \oplus(1-\lambda) l^{\prime}$ in the second stage. According to this definition, the decision maker may not be indifferent between these two lotteries, even though they give the same final outcome distribution. In particular, if the decision maker believes that the degenerate lottery is like a sure outcome and must be preferred, then he displays risk aversion in the first stage.

Note that if we replace $\succeq_{s^{t}}$ with $\sim_{s^{t}}$ in (15), we obtain a dynamic counterpart of Seo's (2009) Reduction of Compound Lotteries axiom. Thus, according to our Definition 7, violation of the Reduction of Compound Lotteries reflects the decision maker's attitude toward the risk in the first stage. The following proposition characterizes this risk attitude.

Proposition 3. Suppose $\left\{\succeq_{s^{t}}\right\}$ satisfies Axioms B1-B7. Then $\left\{\succeq_{s^{t}}\right\}$ exhibits risk aversion in the first-stage if and only if $v \circ u^{-1}$ is concave.

An immediate corollary of this proposition is that, given Axioms B1-B7, the Reduction of Compound Lotteries axiom is satisfied if and only if $v \circ u^{-1}$ is a strictly increasing affine function. In this case, the two lotteries $l$ and $a$ in (14) can be reduced to a compound lottery and hence (14) reduces to a model belonging to the class of recursive expected utility under objective risk.

Next, we consider comparative risk aversion.

Definition 8. Say that $\left\{\succeq_{s^{t}}^{i}\right\}$ is more risk averse than $\left\{\succeq_{s^{t}}^{j}\right\}$ in the first stage if for all $s^{t}$, $c \in \mathcal{C}, l \in \mathcal{L}$, and $a \in \Delta(\mathcal{L})$,

$$
(c, \delta[l]) \succeq_{s^{t}}^{j}(c, a) \quad \Longrightarrow \quad(c, \delta[l]) \succeq_{s^{t}}^{i}(c, a),
$$

and if this property also holds true for strict preference relations $\succ_{s^{t}}^{j}$ and $\succ_{s^{t}}^{i}$.
Take current consumption $c$ as given. Suppose person $j$ prefers a "sure" outcome (with the outcome being a lottery) to an arbitrary lottery for tomorrow. This must be due to $j$ 's aversion to risk. Facing the same choices, if person $i$ is more risk averse than person $j$ in the first stage, then person $i$ should dislike what person $j$ dislikes.

Proposition 4. Suppose $\left\{\succeq_{s^{t}}^{i}\right\}$ and $\left\{\succeq_{s^{t}}^{j}\right\}$ satisfy Axioms B1-B7. Then $\left\{\succeq_{s^{t}}^{i}\right\}$ is more risk averse than $\left\{\succeq_{s^{t}}^{j}\right\}$ in the first stage if and only if there exist corresponding utility representations such that $\left.V^{i}\right|_{\mathcal{C} \times \Delta(\mathcal{L})}=\left.V^{j}\right|_{\mathcal{C} \times \Delta(\mathcal{L})}, W^{i}=W^{j}, u^{i}=u^{j}$, and $v^{i}=\Psi \circ v^{j}$, where $\Psi$ is a strictly increasing and concave transformation.

By Definition 8, persons $i$ and $j$ rank deterministic consumption plans in the same way and rank lotteries in the second stage in the same way. Thus, $\left(W^{i}, u^{i}\right)$ and $\left(W^{j}, u^{j}\right)$ are ordinally equivalent. Proposition 4 shows that person $i$ is more risk averse than person $j$ in the first stage if and only if $v^{i}$ is a monotone concave transformation of $v^{j}$.

Now, we consider ambiguity attitude. Because ambiguity attitude deals with subjective uncertainty, we focus on the subdomain $\mathcal{C} \times \Delta\left(\mathcal{H}_{+1}\right)$ in which uncertainty resolves in just one period. We define absolute ambiguity aversion as follows.

Definition 9. The decision maker with $\left\{\succeq_{s^{t}}\right\}$ exhibits ambiguity aversion if for all $s^{t}$, $c \in \mathcal{C}, h_{+1}, h_{+1}^{\prime} \in \mathcal{H}_{+1}$, and $\lambda \in[0,1]$,

$$
\begin{equation*}
\left(c, \delta\left[\lambda h_{+1} \oplus(1-\lambda) h_{+1}^{\prime}\right]\right) \succeq_{s^{t}}\left(c, \lambda \delta\left[h_{+1}\right]+(1-\lambda) \delta\left[h_{+1}^{\prime}\right]\right) . \tag{16}
\end{equation*}
$$

We can similarly define ambiguity loving and ambiguity neutrality. Definition 9 says that if a first-stage mixture of acts is preferred to their second-stage mixture, then the decision maker is ambiguity averse. The intuition for this definition is that hedging across ambiguous states is valuable compared to randomization of acts before the realization of the states. It is related to Gilboa and Schmeidler's (1989) definition of ambiguity aversion, which states that hedging across states for two indifferent acts is valuable to an ambiguity averse decision maker. ${ }^{17}$ When $\succeq_{s^{t}}$ is replaced with $\sim_{s^{t}}$ in (16), then it becomes the dynamic counterpart of Seo's Reversal of Order axiom. Thus, ambiguity attitude is associated with the violation of the Reversal of Order axiom.

An example taken from Seo (2009) illustrates Definition 9. Restrict attention to a static setting. Consider an Ellsberg urn that contains 100 black or white balls, but the exact composition is unknown. The state of the world is the color of the ball. Let $f$ be the

[^10]act that gives $\$ 100$ if the chosen ball is black and nothing otherwise. Let $g$ be the act that gives $\$ 100$ if the chosen ball is white and nothing otherwise. Let $p$ be a lottery with $50 \%$ chance of winning $\$ 100$. Experimental evidence reveals that most people are indifferent between $f$ and $g$, but prefer $p$ to $f$ and $p$ to $g$. The first-stage mixture $\frac{1}{2} f+\frac{1}{2} g$ is still an ambiguous act. But the second-stage mixture $\frac{1}{2} f \oplus \frac{1}{2} g$ gives an identical lottery $p$ no matter whether the chosen ball is black or white. Thus, it is intuitive that an ambiguity averse decision maker prefers $\frac{1}{2} f \oplus \frac{1}{2} g$ to $\frac{1}{2} f+\frac{1}{2} g$.

As Seo $(2009)$ and Segal $(1987,1990)$ point out, ambiguity attitude is associated with violation of the Reduction of Compound Lotteries. ${ }^{18}$ We now characterize this relationship. In his atemporal model, Seo (2009) shows that Reduction of Compound Lotteries and Reversal of Order are equivalent under Dominance. Adapting his argument to our dynamic two-stage compound lottery acts framework, we show below that ambiguity aversion is identical to risk aversion in the first stage.

Proposition 5. Suppose $\left\{\succeq_{s}\right\}$ satisfies Axioms B1-B7. Then $\left\{\succeq_{s}\right\}$ exhibits ambiguity aversion if and only if $\left\{\succeq_{s^{t}}\right\}$ exhibits risk aversion in the first stage.

An immediate implication of this proposition is that ambiguity aversion is equivalent to concavity of $v \circ u^{-1}$. In addition, the decision maker is ambiguity neutral if and only if $v \circ u^{-1}$ is a strictly increasing affine function. As a result, the four distributions $h, \pi, \mu_{s^{t}}$, and $p$ can be reduced to a compound distribution and the model reduces to recursive expected utility under uncertainty.

Finally, we study comparative ambiguity aversion.
Definition 10. Let the utility representations of $\left\{\succeq_{s^{t}}^{i}\right\}$ and $\left\{\succeq_{s^{t}}^{j}\right\}$ share the same secondorder belief $\mu_{s^{t}}$ on the same support $\mathcal{P}_{s^{t}}$. Say that $\left\{\succeq_{s^{\prime}}^{i}\right\}$ is more ambiguity averse than $\left\{\succeq_{s^{t}}^{j}\right\}$ if for all $s^{t}$, all $c \in \mathcal{C}, l \in \mathcal{L}$, and $h_{+1} \in \mathcal{H}_{+1}$,

$$
(c, \delta[l]) \succeq_{s^{t}}^{j}\left(c, \delta\left[h_{+1}\right]\right) \quad \Longrightarrow \quad(c, \delta[l]) \succeq_{s^{t}}^{i}\left(c, \delta\left[h_{+1}\right]\right),
$$

and if this property also holds true for strict preference relations $\succ_{s^{t}}^{j}$ and $\succ_{s^{t}}^{i}$.
To interpret this definition, fix current consumption at $c$ and consider two sure outcomes for tomorrow, with one outcome being a lottery and the other outcome being a one-step-ahead act. Suppose person $j$ prefers the sure lottery outcome to the sure one-step-ahead act. This must be due to person $j$ 's aversion to subjective uncertainty or ambiguity. Facing the same choices, if person $i$ dislikes what person $j$ dislikes, then person $i$ must be more ambiguity averse than person $j$ because differences in beliefs are ruled out.

The following proposition states that in the framework of two-stage randomization, comparative ambiguity aversion is identical to comparative risk aversion in the first stage.

[^11]Proposition 6. Suppose that $\left\{\succeq_{s^{t}}^{i}\right\}$ and $\left\{\succeq_{s^{t}}^{j}\right\}$ satisfy Axioms B1-B7 and that their representations share the same second-order belief $\mu_{s^{t}}$ on the same support $\mathcal{P}_{s^{t}}$ for all $s^{t}$. Then $\left\{\succeq_{s^{t}}^{i}\right\}$ is more ambiguity averse than $\left\{\succeq_{s^{t}}^{j}\right\}$ if and only if $\left\{\succeq_{s^{t}}^{i}\right\}$ is more risk averse than $\left\{\succeq_{s^{t}}^{j}\right\}$ in the first stage.

Given Axioms B1-B7, an immediate corollary of this proposition is that a decision maker's preferences have a representation with a concave function $v \circ u^{-1}$ if and only if he is more ambiguity averse than a decision whose preferences are represented by recursive expected utility. This result connects our definition of ambiguity aversion in Definition 5 to our definition of comparative ambiguity aversion in Definition 6. It shows that recursive expected utility is the dividing line between ambiguity loving and ambiguity aversion.

What is the relationship between the notion of ambiguity aversion defined in this section and that in Section 3? Because the preference domain of choices is different under the two approaches in these two sections, ambiguity aversion reflects different natures. But the utility representations under these two approaches give identical functionals in the domain of adapted consumption processes. In addition, these two approaches give identical characterizations of ambiguity attitude in terms of the function $v$ for fixed $u$ or $v \circ u^{-1}$.

Unlike the second-order act approach in Section 3 or KMM (2005), the two-stage randomization approach does not need to have a rich support of $\mu_{s^{t}}$ to establish that absolute or comparative ambiguity aversion implies concavity or comparative concavity of $v \circ u^{-1}$. The reason is that the presence of two-stage randomization provides rich choices of lotteries, which allow us to use the standard analysis for objective risk.

## 5. Application

We use the representation in (3) to illustrate the application of our general model in finance. In that model, the decision maker does not observe a finite parameter $z \in Z$ and has ambiguous beliefs about the possible consumption distributions $\pi_{z}$ indexed by $z\left(\mathcal{P}_{s^{t}}\right.$ in (2) is a set indexed by $z$ ). We first derive the utility gradient (Duffie and Skiadas 1994) for the utility function defined in (3). The utility gradient is useful for solving an individual's optimal consumption and investment problem. It is also useful for equilibrium asset pricing. We define the gradient of a utility function $V_{0}$ at $c$ given $z$ as the adapted process $\left(\xi_{t}^{z}\right)$ such that

$$
\begin{equation*}
\lim _{\alpha \downarrow 0} \frac{V_{0}(c+\alpha \delta)-V_{0}(c)}{\alpha}=\mathbb{E}\left[\sum_{t=0}^{\infty} \xi_{t}^{z} \delta_{t}\right] . \tag{17}
\end{equation*}
$$

Let $V_{t}$ denote $V_{s^{t}}(c)$ in (3) and define

$$
\mathcal{R}_{t}\left(V_{t+1}\right)=v^{-1}\left(\mathbb{E}_{\mu_{t}} v \circ u^{-1}\left(\mathbb{E}_{\pi_{z, t}} u\left(V_{t+1}\right)\right)\right),
$$

where we use $\mu_{t}$ and $\pi_{z, t}$ to denote the posterior distribution $\mu_{s^{t}}$ and the conditional distribution $\pi_{z}\left(\cdot \mid s^{t}\right)$, respectively.

Proposition 7. Suppose $W$, $u$, and $v$ are differentiable. Then the utility gradient ( $\xi_{t}^{z}$ ) at $c$ for the generalized smooth ambiguity model is given by $\xi_{t}^{z}=\lambda_{t} \mathcal{E}_{t}^{z}$ for all $t$, where

$$
\begin{gather*}
\lambda_{t}=W_{1}\left(c_{t}, \mathcal{R}_{t}\left(V_{t+1}\right)\right)  \tag{18}\\
\mathcal{E}_{t}^{z}=\prod_{s=0}^{t-1} \frac{W_{2}\left(c_{s}, \mathcal{R}_{s}\left(V_{s+1}\right)\right)}{v^{\prime}\left(\mathcal{R}_{s}\left(V_{s+1}\right)\right)} \frac{v^{\prime} \circ u^{-1}\left(\mathbb{E}_{\pi_{z, s}}\left[u\left(V_{s+1}\right)\right]\right)}{u^{\prime}\left(u^{-1}\left(\mathbb{E}_{\pi_{z, s}}\left[u\left(V_{s+1}\right)\right]\right)\right)} u^{\prime}\left(V_{s+1}\right), \quad \mathcal{E}_{0}^{z}=1 . \tag{19}
\end{gather*}
$$

This proposition demonstrates that under some regularity conditions, our generalized recursive smooth ambiguity model delivers a unique utility gradient, which is tractable for applications. By contrast, the widely adopted recursive multiple-priors model implies a set of utility supergradients due to its kinked indifference curves (see Epstein and Wang 1994). After we obtain the utility gradient, we can easily derive the pricing kernel. The pricing kernel $M_{t+1}^{z}$ between date $t$ and $t+1$ is defined as $M_{t+1}^{z}=\xi_{t+1}^{z} / \xi_{t}^{z}$. The pricing kernel is often referred to in the literature as the intertemporal marginal rate of substitution or the stochastic discount factor.

In applications, it proves important to work with tractable parametric utility functionals. Our model permits flexible parametric specifications. Inspired by Epstein and Zin (1989), we consider the following homothetic functional forms in (3):

$$
\begin{align*}
W(c, y) & =\left[(1-\beta) c^{1-\rho}+\beta y^{1-\rho}\right]^{\frac{1}{1-\rho}}, \quad \rho>0  \tag{20}\\
u(c) & =\frac{c^{1-\gamma}}{1-\gamma}, \quad \gamma>0, \neq 1  \tag{21}\\
v(x) & =\frac{x^{1-\eta}}{1-\eta}, \quad \eta>0, \neq 1 \tag{22}
\end{align*}
$$

where $\beta \in(0,1)$ is the subjective discount factor, $1 / \rho$ represents the elasticity of intertemporal substitution (EIS), $\gamma$ is the risk aversion parameter, and $\eta$ is the ambiguity aversion parameter. If $\eta=\gamma$, the decision maker is ambiguity neutral and our model reduces to the recursive utility model of Epstein and Zin (1989) and Weil (1989). The decision maker displays ambiguity aversion if and only if $\eta>\gamma$. By the property of certainty equivalent, a more ambiguity averse agent with a higher value of $\eta$ has a lower utility level. The preceding interpretations are justified by our axiomatic foundations in previous sections. We refer the reader to Ju and Miao (forthcoming) for more discussions on the specification in (20)-(22).

The key to understanding asset pricing puzzles in a representative-agent consump-tion-based framework is to understand the pricing kernel. We now derive the pricing kernel for the homothetic generalized recursive ambiguity model. As is well known in the literature of recursive utility, we can write the pricing kernel in two ways.

Proposition 8. The pricing kernel in terms of continuation values satisfies

$$
\begin{equation*}
M_{t+1}^{z}=\beta\left(\frac{c_{t+1}}{c_{t}}\right)^{-\rho}\left(\frac{V_{t+1}}{\mathcal{R}_{t}\left(V_{t+1}\right)}\right)^{\rho-\gamma}\left(\frac{\left(\mathbb{E}_{\pi_{z, t}}\left[V_{t+1}^{1-\gamma}\right]\right)^{\frac{1}{1-\gamma}}}{\mathcal{R}_{t}\left(V_{t+1}\right)}\right)^{-(\eta-\gamma)} . \tag{23}
\end{equation*}
$$

Alternatively, the pricing kernel in terms of the market return under complete markets satisfies

$$
\begin{equation*}
M_{t+1}^{z}=\left(\beta\left(\frac{c_{t+1}}{c_{t}}\right)^{-\rho}\right)^{\frac{1-\gamma}{1-\rho}}\left(\frac{1}{R_{t+1}}\right)^{1-\frac{1-\gamma}{1-\rho}}\left(\mathbb{E}_{\pi_{z, t}}\left[\left(\beta\left(\frac{c_{t+1}}{c_{t}}\right)^{-\rho} R_{t+1}\right)^{\frac{1-\gamma}{1-\rho}}\right]\right)^{-\frac{\eta-\gamma}{1-\gamma}} \tag{24}
\end{equation*}
$$

where $R_{t+1}$ is the market return from periods t to $t+1$ that satisfies

$$
\begin{equation*}
X_{t+1}=R_{t+1}\left(X_{t}-c_{t}\right), \tag{25}
\end{equation*}
$$

where $\left(X_{t}\right)$ is the wealth process.
When $\eta=\gamma$, the homothetic recursive ambiguity model reduces to the Epstein-ZinWeil model. In this case, the pricing kernel in (23) or (24) reduces to that in Epstein and Zin (1989) and Hansen et al. (2008). Why is our generalized recursive smooth ambiguity model useful in explaining asset pricing puzzles? Equation (23) reveals that there are two adjustments to the standard pricing kernel $\beta\left(c_{t+1} / c_{t}\right)^{-\rho}$. The first adjustment is present for recursive expected utility of Epstein and Zin (1989). This adjustment is the second term on the right-hand side of (23). The second adjustment is due to ambiguity aversion, which is given by the last term on the right-hand side of (23). This adjustment has the feature that an ambiguity averse agent with $\eta>\gamma$ puts a higher weight on the pricing kernel when his continuation value is low in recessions. This pessimistic behavior helps explain the equity premium puzzle and the risk-free rate puzzle, and also generates the time-varying equity premium.

Ju and Miao (forthcoming) study the quantitative implications of the above homothetic specification using the pricing kernel in (23), when $z$ is governed by a regime switching process. They show that our model proves successful in explaining many asset pricing puzzles quantitatively.

## 6. Related literature

Our paper is related to a small literature on axiomatically founded dynamic models of ambiguity. Our second-order act approach is closely related to KMM (2009a). ${ }^{19}$ Unlike that paper, we adopt a hierarchical Anscombe-Aumann-type domain. This domain allows us to impose simple and intuitive axioms. More importantly, it permits a separation of intertemporal substitution from attitudes toward risk or uncertainty. Our utility representation allows for flexible parametric specifications, and nests the KMM (2009a) model and some other popular models in the literature as special cases such as the recursive expected utility model (Kreps and Porteus 1978 and Epstein and Zin 1989) and the multiplier preference model with hidden states (Hansen 2007 and Hansen and Sargent 2007a). In addition, this representation permits an information structure with hidden states that could be unknown parameters as in KMM (2009a) or Markov processes.

[^12]Our preference domain in the second-order act approach is built on Hayashi (2005), who first constructs the domain of compound lottery acts $\mathcal{G}$. He chooses $\Delta(\mathcal{C} \times \mathcal{G})$ as the preference domain, while we adopt $\mathcal{C} \times \mathcal{G}$ as the primary domain of preference $\left\{\succeq_{s^{t}}\right\}$. Our domain choice proves to be more convenient in our setting. Hayashi (2005) embeds Gilboa and Schmeidler's (1989) static multiple-priors model in a dynamic environment and establishes a generalized recursive multiple-priors model. His model permits a separation of intertemporal substitution from attitudes toward risk or uncertainty. It generalizes the recursive multiple-priors model of Epstein and Wang (1994) and Epstein and Schneider (2003). Epstein and Schneider (2003) axiomatize the recursive multiplepriors model and prove that dynamic consistency leads to rectangular sets of priors and to prior-by-prior Bayesian updating as the updating rule for such sets of priors. Wang (2003) also axiomatizes this model and some updating rules for preferences that are not necessarily in the expected utility class. Hanany and Klibanoff (2007) follow a nonrecursive approach and extend the Epstein and Schneider model by allowing updating of the set of priors to violate conseqentialism. As KMM (2005) point out, one limitation of the multiple-priors model is that there is no separation between ambiguity and ambiguity attitude. The set of priors may reflect the decision maker's perceived ambiguity or his attitude toward ambiguity. This confounding makes comparative static analysis hard to interpret.

Our second axiomatization using the two-stage randomization approach extends Seo's (2009) static model to a dynamic setting. To the best of our knowledge, our paper provides the first dynamic extension of Seo's static model. As a by-product contribution, we construct a domain of two-stage compound lottery acts $\mathcal{H}$, which contains $\mathcal{G}$ and allows for randomization both before and after the realization of the state of the world. We then dispense with second-order acts and the associated preferences over these acts. We define a single preference relation $\left\{\succeq_{s^{t}}\right\}$ over $\mathcal{C} \times \Delta(\mathcal{H})$.

Our characterization of ambiguity attitude in the two axiomatic approaches is based on the foundation of Ghirardato and Marinacci (2002). Ambiguity aversion reflects somewhat different natures in the two approaches because of different choice domains, though the characterization in terms of concavity of $v \circ u^{-1}$ is identical. In the secondorder act approach, ambiguity aversion is an aversion to the subjective uncertainty about ex ante evaluations of one-step-ahead acts. In the two-stage randomization approach, ambiguity aversion is associated with the violation of reduction of compound lotteries, as also pointed out by Segal $(1987,1990)$ and Seo $(2009)$. Segal uses the anticipated utility model and considers objective lotteries, while the Ellsberg paradox is often viewed as a phenomenon associated with subjective uncertainty. Seo does not provide a formal definition of ambiguity aversion and characterizations of ambiguity attitude. We provide such an analysis and characterize the link between ambiguity aversion and reduction of compound lotteries. Our result that ambiguity aversion is identical to risk aversion in the first stage is similar to Theorem 5 in Ergin and Gul (2009), who refer to risk aversion in the first stage as second-order risk aversion.

Maccheroni et al. (2006b) provide a dynamic extension of the static variational model of ambiguity developed by Maccheroni et al. (2006a). The static variational model includes the multiple-priors model and the multiplier preference model of Hansen and

Sargent (2001) as special cases. The dynamic extension does not separate intertemporal substitution from attitude toward risk or ambiguity. Variational preferences are also subject to the limitation concerning the separation of ambiguity from ambiguity attitude.

Our model is also related to the literature on recursive utility under risk or uncertainty (Kreps and Porteus 1978, Epstein and Zin 1989, Chew and Epstein 1991, Skiadas 1998, and Klibanoff and Ozdenoren 2007). This literature does not deal with ambiguity. In the framework of Klibanoff and Ozdenoren (2007) or Skiadas (1998), preferences depend on the filtration. Unlike their framework, we take the filtration as given and, thus, cannot make comparisons of representations across filtrations.

Recursive utility models allow for preferences for the timing of the temporal resolution of uncertainty. As is well known in the literature on recursive expected utility preferences, a nonlinear time aggregator is needed to permit nonindifference to the timing of the temporal resolution of uncertainty. Strzalecki (2009) shows that even without a nonlinear aggregator, or with standard discounting, most dynamic models of ambiguity aversion (including the models discussed above) result in timing nonindifference. In particular, decision makers with such preferences prefer earlier resolution of uncertainty. The only model of ambiguity aversion that exhibits indifference to timing is the multiple-priors utility model. Our paper does not study this issue. Presumably, Strzalecki's analysis can be applied to our setting.

Finally, like most papers in the literature on dynamic models, we follow a recursive approach and maintain dynamic consistency. This approach is normatively appealing and computationally simple in applications because the usual dynamic programming method can be applied. This approach typically shares the drawback of lacking a "reduction" or "closure" property as discussed in KMM (2009a). ${ }^{20}$ This means that our recursive model (2) over adapted consumption processes does not have the reduced static KMM smooth ambiguity functional form. Siniscalchi (2011) follows a different approach to formulating dynamic models of ambiguity. He takes an individual's preferences over decision trees, rather than acts, as primitive. His approach allows for dynamic inconsistency. He formalizes sophistication as an assumption about the way individuals resolve conflicts between preferences at different decision points. It remains to see whether dynamic smooth ambiguity preferences can be formulated in his framework.

## Appendix A: Proofs of Theorems 1 and 2

We prove the sufficiency of the axioms. The proof of necessity is routine.

## A1 Representation of risk preference

When $\left\{\succeq_{s^{t}}\right\}$ is restricted to the domain $\mathcal{C} \times \mathcal{M}$, Axiom A3 (History Independence of Risk Preference) implies that $\left\{\succeq_{s^{t}}\right\}$ induces a single preference relation $\succeq$ defined on $\mathcal{C} \times \mathcal{M}$. By Axiom Al (Order) and Debreu's (1954) theorem, there is a continuous representation $V: \mathcal{C} \times \mathcal{M} \rightarrow \mathbb{R}$ of $\succeq$. We fix such a representation.
${ }^{20}$ Epstein and Schneider (2003) and Maccheroni et al. (2006b) are exceptions.

Fix some arbitrary $\widehat{c} \in \mathcal{C}$ throughout the proof. By Axiom A2 (Current Consumption Separability), $V(c, \cdot)$ and $V(\widehat{c}, \cdot)$ represent the same ranking over $\mathcal{M}$; hence $V$ has the form

$$
\begin{equation*}
V(c, m)=\widehat{W}(c, V(\widehat{c}, m)) \tag{26}
\end{equation*}
$$

for some function $\widehat{W}$ that is strictly increasing in the second argument. By Axiom A4 (Independence for Timeless Lotteries), $V(\widehat{c}, m)$ is ordinally equivalent to an expected utility representation on $\mathcal{C} \times \mathcal{M}$. Thus, we have the form

$$
\begin{equation*}
V(\widehat{c}, m)=\zeta\left(\int_{\mathcal{C} \times \mathcal{M}} \widehat{u}\left(c^{\prime}, m^{\prime}\right) d m\left(c^{\prime}, m^{\prime}\right)\right) \tag{27}
\end{equation*}
$$

where $\widehat{u}$ is a vNM index and $\zeta$ is a monotone transformation.
Lemma 1. Given Axioms A1 and A3, Axiom A5 implies that

$$
\left(c, \delta\left[\left(c^{\prime}, m^{\prime}\right)\right]\right) \succeq\left(c, \delta\left[\left(c^{\prime \prime}, m^{\prime \prime}\right)\right]\right) \quad \Longleftrightarrow \quad\left(c^{\prime}, m^{\prime}\right) \succeq\left(c^{\prime \prime}, m^{\prime \prime}\right)
$$

for any $c \in \mathcal{C}$ and $m, m^{\prime} \in \mathcal{M}$.
Proof. We restrict attention to the subdomain $\mathcal{C} \times \mathcal{M}$. By Axiom A3 (History Independence of Risk Preference), we can replace $\left\{\succeq_{s^{t}}\right\}$ with $\succeq$ in Axiom A5 (Dynamic Consistency). Suppose $\left(c^{\prime}, m^{\prime}\right) \succeq\left(c^{\prime \prime}, m^{\prime \prime}\right)$. Then $\left(c^{\prime \prime}, m^{\prime \prime}\right) \succeq\left(c_{0}, m_{0}\right) \Longrightarrow\left(c^{\prime}, m^{\prime}\right) \succeq\left(c_{0}, m_{0}\right)$ for any $\left(c_{0}, m_{0}\right) \in \mathcal{C} \times \mathcal{M}$. Thus, $\delta\left[\left(c^{\prime}, m^{\prime}\right)\right]$ stochastically dominates $\delta\left[\left(c^{\prime \prime}, m^{\prime \prime}\right)\right]$. By Axiom A5, $\left(c, \delta\left[\left(c^{\prime}, m^{\prime}\right)\right]\right) \succeq\left(c, \delta\left[\left(c^{\prime \prime}, m^{\prime \prime}\right)\right]\right)$. Suppose $\left(c, \delta\left[\left(c^{\prime}, m^{\prime}\right)\right]\right) \succeq\left(c, \delta\left[\left(c^{\prime \prime}, m^{\prime \prime}\right)\right]\right)$, but $\left(c^{\prime}, m^{\prime}\right) \prec\left(c^{\prime \prime}, m^{\prime \prime}\right)$. By continuity of $\succeq$ from Axiom A1, there exists some $\left(c_{0}, m_{0}\right) \in \mathcal{C} \times \mathcal{M}$ such that $\left(c^{\prime}, m^{\prime}\right) \prec\left(c_{0}, m_{0}\right) \preceq\left(c^{\prime \prime}, m^{\prime \prime}\right)$. Thus, $\delta\left[\left(c^{\prime \prime}, m^{\prime \prime}\right)\right]$ strictly stochastically dominates $\delta\left[\left(c^{\prime}, m^{\prime}\right)\right]$. By Axiom A5, $\left(c, \delta\left[\left(c^{\prime}, m^{\prime}\right)\right]\right) \prec\left(c, \delta\left[\left(c^{\prime \prime}, m^{\prime \prime}\right)\right]\right)$, which is a contradiction.

Now, we deduce

$$
\begin{aligned}
\widehat{u}\left(c^{\prime}, m^{\prime}\right) \geq \widehat{u}\left(c^{\prime \prime}, m^{\prime \prime}\right) & \Longleftrightarrow\left(\widehat{c}, \delta\left[\left(c^{\prime}, m^{\prime}\right)\right]\right) \geq\left(\widehat{c}, \delta\left[\left(c^{\prime \prime}, m^{\prime \prime}\right)\right]\right) \quad(\text { by }(27)) \\
& \Longleftrightarrow\left(c^{\prime}, m^{\prime}\right) \geq\left(c^{\prime \prime}, m^{\prime \prime}\right) \quad \text { (by Lemma 1) } \\
& \Longleftrightarrow V\left(c^{\prime}, m^{\prime}\right) \geq V\left(c^{\prime \prime}, m^{\prime \prime}\right) .
\end{aligned}
$$

Hence, $\widehat{u}$ and $V$ are ordinally equivalent representations of $\succeq$ on $\mathcal{C} \times \mathcal{M}$, implying that there is a monotone transformation $u$ such that $\widehat{u}=u \circ V$. Plugging this equation into (27) yields

$$
\begin{equation*}
V(\widehat{c}, m)=\zeta\left(\int_{\mathcal{C} \times \mathcal{M}} u\left(V\left(c^{\prime}, m^{\prime}\right)\right) d m\left(c^{\prime}, m^{\prime}\right)\right) . \tag{28}
\end{equation*}
$$

Define $W$ by $W(c, x)=\widehat{W}(c, \zeta(u(x)))$, which is strictly increasing in the second argument. Then

$$
V(c, m)=\widehat{W}\left(c, \zeta\left(\int_{\mathcal{C} \times \mathcal{M}} u\left(V\left(c^{\prime}, m^{\prime}\right)\right) d m\left(c^{\prime}, m^{\prime}\right)\right)\right)
$$

$$
\begin{aligned}
& =\widehat{W}\left(c, \zeta\left(u \circ u^{-1} \circ \int_{\mathcal{C} \times \mathcal{M}} u\left(V\left(c^{\prime}, m^{\prime}\right)\right) d m\left(c^{\prime}, m^{\prime}\right)\right)\right) \\
& =W\left(c, u^{-1}\left(\int_{\mathcal{C} \times \mathcal{M}} u\left(V\left(c^{\prime}, m^{\prime}\right)\right) d m\left(c^{\prime}, m^{\prime}\right)\right)\right)
\end{aligned}
$$

## A2 Extension to the whole domain

By an argument similar to the proof of Lemmas 8 and 9 in Hayashi (2005), we can use continuity of $\succeq_{s^{t}}$ from Axiom A1, Dynamic Consistency (Axiom A5), and compactness of $\mathcal{C}$ to show that for each $(c, g) \in \mathcal{C} \times \mathcal{G}$, there exists a risk equivalent $(c, m) \in \mathcal{C} \times \mathcal{M}$ such that $(c, g) \sim_{s^{t}}(c, m)$ for each $s^{t}$. Thus, for each $s^{t}$, define $V_{s^{t}}: \mathcal{C} \times \mathcal{G} \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
V_{s^{t}}(c, g)=V(c, m) \tag{29}
\end{equation*}
$$

where $m$ is such that $(c, g) \sim_{s^{t}}(c, m)$. Using this definition and (26), we obtain

$$
\begin{equation*}
V_{s^{t}}(c, g)=V(c, m)=\widehat{W}(c, V(\widehat{c}, m))=\widehat{W}\left(c, V_{s^{t}}(\widehat{c}, g)\right) \tag{30}
\end{equation*}
$$

From Axioms A6 (SEU Representation of Preference Over Second-Order Acts) and A7 (Consistency With the Preference Over Second-Order Acts), we obtain

$$
\begin{equation*}
V_{s^{t}}\left(\widehat{c}, g_{+1}\right)=\xi_{s^{t}}\left(\int_{\mathcal{P}_{s^{t}}} \psi\left(\sum_{s \in S} g_{+1}(s) \pi(s)\right) d \mu_{s^{t}}(\pi)\right) \tag{31}
\end{equation*}
$$

where $\xi_{s^{t}}$ is a monotone transformation. By restricting attention to $\mathcal{M}$, we can use $\mathrm{Ax}-$ iom A3 (History Independence of Risk Preference) to set $\xi_{s^{t}}=\xi$ for all $s^{t}$.

Define $v=\psi \circ \bar{u}^{-1} \circ u$, where $\bar{u}$ is defined in (10). ${ }^{21}$ Using Axiom A6, we immediately obtain part (iii) of the theorem. Plugging this definition of $v$ into (31) yields

$$
\begin{aligned}
V_{s^{t}}\left(\widehat{c}, g_{+1}\right) & =\xi\left(\int_{\mathcal{P}_{s^{t}}} v \circ u^{-1} \circ \bar{u}\left(\sum_{s \in S} g_{+1}(s) \pi(s)\right) d \mu_{s^{t}}(\pi)\right) \\
& =\xi\left(\int_{\mathcal{P}_{s^{t}}} v \circ u^{-1}\left(\sum_{s \in S} \pi(s) \int_{\mathcal{C} \times \mathcal{M}} u\left(V\left(c^{\prime}, m^{\prime}\right)\right) d g_{+1}(s)\left(c^{\prime}, m^{\prime}\right)\right) d \mu_{s^{t}}(\pi)\right)
\end{aligned}
$$

where the second equality follows from (10).
When restricting $V_{s^{t}}$ to the domain $\mathcal{M}$, we obtain

$$
\begin{aligned}
V_{s^{t}}(\widehat{c}, m) & =\xi \circ v \circ u^{-1}\left(\int_{\mathcal{C} \times \mathcal{M}} u\left(V\left(c^{\prime}, m^{\prime}\right)\right) d m\left(c^{\prime}, m^{\prime}\right)\right) \\
& =V(\widehat{c}, m)=\zeta\left(\int_{\mathcal{C} \times \mathcal{M}} u\left(V\left(c^{\prime}, m^{\prime}\right)\right) d m\left(c^{\prime}, m^{\prime}\right)\right)
\end{aligned}
$$

for all $m \in \mathcal{M}$, where the last equality follows from (28). Therefore, we have $\xi \circ v \circ u^{-1}=\zeta$, implying $u^{-1} \circ \zeta^{-1} \circ \xi=v^{-1}$.

[^13]Define

$$
y \equiv V_{s^{t}}\left(\widehat{c}, g_{+1}\right)=\xi\left(\int_{\mathcal{P}_{s^{t}}} v \circ u^{-1}\left(\sum_{s \in S} \pi(s) \int_{\mathcal{C} \times \mathcal{M}} u\left(V\left(c^{\prime}, m^{\prime}\right)\right) d g_{+1}(s)\left(c^{\prime}, m^{\prime}\right)\right) d \mu_{s^{t}}(\pi)\right)
$$

Using (30), we obtain

$$
\begin{aligned}
& V_{s^{t}}\left(c, g_{+1}\right)=\widehat{W}(c, y)=\widehat{W}\left(c, \zeta \circ u\left(u^{-1} \circ \zeta^{-1}(y)\right)\right)=W\left(c, u^{-1} \circ \zeta^{-1}(y)\right) \\
&=W\left(c, u^{-1} \circ \zeta^{-1} \circ \xi\left(\int _ { \mathcal { P } _ { s ^ { t } } } v \circ u ^ { - 1 } \left(\sum_{s \in S} \pi(s)\right.\right.\right. \\
&\left.\left.\left.\times \int_{\mathcal{C} \times \mathcal{M}} u\left(V\left(c^{\prime}, m^{\prime}\right)\right) d g_{+1}(s)\left(c^{\prime}, m^{\prime}\right)\right) d \mu_{s^{t}}(\pi)\right)\right) \\
&=W\left(c, v^{-1}\left(\int _ { \mathcal { P } _ { s ^ { t } } } v \circ u ^ { - 1 } \left(\sum_{s \in S} \pi(s)\right.\right.\right. \\
&\left.\left.\left.\times \int_{\mathcal{C} \times \mathcal{M}} u\left(V\left(c^{\prime}, m^{\prime}\right)\right) d g_{+1}(s)\left(c^{\prime}, m^{\prime}\right)\right) d \mu_{s^{t}}(\pi)\right)\right)
\end{aligned}
$$

where the third equality follows from the definition of $W$ in Appendix A1.
For any $g \in \mathcal{G}$, for each $s \in S$ and each $\left(c^{\prime}, g^{\prime}\right)$ in the support of $g(s) \in \Delta(\mathcal{C} \times \mathcal{G})$, there exists a risk equivalent $\left(c^{\prime}, m^{\prime}\right) \in \mathcal{C} \times \mathcal{M}$ such that $\left(c^{\prime}, m^{\prime}\right) \sim_{s^{t}, s}\left(c^{\prime}, g^{\prime}\right)$. Let $g_{+1}$ be a one-step-ahead act such that $g_{+1}(s)\left(L^{\prime}\right)=g(s)(L)$ holds for all pairs $L \subset \mathcal{C} \times \mathcal{G}$ and $L^{\prime} \subset \mathcal{C} \times \mathcal{M}$, where $L^{\prime}$ consists of all risk equivalents ( $c^{\prime}, m^{\prime}$ ) of corresponding elements $\left(c^{\prime}, g^{\prime}\right)$ in $L$. By construction, $g_{+1}(s)$ and $g(s)$ are stochastically equivalent. By Axiom A5 (Dynamic Consistency), $(c, g) \sim_{s^{t}}\left(c, g_{+1}\right)$. Therefore,

$$
\begin{aligned}
& V_{s^{t}}(c, g)= V_{s^{t}}\left(c, g_{+1}\right) \\
&=W\left(c, v^{-1}\left(\int _ { \mathcal { P } _ { s ^ { t } } } v \circ u ^ { - 1 } \left(\sum_{s \in S} \pi(s)\right.\right.\right. \\
&\left.\left.\left.\times \int_{\mathcal{C} \times \mathcal{M}} u\left(V\left(c^{\prime}, m^{\prime}\right)\right) d g_{+1}(s)\left(c^{\prime}, m^{\prime}\right)\right) d \mu_{s^{t}}(\pi)\right)\right) \\
&=W\left(c, v^{-1} \circ\left(\int _ { \mathcal { P } _ { s ^ { t } } } v \circ u ^ { - 1 } \left(\sum_{s \in S} \pi(s)\right.\right.\right. \\
&\left.\left.\left.\times \int_{\mathcal{C} \times \mathcal{G}} u\left(V_{s^{t}, s}\left(c^{\prime}, g^{\prime}\right)\right) d g(s)\left(c^{\prime}, g^{\prime}\right)\right) d \mu_{s^{t}}(\pi)\right)\right),
\end{aligned}
$$

where we have used the fact that $g(s)$ and $g_{+1}(s)$ are stochastically equivalent to derive the second equality.

## A3 Proof of uniqueness

Suppose $\left(\left\{\tilde{V}_{s^{t}}\right\}, \tilde{W}, \tilde{u}, \tilde{v},\left\{\tilde{\mu}_{s^{t}}\right\}\right)$ and $\left(\left\{V_{s^{t}}\right\}, W, u, v,\left\{\mu_{s^{t}}\right\}\right)$ represent the same preference. On the domain of deterministic consumption streams $\mathcal{C}^{\infty}$, each $\tilde{V}_{s^{t}}$ coincides with the
common function $\tilde{V}$ and each $V_{s^{t}}$ coincides with the common function $V$. Since $\tilde{V}$ and $V$ are ordinally equivalent over $\mathcal{C}^{\infty}$, there is a monotone transformation $\Phi$ such that

$$
\tilde{V}(y)=\Phi \circ V(y) \quad \text { for all } y \in \mathcal{C}^{\infty}
$$

By (29), we have $\tilde{V}_{s^{t}}=\Phi \circ V_{s^{t}}$.
Since

$$
\tilde{W}(c, \tilde{V}(y))=\tilde{V}(c, y)=\Phi(V(c, y))=\Phi(W(c, V(y)))=\Phi\left(W\left(c, \Phi^{-1}(\tilde{V}(y))\right)\right)
$$

we deduce that $\tilde{W}(c, \cdot)=\Phi\left(W\left(c, \Phi^{-1}(\cdot)\right)\right)$.
On $\mathcal{M}, \int_{\mathcal{C} \times \mathcal{M}} u\left(V\left(c^{\prime}, m^{\prime}\right)\right) d m\left(c^{\prime}, m^{\prime}\right)$ and $\int_{\mathcal{C} \times \mathcal{M}} \tilde{u}\left(\tilde{V}\left(c^{\prime}, m^{\prime}\right)\right) d m\left(c^{\prime}, m^{\prime}\right)$ are equivalent mixture-linear representations of the risk preference conditional on the fixed current consumption $\widehat{c}$. Therefore, there exist constants $A, B$ with $A>0$ such that

$$
\tilde{u}\left(\tilde{V}\left(c^{\prime}, m^{\prime}\right)\right)=A u\left(V\left(c^{\prime}, m^{\prime}\right)\right)+B \quad \text { for all }\left(c^{\prime}, m^{\prime}\right) \in \mathcal{M}
$$

Since $\tilde{V}=\Phi \circ V$, we obtain $\tilde{u} \circ \Phi=A u+B$.
By construction from Appendix A2, $\tilde{v} \circ \tilde{u}^{-1} \circ \tilde{\bar{u}}=\psi=v \circ u^{-1} \circ \bar{u}$. By (10), we compute

$$
\begin{aligned}
\tilde{\bar{u}}(m) & =\int_{\mathcal{C} \times \mathcal{M}} \tilde{u}\left(\tilde{V}\left(c^{\prime}, m^{\prime}\right)\right) d m\left(c^{\prime}, m^{\prime}\right) \\
& =\int_{\mathcal{C} \times \mathcal{M}} \tilde{u} \circ \Phi\left(V\left(c^{\prime}, m^{\prime}\right)\right) d m\left(c^{\prime}, m^{\prime}\right) \\
& =\int_{\mathcal{C} \times \mathcal{M}} A u\left(V\left(c^{\prime}, m^{\prime}\right)\right) d m\left(c^{\prime}, m^{\prime}\right)+B \\
& =A \int_{\mathcal{C} \times \mathcal{M}} u\left(V\left(c^{\prime}, m^{\prime}\right)\right) d m\left(c^{\prime}, m^{\prime}\right)+B=A \bar{u}(m)+B
\end{aligned}
$$

Let $\bar{u}(m)=w$. Then we have

$$
\tilde{v} \circ \tilde{u}^{-1}(A w+B)=v \circ u^{-1}(w) .
$$

Since $\tilde{u} \circ \Phi(w)=A u(w)+B$, it follows that

$$
\tilde{v} \circ \tilde{u}^{-1}(A w+B)=\tilde{v} \circ \tilde{u}^{-1}\left(A u \circ u^{-1}(w)+B\right)=\tilde{v} \circ \Phi\left(u^{-1}(w)\right) .
$$

Thus, we obtain

$$
\tilde{v} \circ \Phi\left(u^{-1}(w)\right)=v \circ u^{-1}(w)
$$

By replacing $u^{-1}(w)$ with $x$, we obtain $\tilde{v} \circ \Phi(x)=v(x)$. Finally, uniqueness of $\mu_{s^{t}}$ follows from Axiom A5.

## Appendix B: Proof of Theorem 3

Given a compact metric space $Y$, let $\mathcal{B}(Y)$ be the family of Borel subsets of $Y$ and let $\Delta(Y)$ be the set of Borel probability measures defined over $\mathcal{B}(Y)$, which is again a compact metric space with respect to the weak convergence topology. Inductively define the
family of domains $\left\{\mathcal{H}_{0}, \mathcal{H}_{1}, \ldots\right\}$ by

$$
\begin{aligned}
\mathcal{H}_{0} & =(\Delta(\mathcal{C}))^{S} \\
\mathcal{H}_{1} & =\left(\Delta\left(\mathcal{C} \times \Delta\left(\mathcal{H}_{0}\right)\right)\right)^{S} \\
& \vdots \\
\mathcal{H}_{t} & =\left(\Delta\left(\mathcal{C} \times \Delta\left(\mathcal{H}_{t-1}\right)\right)\right)^{S}
\end{aligned}
$$

and so on. By induction, $\Delta\left(\mathcal{C} \times \Delta\left(\mathcal{H}_{t-1}\right)\right)$ is a compact metric space and so is $\mathcal{H}_{t}$, for every $t \geq 0$. Let $d_{t}$ be the metric over $\mathcal{H}_{t}$. Let $\mathcal{H}^{*}=\prod_{t=0}^{\infty} \mathcal{H}_{t}$. This is a compact metric space with respect to the product metric $d\left(h, h^{\prime}\right)=\sum_{t=0}^{\infty}\left(1 / 2^{t}\right) d_{t}\left(h_{t}, h_{t}^{\prime}\right) /\left(1+d_{t}\left(h_{t}, h_{t}^{\prime}\right)\right)$.

The domain to be constructed is a subset of $\mathcal{H}^{*}$, which consists of coherent acts. Define a mapping $\pi_{0}: \mathcal{C} \times \Delta\left(\mathcal{H}_{0}\right) \rightarrow \mathcal{C}$ by

$$
\pi_{0}\left(c, p_{0}\right)=c
$$

for each $\left(c, p_{0}\right) \in \mathcal{C} \times \Delta\left(\mathcal{H}_{0}\right)$. Define a mapping $\rho_{0}: \mathcal{H}_{1} \rightarrow \mathcal{H}_{0}$ by

$$
\rho_{0}\left(h_{1}\right)(s)\left[B_{0}\right]=h_{1}(s)\left[\pi_{0}^{-1}\left(B_{0}\right)\right]
$$

for each $h_{1} \in \mathcal{H}_{1}, s \in S$, and $B_{0} \in \mathcal{B}(\mathcal{C})$. Define a mapping $\tilde{\rho}_{0}: \Delta\left(\mathcal{H}_{1}\right) \rightarrow \Delta\left(\mathcal{H}_{0}\right)$ by

$$
\tilde{\rho}_{0}\left(p_{1}\right)\left[H_{0}\right]=p_{1}\left[\rho_{0}^{-1}\left(H_{0}\right)\right]
$$

for each $p_{1} \in \Delta\left(\mathcal{H}_{1}\right)$ and $H_{0} \in \mathcal{B}\left(\mathcal{H}_{0}\right)$.
Similarly, define $\pi_{1}: \mathcal{C} \times \Delta\left(\mathcal{H}_{1}\right) \rightarrow \mathcal{C} \times \Delta\left(\mathcal{H}_{0}\right)$ by

$$
\pi_{1}\left(c, p_{1}\right)=\left(c, \tilde{\rho}_{0}\left(p_{1}\right)\right)
$$

for each $\left(c, p_{1}\right) \in \mathcal{C} \times \Delta\left(\mathcal{H}_{1}\right)$, define $\rho_{1}: \mathcal{H}_{2} \rightarrow \mathcal{H}_{1}$ by

$$
\rho_{1}\left(h_{2}\right)(s)\left[B_{1}\right]=h_{2}(s)\left[\pi_{1}^{-1}\left(B_{1}\right)\right]
$$

for each $h_{2} \in \mathcal{H}_{2}, s \in \Omega$, and $B_{1} \in \mathcal{B}\left(\mathcal{C} \times \Delta\left(\mathcal{H}_{0}\right)\right)$, and define $\tilde{\rho}_{1}: \Delta\left(\mathcal{H}_{2}\right) \rightarrow \Delta\left(\mathcal{H}_{1}\right)$ by

$$
\tilde{\rho}_{1}\left(p_{2}\right)\left[H_{1}\right]=p_{2}\left[\rho_{1}^{-1}\left(H_{1}\right)\right]
$$

for each $p_{2} \in \Delta\left(\mathcal{H}_{2}\right)$ and $H_{1} \in \mathcal{B}\left(\mathcal{H}_{1}\right)$.
Inductively, given $\pi_{t-1}: \mathcal{C} \times \Delta\left(\mathcal{H}_{t-1}\right) \rightarrow \mathcal{C} \times \Delta\left(\mathcal{H}_{t-2}\right), \quad \rho_{t-1}: \mathcal{H}_{t} \rightarrow \mathcal{H}_{t-1}$, and $\tilde{\rho}_{t-1}: \Delta\left(\mathcal{H}_{t}\right) \rightarrow \Delta\left(\mathcal{H}_{t-1}\right)$, define $\pi_{t}: \mathcal{C} \times \Delta\left(\mathcal{H}_{t}\right) \rightarrow \mathcal{C} \times \Delta\left(\mathcal{H}_{t-1}\right)$ by

$$
\pi_{t}\left(c, p_{t}\right)=\left(c, \tilde{\rho}_{t-1}\left(p_{t}\right)\right)
$$

for each $\left(c, p_{t}\right) \in \mathcal{C} \times \Delta\left(\mathcal{H}_{t}\right)$, define $\rho_{t}: \mathcal{H}_{t+1} \rightarrow \mathcal{H}_{t}$ by

$$
\rho_{t}\left(h_{t+1}\right)(s)\left[B_{t}\right]=h_{t+1}(s)\left[\pi_{t}^{-1}\left(B_{t}\right)\right]
$$

for each $h_{t+1} \in \mathcal{H}_{t+1}, s \in S$, and $B_{t} \in \mathcal{B}\left(\mathcal{C} \times \Delta\left(\mathcal{H}_{t-1}\right)\right)$, and define $\tilde{\rho}_{t}: \Delta\left(\mathcal{H}_{t+1}\right) \rightarrow \Delta\left(\mathcal{H}_{t}\right)$ by

$$
\tilde{\rho}_{t}\left(p_{t+1}\right)\left[H_{t}\right]=p_{t+1}\left[\rho_{t}^{-1}\left(H_{t}\right)\right]
$$

for each $p_{t+1} \in \Delta\left(\mathcal{H}_{t+1}\right)$ and $H_{t} \in \mathcal{B}\left(\mathcal{H}_{t}\right)$.
Define

$$
\mathcal{H}=\left\{h=\left(h_{0}, h_{1}, h_{2}, \ldots\right) \in \mathcal{H}^{*}: h_{t}=\rho_{t}\left(h_{t+1}\right), t \geq 0\right\} .
$$

For each $s \in S$, the sequence $\left(h_{0}(s), h_{1}(s), h_{2}(s), \ldots\right) \in \prod_{t=0}^{\infty} \Delta\left(\mathcal{C} \times \Delta\left(\mathcal{H}_{t-1}\right)\right)$ is viewed as a sequence of constant acts since

$$
\begin{aligned}
h_{0}(s) & \in \Delta(\mathcal{C}) \subset \mathcal{H}_{0} \\
h_{1}(s) & \in \Delta\left(\mathcal{C} \times \Delta\left(\mathcal{H}_{0}\right)\right) \subset \mathcal{H}_{1} \\
& \vdots \\
h_{t}(s) & \in \Delta\left(\mathcal{C} \times \Delta\left(\mathcal{H}_{t-1}\right)\right) \subset \mathcal{H}_{t}
\end{aligned}
$$

and so on.
The lemmas below verify that such constant acts are also coherent. They are immediate from the definition of $\mathcal{H}$.

Lemma 2. For every $h \in \mathcal{H}$ and $s \in S$, the sequence $\left(h_{0}(s), h_{1}(s), h_{2}(s), \ldots\right) \in$ $\prod_{t=0}^{\infty} \Delta\left(\mathcal{C} \times \Delta\left(\mathcal{H}_{t-1}\right)\right)$ satisfies $h_{t}(s)=\rho_{t}\left(h_{t+1}(s)\right)$.

Lemma 3. For every $t \geq 0, h_{t} \in \mathcal{H}_{t}$, and $h_{t+1} \in \mathcal{H}_{t+1}$, if $h_{t}(s)=\rho_{t}\left(h_{t+1}(s)\right)$ for every $s \in S$, then $h_{t}=\rho_{t}\left(h_{t+1}\right)$.

Let

$$
\begin{aligned}
& Q=\left\{\left(q_{t}\right) \in \prod_{t=0}^{\infty} \Delta\left(\mathcal{H}_{t}\right): q_{t}=\tilde{\rho}_{t}\left(q_{t+1}\right), \forall t \geq 0\right\} \\
& A=\left\{\left(a_{t}\right) \in \prod_{t=0}^{\infty} \Delta\left(\mathcal{C} \times \Delta\left(\mathcal{H}_{t-1}\right)\right): a_{t}=\rho_{t}\left(a_{t+1}\right), \forall t \geq 0\right\}
\end{aligned}
$$

## Lemma 4. We have the homeomorphic relation

$$
A \simeq \Delta(\mathcal{C} \times Q)
$$

Proof. Given $\left(a_{t}\right) \in A \subset \prod_{t=0}^{\infty} \Delta\left(\mathcal{C} \times \Delta\left(\mathcal{H}_{t-1}\right)\right)$, by the Kolmogorov extension theorem there exists a unique $a \in\left(\mathcal{C} \times \prod_{t=0}^{\infty} \Delta\left(\mathcal{H}_{t-1}\right)\right)$ such that

$$
\operatorname{mrg}_{\mathcal{C} \times \Delta\left(\mathcal{H}_{t-1}\right)} a=a_{t}
$$

for each $t \geq 0$, where $\operatorname{mrg}$ denotes marginal. Define a mapping $\xi: A \rightarrow \Delta(\mathcal{C} \times Q)$ by $\xi\left(\left(a_{t}\right)\right)=a$.

We need to show $a \in \Delta(\mathcal{C} \times Q)$. For each $t \geq 0$, let

$$
Q_{t}=\left\{\left(q_{t}, q_{t+1}\right) \in \Delta\left(\mathcal{H}_{t}\right) \times \Delta\left(\mathcal{H}_{t+1}\right): q_{t}=\tilde{\rho}_{t}\left(q_{t+1}\right)\right\} \times \prod_{\tau \neq t, t+1} \Delta\left(\mathcal{H}_{\tau}\right)
$$

We derive that

$$
\begin{aligned}
a\left(\mathcal{C} \times Q_{t}\right) & =\operatorname{mrg}_{\mathcal{C} \times \Delta\left(\mathcal{H}_{t}\right) \times \Delta\left(\mathcal{H}_{t+1}\right)} a\left(\mathcal{C} \times\left\{\left(q_{t}, q_{t+1}\right) \in \Delta\left(\mathcal{H}_{t}\right) \times \Delta\left(\mathcal{H}_{t+1}\right): q_{t}=\tilde{\rho}_{t}\left(q_{t+1}\right)\right\}\right) \\
& =\operatorname{mrg}_{\mathcal{C} \times \Delta\left(\mathcal{H}_{t}\right)} a\left(\mathcal{C} \times \tilde{\rho}_{t}\left(\Delta\left(\mathcal{H}_{t+1}\right)\right)\right) \\
& =a_{t+1}\left(\mathcal{C} \times \tilde{\rho}_{t}\left(\Delta\left(\mathcal{H}_{t+1}\right)\right)\right) \\
& =a_{t+1}\left(\pi_{t+1}\left(\mathcal{C} \times \Delta\left(\mathcal{H}_{t+1}\right)\right)\right) \\
& =\rho_{t+1}\left(a_{t+2}\right)\left(\pi_{t+1}\left(\mathcal{C} \times \Delta\left(\mathcal{H}_{t+1}\right)\right)\right) \\
& =a_{t+2}\left(\pi_{t+1}^{-1}\left(\pi_{t+1}\left(\mathcal{C} \times \Delta\left(\mathcal{H}_{t+1}\right)\right)\right)\right) \\
& =a_{t+2}\left(\mathcal{C} \times \Delta\left(\mathcal{H}_{t+1}\right)\right)=1
\end{aligned}
$$

Therefore,

$$
a(\mathcal{C} \times Q)=a\left(\bigcap_{t=0}^{\infty}\left(\mathcal{C} \times Q_{t}\right)\right)=\lim _{T \rightarrow \infty} a\left(\bigcap_{t=0}^{T}\left(\mathcal{C} \times Q_{t}\right)\right)=1
$$

- Mapping $\xi$ is one-to-one: This follows from the uniqueness of Kolmogorov extension theorem.
- Mapping $\xi$ is onto: For every $a \in \Delta(\mathcal{C} \times Q)$, the inverse is given by $\left(a_{t}\right) \in$ $\prod_{t=0}^{\infty} \Delta\left(\mathcal{C} \times \Delta\left(\mathcal{H}_{t-1}\right)\right)$ such that

$$
a_{t}=\operatorname{mrg}_{\mathcal{C} \times \Delta\left(\mathcal{H}_{t-1}\right)} a
$$

for each $t \geq 0$. To show $\left(a_{t}\right) \in A$, take any $B_{t} \in \mathcal{B}\left(\mathcal{C} \times \Delta\left(\mathcal{H}_{t-1}\right)\right)$. We deduce that

$$
\begin{aligned}
a_{t}\left(B_{t}\right) & =a\left(B_{t} \times \prod_{\tau \neq t-1} \Delta\left(\mathcal{H}_{t}\right)\right) \\
& \geq a\left(\left\{\left(c,\left(q_{\tau}\right)\right) \in \mathcal{C} \times Q:\left(c, q_{t}\right) \in B_{t}\right\}\right) \\
& =a\left(\left\{\left(c,\left(q_{\tau}\right)\right) \in \mathcal{C} \times Q:\left(c, \tilde{\rho}_{t}\left(q_{t+1}\right)\right) \in B_{t}\right\}\right) \\
& =a\left(\left\{\left(c,\left(q_{\tau}\right)\right) \in \mathcal{C} \times Q:\left(c, q_{t+1}\right) \in \pi_{t}^{-1}\left(B_{t}\right)\right\}\right) \\
& =a_{t+1}\left(\pi_{t}^{-1}\left(B_{t}\right)\right) \\
& =\rho_{t}\left(a_{t+1}\right)\left(B_{t}\right)
\end{aligned}
$$

Since

$$
\begin{aligned}
1 & =a_{t}\left(\mathcal{C} \times \Delta\left(\mathcal{H}_{t-1}\right)\right)=a_{t}\left(B_{t}\right)+a_{t}\left(B_{t}^{c}\right) \\
& \geq \rho_{t}\left(a_{t+1}\right)\left(B_{t}\right)+\rho_{t}\left(a_{t+1}\right)\left(B_{t}^{c}\right)=\rho_{t}\left(a_{t+1}\right)\left(\mathcal{C} \times \Delta\left(\mathcal{H}_{t-1}\right)\right)=1
\end{aligned}
$$

we obtain

$$
a_{t}\left(B_{t}\right)=\rho_{t}\left(a_{t+1}\right)\left(B_{t}\right) .
$$

- Mappings $\xi$ and $\xi^{-1}$ are continuous: This is immediate from the nature of the product topology.

Lemma 5. We have the homeomorphic relation

$$
\mathcal{H} \simeq A^{S} .
$$

Proof. Define $\xi: \mathcal{H} \rightarrow A^{S}$ by

$$
\xi(h)(s)=\left(h_{0}(s), h_{1}(s), h_{2}(s), \ldots\right) .
$$

It follows from Lemma 2 that $\xi(h) \in A$.

- Mapping $\xi$ is one-to-one: Suppose $\xi(h)=\xi\left(h^{\prime}\right)$. By definition of $\xi$, we have $\left(h_{0}(s), h_{1}(s), h_{2}(s), \ldots\right)=\left(h_{0}^{\prime}(s), h_{1}^{\prime}(s), h_{2}^{\prime}(s), \ldots\right)$ for all $s \in S$, which implies $h=h^{\prime}$.
- Mapping $\xi$ is onto: Take any $\tilde{h} \in A^{S}$. By definition,

$$
\tilde{h}(s)=\left(\tilde{h}_{0}(s), \tilde{h}_{1}(s), \tilde{h}_{2}(s), \ldots\right) \in \prod_{t=0}^{\infty} \Delta\left(\mathcal{C} \times \Delta\left(\mathcal{H}_{t-1}\right)\right)
$$

for each $s \in S$. Then $\xi^{-1}(\tilde{h})=\left(h_{0}, h_{1}, h_{2}, \ldots\right) \in \mathcal{H}^{*}$ satisfies $h_{t}(s)=\tilde{h}_{t}(s)$ for each $t$ and $s$. By Lemmas 2 and 3 , the sequence ( $h_{0}, h_{1}, h_{2}, \ldots$ ) is coherent and hence $\xi^{-1}(\tilde{h}) \in \mathcal{H}$.

- Mappings $\xi$ and $\xi^{-1}$ are continuous: This is immediate from the nature of the product topology.

Let

$$
P^{*}=\left\{\left(p_{t}\right) \in \prod_{t=0}^{\infty} \Delta\left(\prod_{\tau=0}^{t} \mathcal{H}_{\tau}\right): \operatorname{mrg}_{\prod_{\tau=0}^{t} \mathcal{H}_{\tau}} p_{t+1}=p_{t}\right\} .
$$

Lemma 6. For any $\left(p_{t}\right) \in P^{*}$, there exists a unique $p \in \Delta\left(\mathcal{H}^{*}\right)$ such that

$$
\operatorname{mrg}_{\prod_{\tau=0}^{t} \mathcal{H}_{\tau}} p=p_{t} .
$$

Moreover, there exists a homeomorphism $\chi: P^{*} \rightarrow \Delta\left(\mathcal{H}^{*}\right)$.
The proof follows from Lemma 1 in Brandenberger and Dekel (1993).
Let

$$
\mathcal{H}^{t}=\left\{\left(h_{0}, \ldots, h_{t}\right) \in \prod_{\tau=0}^{t} \mathcal{H}_{\tau}: h_{\tau}=\rho_{\tau}\left(h_{\tau+1}\right), \tau=0, \ldots, t-1\right\}
$$

for each $t \geq 0$ and let

$$
P=\left\{\left(p_{t}\right) \in P^{*}: p_{t}\left(\mathcal{H}^{t}\right)=1, t \geq 0\right\} .
$$

Lemma 7. The equality $\chi(P)=\Delta(\mathcal{H})$ holds. As a result, $P \simeq \Delta(\mathcal{H})$ holds through $\chi$.
Proof. The $\subset$ part: Let $p=\chi\left(\left(p_{t}\right)\right)$ for some $\left(p_{t}\right) \in P$. Let

$$
\Gamma_{t}=\mathcal{H}^{t} \times \prod_{\tau=t+1}^{\infty} \mathcal{H}_{\tau}
$$

for each $t \geq 0$. Then we have $\mathcal{H} \subset \Gamma_{t} \subset \mathcal{H}^{*}$ for each $t \geq 0$, ( $\Gamma_{t}$ ) is decreasing, and $\bigcap_{t \geq 0} \Gamma_{t}=\mathcal{H}$.

Since $p$ is the Kolmogorov extension of $\left(p_{t}\right)$, we have

$$
p\left(\Gamma_{t}\right)=p_{t}\left(\mathcal{H}^{t}\right)=1
$$

for every $t \geq 0$. Thus, $p(\mathcal{H})=p\left(\bigcap_{t \geq 0} \Gamma_{t}\right)=\lim p\left(\Gamma_{t}\right)=1$.
The $\supset$ part: Pick any $p \in \Delta(\mathcal{H})$ that satisfies $p(\mathcal{H})=1$. Let $\left(p_{t}\right)$ be the sequence of marginals defined by $p_{t}=\operatorname{mrg}_{\prod_{\tau=0}^{t} \mathcal{H}_{\tau}} p$ for each $t \geq 0$. Then $p_{t}\left(\mathcal{H}^{t}\right)=p\left(\Gamma_{t}\right) \geq 1$, where the second inequality follows from $\Gamma_{t} \supset \mathcal{H}$. Since $p_{t}$ is a probability measure, we have $p_{t}\left(\mathcal{H}^{t}\right)=1$. Since $p$ is the Kolmogorov extension of $\left(p_{t}\right)$, we have $p=\chi\left(\left(p_{t}\right)\right)$.

Lemma 8. For every $\left(q_{t}\right) \in Q$, there exists a unique $\left(p_{t}\right) \in P$ such that

$$
\operatorname{mrg}_{\mathcal{H}_{t}} p_{t}=q_{t}
$$

Moreover, $Q$ and $P$ are homeomorphic.

Proof. Define a sequence of mappings $\left(\xi_{t}\right), \xi_{t}: \mathcal{H}_{t} \rightarrow \prod_{\tau=0}^{t} \mathcal{H}_{\tau}$ for each $t \geq 0$, by

$$
\xi_{t}\left(h_{t}\right)=\left(\widehat{h}_{0}, \ldots, \widehat{h}_{t}\right)
$$

where $\widehat{h}_{t}=h_{t}$ and $\widehat{h}_{\tau}=\rho_{\tau}\left(\widehat{h}_{\tau+1}\right)$ for $\tau=0,1, \ldots, t-1$.
By construction, each $\left(\xi_{t}\right)$ is a one-to-one mapping and $\xi_{t}\left(\mathcal{H}_{t}\right)=\mathcal{H}^{t}$. Therefore, we can define the sequence of inverse mappings $\left(\xi_{t}^{-1}\right), \xi_{t}^{-1}: \mathcal{H}^{t} \rightarrow \mathcal{H}_{t}$ given by

$$
\xi_{t}^{-1}\left(h_{0}, \ldots, h_{t}\right)=h_{t}
$$

which is a projection mapping that is continuous.
For $\left(q_{t}\right) \in Q$, define the corresponding sequence $\left(p_{t}\right) \in P$ by

$$
p_{t}\left(E_{t}\right)=q_{t}\left(\xi_{t}^{-1}\left(E_{t}\right)\right)
$$

for each $E_{t} \in \mathcal{B}\left(\prod_{\tau=0}^{t} \mathcal{H}_{\tau}\right)$ and $t \geq 0$. We can see that $\left(p_{t}\right) \in P$ since $p_{t}\left(\mathcal{H}^{t}\right)=$ $q_{t}\left(\xi_{t}^{-1}\left(\mathcal{H}^{t}\right)\right)=q_{t}\left(\mathcal{H}_{t}\right)=1$. By construction, $\operatorname{mrg}_{\mathcal{H}_{t}} p_{t}=q_{t}$ for each $t \geq 0$.

Now, Theorem 3 follows from the fact that $\mathcal{H} \simeq A^{S}, A \simeq \Delta(\mathcal{C} \times Q), Q \simeq P$, and $P \simeq \Delta(\mathcal{H})$.

## Finite-step-ahead acts and denseness

Finally, we define finite-step-ahead acts and show that the union of all the sets of finite-step-ahead acts is dense. Let

$$
\mathcal{H}_{+1}=\left\{h_{+1} \in(\Delta(\mathcal{C} \times \Delta(\mathcal{H})))^{S}: \forall s \in S, h_{+1}(s) \in \Delta(\mathcal{C} \times \Delta(\mathcal{L}))\right\}
$$

Since $\mathcal{H} \simeq(\Delta(\mathcal{C} \times \Delta(\mathcal{H})))^{S}$, we can embed $\mathcal{H}_{+1}$ into $\mathcal{H}$, where the range of $\mathcal{H}_{+1}$ is embedded into $\mathcal{L}$ since $\mathcal{L} \simeq \Delta(\mathcal{C} \times \Delta(\mathcal{L})$ ). Inductively, define

$$
\mathcal{H}_{+\tau}=\left\{h_{+\tau} \in(\Delta(\mathcal{C} \times \Delta(\mathcal{H})))^{S}: \forall s \in S, h_{+\tau}(s) \in \Delta\left(\mathcal{C} \times \Delta\left(\mathcal{H}_{+(\tau-1)}\right)\right)\right\} .
$$

Similarly, we can embed $\mathcal{H}_{+\tau}$ into $\mathcal{H}$. We call $\bigcup_{\tau \geq 1} \mathcal{H}_{+\tau}$ the domain of finite-step-ahead acts.

Lemma 9. The domain of finite-step-ahead acts $\bigcup_{\tau \geq 1} \mathcal{H}_{+\tau}$ is a dense subset of $\mathcal{H}$. Also, $\bigcup_{\tau \geq 1} \Delta\left(\mathcal{C} \times \Delta\left(\mathcal{H}_{+\tau}\right)\right)$ is a dense subset of $\Delta(\mathcal{C} \times \Delta(\mathcal{H}))$.

This result is analogous to Proposition 1 in Hayashi (2005) and its proof is omitted. It is useful to establish the existence of a risk equivalent as in Lemma 9 of Hayashi (2005). We implicitly applied a similar result in Appendix A.

## Appendix C: Proofs of Theorems 4 and 5

We prove the sufficiency of the axioms. The proof of necessity is routine.

## C1 Representation of risk preference

When $\left\{\succeq_{s^{t}}\right\}$ is restricted to the domain $\mathcal{C} \times \Delta(\mathcal{L})$, Axiom B3 (History Independence of Risk Preference) implies that $\left\{\succeq_{s^{t}}\right\}$ induces a single preference relation $\succeq$ defined on $\mathcal{C} \times \Delta(\mathcal{L})$. By Axiom B1 (Order) and Debreu's (1954) theorem, there is a continuous representation $V: \mathcal{C} \times \Delta(\mathcal{L}) \rightarrow \mathbb{R}$ of $\succeq$. We fix such a representation.

By Axiom B2 (Current Consumption Separability), $V(c, \cdot)$ and $V(\widehat{c}, \cdot)$ represent the same ranking over $\Delta(\mathcal{L})$, hence $V$ has the form

$$
\begin{equation*}
V(c, a)=\widehat{W}(c, V(\widehat{c}, a)) \quad \forall(c, a) \in \mathcal{C} \times \Delta(\mathcal{L}) \tag{32}
\end{equation*}
$$

for some function $\widehat{W}$ that is strictly increasing in the second argument. Because of Axiom B4 (First-Stage Independence), $V(\widehat{c}, a)$ has the form

$$
\begin{equation*}
V(\widehat{c}, a)=\zeta\left(\int_{\mathcal{L}} U(l) d a(l)\right), \tag{33}
\end{equation*}
$$

where $\zeta$ is a strictly increasing function and $U$ is a vNM index.
Because of Axiom B5 (Second-Stage Independence), $U$ has the form

$$
\begin{equation*}
U(l)=\phi\left(\int_{\mathcal{C} \times \Delta(\mathcal{L})} \widehat{u}\left(c^{\prime}, a^{\prime}\right) d l\left(c^{\prime}, a^{\prime}\right)\right), \tag{34}
\end{equation*}
$$

where $\phi$ is a strictly increasing function and $\widehat{u}$ is a vNM index.
By Axiom B6 (Dynamic Consistency) and a similar argument as in Appendix A1, $\widehat{u}$ and $V$ are ordinally equivalent. Hence, we deduce that

$$
\begin{equation*}
\widehat{u}\left(c^{\prime}, a^{\prime}\right)=u\left(V\left(c^{\prime}, a^{\prime}\right)\right) \tag{35}
\end{equation*}
$$

where $u$ is a strictly increasing function.
Plugging (33), (34), and (35) into (32) yields

$$
V(c, a)=\widehat{W}\left(c, \zeta\left(\int_{\mathcal{L}} \phi\left(\int_{\mathcal{C} \times \Delta(\mathcal{L})} u\left(V\left(c^{\prime}, a^{\prime}\right)\right) d l\left(c^{\prime}, a^{\prime}\right)\right) d a(l)\right)\right)
$$

Now define $W$ by

$$
W(c, x)=\widehat{W}(c, \zeta \circ \phi \circ u(x))
$$

which is strictly increasing in the second argument. Then we have

$$
\begin{equation*}
\widehat{W}(c, \zeta(z))=W\left(c, u^{-1} \circ \phi^{-1}(z)\right) \tag{36}
\end{equation*}
$$

and hence,

$$
V(c, a)=W\left(c, u^{-1} \circ \phi^{-1}\left(\int_{\mathcal{L}} \phi\left(\int_{\mathcal{C} \times \Delta(\mathcal{L})} u\left(V\left(c^{\prime}, a^{\prime}\right)\right) d l\left(c^{\prime}, a^{\prime}\right)\right) d a(l)\right)\right)
$$

Let $v=\phi \circ u$. We obtain representation (14).

## C2 Extension to the whole domain

Define $V_{s^{t}}: \mathcal{C} \times \Delta(\mathcal{H})$ by

$$
\begin{equation*}
V_{s^{t}}(c, p)=V(c, a) \tag{37}
\end{equation*}
$$

for each $(c, p) \in \mathcal{C} \times \Delta(\mathcal{H})$, where $a \in \Delta(\mathcal{L})$ is such that $(c, p) \sim_{s^{t}}(c, a)$. The existence of such a risk equivalent $a$ follows from Lemma 9, Dynamic Consistency (Axiom B6), compactness of $\mathcal{C}$, and continuity of $\succeq_{s^{t}}$ (see Lemma 9 in Hayashi 2005). Using definition (37) and (32), we derive

$$
\begin{equation*}
V_{s^{t}}(c, p)=V(c, a)=\widehat{W}(c, V(\widehat{c}, m))=\widehat{W}\left(c, V_{s^{t}}(\widehat{c}, p)\right) \tag{38}
\end{equation*}
$$

When our Axioms B1, B4, B5, and B7 are restricted to $\Delta\left(\mathcal{H}_{+1}\right)$, they satisfy the conditions in Theorem 4.2 in Seo (2009). By this theorem, $V_{s^{t}}(\widehat{c}, \cdot)$ restricted to $\Delta\left(\mathcal{H}_{+1}\right)$ is ordinally equivalent to a second-order subjective expected utility representation, and hence has the form

$$
\begin{equation*}
V_{s^{t}}\left(\widehat{c}, p_{+1}\right)=\zeta_{s^{t}}\left(\int_{\mathcal{H}_{+1}} U_{s^{t}}\left(h_{+1}\right) d p_{+1}\left(h_{+1}\right)\right) \tag{39}
\end{equation*}
$$

and

$$
\begin{equation*}
U_{s^{t}}\left(h_{+1}\right)=\int_{\mathcal{P}_{s^{t}}} \phi_{s^{t}}\left(\sum_{s \in S} \pi(s) \int_{\mathcal{C} \times \Delta(\mathcal{L})} \widehat{u}_{s^{t}}\left(c^{\prime}, a^{\prime}\right) d h_{+1}(s)\left(c^{\prime}, a^{\prime}\right)\right) d \mu_{s^{t}}(\pi) \tag{40}
\end{equation*}
$$

where $\zeta_{s^{t}}$ and $\phi_{s^{t}}$ are strictly increasing functions and $\widehat{u}_{s^{t}}$ is a vNM index. By Axiom B6 (Dynamic Consistency) and a similar argument in Appendix A1, $\widehat{u}_{s^{t}}$ and $V$ are ordinally equivalent over $\mathcal{C} \times \Delta(\mathcal{L})$. Thus, there is a monotone transformation $u_{s^{t}}$ such that

$$
\begin{equation*}
\widehat{u}_{s^{t}}\left(c^{\prime}, a^{\prime}\right)=u_{s^{t}}\left(V\left(c^{\prime}, a^{\prime}\right)\right) \tag{41}
\end{equation*}
$$

for every $\left(c^{\prime}, a^{\prime}\right) \in \mathcal{C} \times \Delta(\mathcal{L})$.
Equations (33) and (37) imply that on $\Delta(\mathcal{L})$,

$$
\zeta\left(\int_{\mathcal{L}} U(l) d a(l)\right)=V(\widehat{c}, a)=V_{s^{t}}(\widehat{c}, a)=\zeta_{s^{t}}\left(\int_{\mathcal{L}} U_{s^{t}}(l) d a(l)\right)
$$

which in turn implies that on $\mathcal{L}$,

$$
\zeta(U(l))=V(\widehat{c}, \delta[l])=V_{s^{t}}(\widehat{c}, \delta[l])=\zeta_{s^{t}}\left(U_{s^{t}}(l)\right)
$$

Hence, we deduce that

$$
U_{s^{t}}=\zeta_{s^{t}}^{-1} \circ \zeta \circ U
$$

which implies that

$$
\zeta\left(\int_{\mathcal{L}} U(l) d a(l)\right)=\zeta_{s^{t}}\left(\int_{\mathcal{L}^{t}} \zeta_{s^{t}}^{-1} \circ \zeta \circ U(l) d a(l)\right)
$$

By the additivity of integral formula, we have

$$
\zeta_{s^{t}}^{-1} \circ \zeta(\alpha x+(1-\alpha) y)=\alpha \zeta_{s^{t}}^{-1} \circ \zeta(x)+(1-\alpha) \zeta_{s^{t}}^{-1} \circ \zeta(y)
$$

for all $x, y$ in the range of $U$ and all $\alpha \in[0,1]$. Therefore, $\zeta_{s^{t}}$ and $\zeta$ are identical up to positive affine transformations. Thus, without loss of generality, we can take $\zeta_{s^{t}}=\zeta$ and $U_{s^{t}}=U$ for all $s^{t}$.

Equations (34), (35), (40), and (41) imply that on $\mathcal{L}$,

$$
\begin{aligned}
\phi\left(\int_{\mathcal{C} \times \Delta(\mathcal{L})} u \circ V\left(c^{\prime}, a^{\prime}\right) d l\left(c^{\prime}, a^{\prime}\right)\right) & =U(l)=U_{s^{t}}(l) \\
& =\phi_{s^{t}}\left(\int_{\mathcal{C} \times \Delta(\mathcal{L})} u_{s^{t}} \circ V\left(c^{\prime}, a^{\prime}\right) d l\left(c^{\prime}, a^{\prime}\right)\right)
\end{aligned}
$$

which in turn implies that

$$
\phi \circ u \circ V\left(c^{\prime}, a^{\prime}\right)=U\left(\delta\left[c^{\prime}, a^{\prime}\right]\right)=U_{s^{t}}\left(\delta\left[c^{\prime}, a^{\prime}\right]\right)=\phi_{s^{t}} \circ u_{s^{t}} \circ V\left(c^{\prime}, a^{\prime}\right)
$$

Hence, we have $\phi \circ u=\phi_{s^{t}} \circ u_{s^{t}}$, which implies that

$$
\phi\left(\int_{\mathcal{C} \times \Delta(\mathcal{L})} u \circ V\left(c^{\prime}, a^{\prime}\right) d l\left(c^{\prime}, a^{\prime}\right)\right)=\phi_{s^{t}}\left(\int_{\mathcal{C} \times \Delta(\mathcal{L})} \phi_{s^{t}}^{-1} \circ \phi \circ u \circ V\left(c^{\prime}, a^{\prime}\right) d l\left(c^{\prime}, a^{\prime}\right)\right)
$$

By the same reasoning as above, $\phi_{s^{t}}$ and $\phi$ are identical up to positive affine transformations. Therefore, without loss of generality, we can set $\phi_{s^{t}}=\phi$ and $u_{s^{t}}=u$ for all $s^{t}$.

Now, plugging (39), (40), and (41) into (38), we obtain that, on $\mathcal{C} \times \Delta\left(\mathcal{H}_{+1}\right)$,

$$
\begin{aligned}
& V_{s^{t}}\left(c, p_{+1}\right)=\widehat{W}\left(c, \zeta\left(\int _ { \mathcal { H } _ { + 1 } } \int _ { \mathcal { P } _ { s ^ { t } } } \phi \left(\sum_{s \in S} \pi(s)\right.\right.\right. \\
&\left.\left.\left.\times \int_{\mathcal{C} \times \Delta(\mathcal{L})} u\left(V\left(c^{\prime}, a^{\prime}\right)\right) d h_{+1}(s)\left(c^{\prime}, a^{\prime}\right)\right) d \mu_{s^{t}}(\pi) d p_{+1}\left(h_{+1}\right)\right)\right) \\
&=W\left(c, u^{-1} \circ \phi^{-1}\left(\int _ { \mathcal { H } _ { + 1 } } \int _ { \mathcal { P } _ { s ^ { t } } } \phi \left(\sum_{s \in S} \pi(s)\right.\right.\right. \\
&\left.\left.\left.\times \int_{\mathcal{C} \times \Delta(\mathcal{L})} u\left(V\left(c^{\prime}, a^{\prime}\right)\right) d h_{+1}(s)\left(c^{\prime}, a^{\prime}\right)\right) d \mu_{s^{t}}(\pi) d p_{+1}\left(h_{+1}\right)\right)\right)
\end{aligned}
$$

where the second equality follows from (36).
Finally, we extend the above representation to the whole domain $\mathcal{C} \times \Delta(\mathcal{H})$. A risk equivalent always exists as discussed before. By a similar argument as in Appendix A2, for every $s^{t}$ and every $h \in \mathcal{H}$, there exists a one-step-ahead act $h_{+1} \in \mathcal{H}_{+1}$ such that $h(s)$ and $h_{+1}(s)$ are stochastically equivalent. We call $h_{+1}$ the equivalent one-step-ahead act of $h$. By Axiom B6 (Dynamic Consistency), we deduce

$$
\begin{equation*}
(c, \delta[h]) \sim_{s^{t}}\left(c, \delta\left[h_{+1}\right]\right) \tag{42}
\end{equation*}
$$

Suppose that $p \in \Delta(\mathcal{H})$ has a finite support $\left\{h^{1}, h^{2}, \ldots, h^{m}\right\}$, with $p=\sum_{i} \alpha_{i} \delta\left[h^{i}\right]$, $\alpha_{i} \in(0,1)$, and $\sum_{i} \alpha_{i}=1$. For each $h^{i}, i=1, \ldots, m$, let $h_{+1}^{i} \in \mathcal{H}_{+1}$ be its equivalent one-step-ahead act. Let $p_{+1} \in \Delta\left(\mathcal{H}_{+1}\right)$ be a probability measure with a finite support such that the support is $\left\{h_{+1}^{1}, h_{+1}^{2}, \ldots, h_{+1}^{m}\right\}$, and for each $i=1, \ldots, m, p_{+1}\left(\left\{h_{+1}^{i}\right\}\right)=p\left(\left\{h^{i}\right\}\right)$. By repeated applications of Axiom B4 (First-Stage Independence) and (42), we obtain $(c, p) \sim_{s^{t}}\left(c, p_{+1}\right)$. This relation is also true for arbitrary $c \in \mathcal{C}$ because of Axiom B 2 (Current Consumption Separability). By continuity of $\succeq_{s^{t}}$, the claim extends to arbitrary $p$. Hence, we have

$$
\begin{aligned}
& V_{s^{t}}(c, p)= V_{s^{t}}\left(c, p_{+1}\right) \\
&=W\left(c, u^{-1} \circ \phi^{-1}\left(\int _ { \mathcal { H } _ { + 1 } } \int _ { \mathcal { P } _ { s ^ { t } } } \phi \left(\sum_{s \in S} \pi(s)\right.\right.\right. \\
&\left.\left.\left.\times \int_{\mathcal{C} \times \Delta(\mathcal{L})} u\left(V\left(c^{\prime}, a^{\prime}\right)\right) d h_{+1}(s)\left(c^{\prime}, a^{\prime}\right)\right) d \mu_{s^{t}}(\pi) d p_{+1}\left(h_{+1}\right)\right)\right) \\
&=W\left(c, u^{-1} \circ \phi^{-1}\left(\int _ { \mathcal { H } } \int _ { \mathcal { P } _ { s ^ { t } } } \phi \left(\sum_{s \in S} \pi(s)\right.\right.\right. \\
&\left.\left.\left.\times \int_{\mathcal{C} \times \Delta(\mathcal{H})} u\left(V_{s^{t}, s}\left(c^{\prime}, a^{\prime}\right)\right) d h(s)\left(c^{\prime}, a^{\prime}\right)\right) d \mu_{s^{t}}(\pi) d p(h)\right)\right),
\end{aligned}
$$

where we use the fact that $h(s)$ and $h_{+1}(s)$ are stochastically equivalent to derive the last equality. Defining $v=\phi \circ u$, we obtain the representation as in the theorem.

## C3 Proof of uniqueness

Suppose $\left(\left\{\tilde{S}_{s^{t}}\right\}, \tilde{W}, \tilde{u}, \tilde{v},\left\{\tilde{\mu}_{s^{t}}\right\}\right)$ and $\left(\left\{V_{s^{t}}\right\}, W, u, v,\left\{\mu_{s^{t}}\right\}\right)$ represent the same preference. On the domain of deterministic consumption streams $\mathcal{C}^{\infty}$, all $\tilde{V}_{s^{t}}$ coincide with the common function $\tilde{V}$ and all $V_{s^{t}}$ coincide with the common function $V$. Since $\tilde{V}$ and $V$ are ordinally equivalent over $\mathcal{C}^{\infty}$, there is a monotone transformation $\Phi$ such that

$$
\tilde{V}(y)=\Phi \circ V(y)
$$

for all $y \in \mathcal{C}^{\infty}$. By (37), we have $\tilde{V}_{s^{t}}=\Phi \circ V_{s^{t}}$.
Since

$$
\tilde{W}(c, \tilde{V}(y))=\tilde{V}(c, y)=\Phi(V(c, y))=\Phi(W(c, V(y)))=\Phi\left(W\left(c, \Phi^{-1}(\tilde{V}(y))\right)\right),
$$

we have $\tilde{W}(c, z)=\Phi\left(W\left(c, \Phi^{-1}(z)\right)\right)$.
On $\mathcal{L}, \int_{\mathcal{C} \times \Delta(\mathcal{L})} u\left(V\left(c^{\prime}, a^{\prime}\right)\right) d l\left(c^{\prime}, a^{\prime}\right)$ and $\int_{\mathcal{C} \times \Delta(\mathcal{L})} \tilde{u}\left(\tilde{V}\left(c^{\prime}, a^{\prime}\right)\right) d l\left(c^{\prime}, a^{\prime}\right)$ are equivalent mixture-linear representations of the second-stage risk preference conditional on the fixed current consumption $\widehat{c}$ defined in Appendix C1. Therefore, there exist constants $A, B$ with $A>0$ such that

$$
\tilde{u}\left(\tilde{V}\left(c^{\prime}, a^{\prime}\right)\right)=A u\left(V\left(c^{\prime}, a^{\prime}\right)\right)+B
$$

for all $\left(c^{\prime}, a^{\prime}\right) \in \mathcal{C} \times \Delta(\mathcal{L})$. Since $\tilde{V}=\Phi \circ V$, we obtain $\tilde{u} \circ \Phi=A u+B$.
On $\Delta(\mathcal{L})$,

$$
\int_{\mathcal{L}} \tilde{v} \circ \tilde{u}^{-1}\left(\int_{\mathcal{C} \times \Delta(\mathcal{L})} \tilde{u}\left(\tilde{V}\left(c^{\prime}, a^{\prime}\right)\right) d l\left(c^{\prime}, a^{\prime}\right)\right) d a(l)
$$

and

$$
\int_{\mathcal{L}} v \circ u^{-1}\left(\int_{\mathcal{C} \times \Delta(\mathcal{L})} u\left(V\left(c^{\prime}, a^{\prime}\right)\right) d l\left(c^{\prime}, a^{\prime}\right)\right) d a(l)
$$

are equivalent mixture-linear representations of the first-stage risk preference conditional on the fixed current consumption $\widehat{c}$. Hence, there exist constants $D, E$ with $D>0$ such that

$$
\tilde{v} \circ \tilde{u}^{-1}\left(\int_{\mathcal{C} \times \Delta(\mathcal{L})} \tilde{u}\left(\tilde{V}\left(c^{\prime}, a^{\prime}\right)\right) d l\left(c^{\prime}, a^{\prime}\right)\right)=D v \circ u^{-1}\left(\int_{\mathcal{C} \times \Delta(\mathcal{L})} u\left(V\left(c^{\prime}, a^{\prime}\right)\right) d l\left(c^{\prime}, a^{\prime}\right)\right)+E .
$$

From the previous result, we have

$$
\begin{aligned}
\int_{\mathcal{C} \times \Delta(\mathcal{L})} \tilde{u}\left(\tilde{V}\left(c^{\prime}, a^{\prime}\right)\right) d l\left(c^{\prime}, a^{\prime}\right) & =\int_{\mathcal{C} \times \Delta(\mathcal{L})} \tilde{u} \circ \Phi\left(V\left(c^{\prime}, a^{\prime}\right)\right) d l\left(c^{\prime}, a^{\prime}\right) \\
& =A \int_{\mathcal{C} \times \Delta(\mathcal{L})} u\left(V\left(c^{\prime}, a^{\prime}\right)\right) d l\left(c^{\prime}, a^{\prime}\right)+B .
\end{aligned}
$$

Let $\int_{\mathcal{C} \times \Delta(\mathcal{L})} u\left(V\left(c^{\prime}, a^{\prime}\right)\right) d l\left(c^{\prime}, a^{\prime}\right)=x$. Then we have

$$
\tilde{v} \circ \tilde{u}^{-1}(A x+B)=D v \circ u^{-1}(x)+E .
$$

From $\tilde{u} \circ \Phi(x)=A u(x)+B$, it follows that

$$
\tilde{v} \circ \tilde{u}^{-1}(A x+B)=\tilde{v} \circ \tilde{u}^{-1}\left(A u \circ u^{-1}(x)+B\right)=\tilde{v} \circ \Phi\left(u^{-1}(x)\right)
$$

Thus, combining the above two equations, we obtain

$$
\tilde{v} \circ \Phi\left(u^{-1}(x)\right)=D v \circ u^{-1}(x)+E
$$

So $\tilde{v} \circ \Phi=D v+E$.

## Appendix D: Proofs for Section 4.4

Proof of Proposition 3. If $v \circ u^{-1}$ is concave, it is straightforward to check that $\left\{\succeq_{s^{t}}\right\}$ is risk averse in the first stage. We now prove the reverse direction. Pick any $l_{1}, l_{2} \in \mathcal{L}$ and $\lambda \in[0,1]$. By Theorem 3, we have

$$
V\left(c, \lambda l_{1}+(1-\lambda) l_{2}\right)=W\left(c, v^{-1}\left(\lambda v \circ u^{-1}\left(V^{*}\left(l_{1}\right)\right)+(1-\lambda) v \circ u^{-1}\left(V^{*}\left(l_{2}\right)\right)\right)\right)
$$

where

$$
V^{*}(l)=\int_{\mathcal{C} \times \Delta(\mathcal{L})} u\left(V\left(c^{\prime}, a^{\prime}\right)\right) d l\left(c^{\prime}, a^{\prime}\right)
$$

is a mixture-linear function on $\mathcal{L}$. Also we have

$$
V\left(c, \delta\left[\lambda l_{1} \oplus(1-\lambda) l_{2}\right]\right)=W\left(c, v^{-1}\left(\int_{\mathcal{L}} v \circ u^{-1}\left(\lambda V^{*}\left(l_{1}\right)+(1-\lambda) V^{*}\left(l_{2}\right)\right)\right)\right)
$$

From the definition of risk aversion in the first stage, we have $\left(c, \delta\left[\lambda l_{1} \oplus(1-\lambda) l_{2}\right]\right) \succeq_{s^{t}}$ $\left(c, \lambda l_{1}+(1-\lambda) l_{2}\right)$. Thus,

$$
\lambda v \circ u^{-1}\left(V^{*}\left(l_{1}\right)\right)+(1-\lambda) v \circ u^{-1}\left(V^{*}\left(l_{2}\right)\right) \leq v \circ u^{-1}\left(\lambda V^{*}\left(l_{1}\right)+(1-\lambda) V^{*}\left(l_{2}\right)\right)
$$

We may vary $l_{1}$ and $l_{2}$ to cover the whole domain of $v \circ u^{-1}$. The above inequality implies that $v \circ u^{-1}$ is concave.

Proof of Proposition 4. Suppose $\left\{\succeq_{s^{t}}^{i}\right\}$ is more risk averse than $\left\{\succeq_{s^{s}}^{j}\right\}$ in the first stage. By definition they rank deterministic consumption streams in the same way and rank lotteries in the second stage in the same way. So there exist representations such that $V^{i}=V^{j}, W^{i}=W^{j}$, and $u^{i}=u^{j}$.

Since $v^{i}\left(V^{i}(\cdot)\right)$ and $v^{j}\left(V^{j}(\cdot)\right)$ are ordinally equivalent over $C^{\infty}$, there is a monotone transformation $\Psi$ such that $v^{i}=\Psi \circ v^{j}$. It remains to show that $\Psi$ is concave. Let $y, y^{\prime}, y^{\prime \prime} \in C^{\infty}$ be such that $(c, \delta[\delta[y]]) \sim_{s^{t}}^{j}\left(c, \lambda \delta\left[\delta\left[y^{\prime}\right]\right]+(1-\lambda) \delta\left[\delta\left[y^{\prime \prime}\right]\right]\right)$. This is possible due to continuity of preference ordering. Thus, we have $v^{j}\left(V^{j}(y)\right)=\lambda v^{j}\left(V^{j}\left(y^{\prime}\right)\right)+$ $(1-\lambda) v^{j}\left(V^{j}\left(y^{\prime \prime}\right)\right)$. Since $\succeq_{s^{t}}^{i}$ is more risk averse than $\succeq_{s^{t}}^{j}$ in the first stage, we have $(c, \delta[\delta[y]]) \succeq_{s^{t}}^{i}\left(c, \lambda \delta\left[\delta\left[y^{\prime}\right]\right]+(1-\lambda) \delta\left[\delta\left[y^{\prime \prime}\right]\right]\right)$, which implies $v^{i}\left(V^{i}(y)\right) \geq \lambda v^{i}\left(V^{i}\left(y^{\prime}\right)\right)+$ $(1-\lambda) v^{i}\left(V^{i}\left(y^{\prime \prime}\right)\right)$.

Since $v^{i}\left(V^{i}(\cdot)\right)=v^{i}\left(\left(V^{j}(\cdot)\right)\right)=\Psi\left(v^{j}\left(V^{j}(\cdot)\right)\right)$, we obtain

$$
\Psi\left(u^{j}\left(V^{j}(y)\right)\right) \geq \lambda \Psi\left(u^{j}\left(V^{j}\left(y^{\prime}\right)\right)\right)+(1-\lambda) \Psi\left(u^{j}\left(V^{j}\left(y^{\prime \prime}\right)\right)\right)
$$

One can choose $y, y^{\prime}$, and $y^{\prime \prime}$ so as to cover the whole range of $u^{j} \circ V^{j}$. Thus, $\Psi$ is concave. The proof of the other direction of the proposition is routine.

Proof of Proposition 5. When we restrict to the subdomain $\mathcal{C} \times \Delta(\mathcal{L})$, we immediately deduce that ambiguity aversion implies risk aversion in the first stage. Now, we consider the reverse statement. Given $h_{+1}, h_{+1}^{\prime} \in \mathcal{H}_{+1}$, we define $a \in \Delta(\mathcal{L})$ as in Definition 6. We then have

$$
\begin{aligned}
& \left(c, a\left(\lambda \delta\left[h_{+1}\right] \oplus(1-\lambda) \delta\left[h_{+1}^{\prime}\right], \pi\right)\right) \\
& \quad=\left(c, \lambda a\left(\delta\left[h_{+1}\right], \pi\right) \oplus(1-\lambda) a\left(\delta\left[h_{+1}^{\prime}\right], \pi\right)\right) \\
& \quad \succeq_{s^{t}}\left(c, \lambda a\left(\delta\left[h_{+1}\right], \pi\right)+(1-\lambda) a\left(\delta\left[h_{+1}^{\prime}\right], \pi\right)\right) \\
& \quad=\left(c, a\left(\lambda \delta\left[h_{+1}\right]+(1-\lambda) \delta\left[h_{+1}^{\prime}\right], \pi\right)\right)
\end{aligned}
$$

for all $\pi \in \mathcal{P}_{s^{t}}$, where the relation $\succeq_{s^{t}}$ follows from the definition of risk aversion in the first stage. By Axiom B7 (Dominance), we obtain

$$
\left(c, \lambda \delta\left[h_{+1}\right] \oplus(1-\lambda) \delta\left[h_{+1}^{\prime}\right]\right) \succeq_{s^{t}}\left(c, \lambda \delta\left[h_{+1}\right]+(1-\lambda) \delta\left[h_{+1}^{\prime}\right]\right)
$$

It follows from the definition that the decision maker is ambiguity averse.
Proof of Proposition 6. First, we show that comparative risk aversion in the first stage implies comparative ambiguity aversion. To show that $i$ is more ambiguous averse than $j$, we need to show

$$
\begin{equation*}
(c, \delta[l]) \succeq_{s^{t}}^{j}\left(c, \delta\left[h_{+1}\right]\right) \quad \Longrightarrow \quad(c, \delta[l]) \succeq_{s^{t}}^{i}\left(c, \delta\left[h_{+1}\right]\right) . \tag{43}
\end{equation*}
$$

Given $h_{+1} \in \mathcal{H}_{+1}$ and $\mu_{s^{t}} \in \Delta\left(\mathcal{P}_{s^{t}}\right)$, define $b\left(h_{+1}, \mu_{s^{t}}\right) \in \Delta(\mathcal{L})$ as

$$
b\left(h_{+1}, \mu_{s^{t}}\right)(L)=\mu_{s^{t}}\left(\left\{\pi \in \mathcal{P}_{s^{t}}: l\left(h_{+1}, \pi\right) \in L\right\}\right)
$$

for every Borel set $L \subset \mathcal{L}$, where $l\left(h_{+1}, \pi\right)=\sum_{s} h_{+1}(s) \pi(s)$.
For any preferences $\left\{\succeq_{s^{t}}\right\}$ satisfying Axioms B1-B7, we use Theorem 3 to compute

$$
\begin{aligned}
V & \left(c, b\left(h_{+1}, \mu_{s^{t}}\right)\right) \\
& =W\left(c, v^{-1}\left(\int_{\mathcal{L}} v \circ u^{-1}\left(\int_{C \times \Delta(\mathcal{L})} u\left(V\left(c^{\prime}, a^{\prime}\right)\right) d l\left(c^{\prime}, a^{\prime}\right)\right) d b\left(h_{+1}, \mu_{s^{t}}\right)(l)\right)\right) \\
& =W\left(c, v^{-1}\left(\int_{\mathcal{P}_{s^{t}}} v \circ u^{-1}\left(\sum_{s \in S} \pi(s) \int_{C \times \Delta\left(\mathcal{H}_{+1}\right)} u\left(V\left(c^{\prime}, a^{\prime}\right)\right) d h_{+1}(s)\left(c^{\prime}, a^{\prime}\right)\right) d \mu_{s^{t}}(\pi)\right)\right) \\
& =V_{s^{t}}\left(c, \delta\left[h_{+1}\right]\right),
\end{aligned}
$$

where we use the change of variables theorem (Aliprantis and Border 1999, p. 452) to derive the second equality. This implies that $\left(c, b\left(h_{+1}, \mu_{s^{t}}\right)\right) \sim_{s^{t}}\left(c, \delta\left[h_{+1}\right]\right)$. Likewise, we have $\left(c, b\left(h_{+1}^{\prime}, \mu_{s^{t}}\right)\right) \sim_{s^{t}}\left(c, \delta\left[h_{+1}^{\prime}\right]\right)$. Thus, (43) is equivalent to

$$
(c, \delta[l]) \succeq_{s^{t}}^{j}\left(c, b\left(h_{+1}, \mu\right)\right) \quad \Longrightarrow \quad(c, \delta[l]) \succeq_{s^{t}}^{i}\left(c, b\left(h_{+1}, \mu\right)\right)
$$

This relation holds true because $i$ is more risk averse than $j$ in the first stage.
Turn to the proof of the converse statement. Fix a set $E \subset S$ such that $\lambda=$ $\int_{\mathcal{P}_{s^{t}}} \pi(E) d \mu_{s^{t}}(\pi) \in(0,1)$. Suppose $(c, \delta[l]) \succeq_{s^{t}}^{j}\left(c, \lambda \delta\left[l^{\prime}\right]+(1-\lambda) \delta\left[l^{\prime \prime}\right]\right)$ for $l, l^{\prime}, l^{\prime \prime} \in \mathcal{L}$. Let $h_{+1}$ be the one-step-ahead act that gives $l^{\prime}$ if event $E$ happens and gives $l^{\prime \prime}$, otherwise. Then by definition, we can show that $b\left(h_{+1}, \mu_{s^{t}}\right)=\lambda \delta\left[l^{\prime}\right]+(1-\lambda) \delta\left[l^{\prime \prime}\right]$. Using the representation in Theorem 3, we can verify that $\left(c, b\left(h_{+1}, \mu_{s^{t}}\right)\right) \sim_{s^{t}}^{j}\left(c, \delta\left[h_{+1}\right]\right)$ or $\left(c, \lambda \delta\left[l^{\prime}\right]+(1-\lambda) \delta\left[l^{\prime \prime}\right]\right) \sim_{s^{t}}^{j}\left(c, \delta\left[h_{+1}\right]\right)$, which implies $(c, \delta[l]) \succeq_{s^{t}}^{j}\left(c, \delta\left[h_{+1}\right]\right)$. By comparative ambiguity aversion, we have $(c, \delta[l]) \succeq_{s^{t}}^{i}\left(c, \delta\left[h_{+1}\right]\right)$. Since $\left(c, \lambda \delta\left[l^{\prime}\right]+(1-\right.$ $\left.\lambda) \delta\left[l^{\prime \prime}\right]\right) \sim_{s^{t}}^{i}\left(c, \delta\left[h_{+1}\right]\right)$ holds as well, we obtain $(c, \delta[l]) \succeq_{s^{t}}^{i}\left(c, \lambda \delta\left[l^{\prime}\right]+(1-\lambda) \delta\left[l^{\prime \prime}\right]\right)$. Hence, we have

$$
(c, \delta[l]) \succeq_{s^{t}}^{j}\left(c, \lambda \delta\left[l^{\prime}\right]+(1-\lambda) \delta\left[l^{\prime \prime}\right]\right) \quad \Longrightarrow \quad(c, \delta[l]) \succeq_{s^{t}}^{i}\left(c, \lambda \delta\left[l^{\prime}\right]+(1-\lambda) \delta\left[l^{\prime \prime}\right]\right) .
$$

We can extend this result to all $\lambda \in(0,1)$ by continuity (Axiom B1) and Axiom B4 (First Stage Independence). We can also extend this result to all finite lotteries over $\mathcal{L}$ by repeatedly applying the above argument. We finally extend it to all lotteries over $\mathcal{L}$ by continuity of preferences (Axiom B1).

## Appendix E: Proofs for Section 5

Proof of Proposition 7. Define

$$
\phi_{t}(\alpha)=V_{t}(c+\alpha \delta)
$$

for an adapted process $\left(\delta_{t}\right)$. Using (20)-(22), we have

$$
\phi_{t}(\alpha)=W\left(c_{t}+\alpha \delta_{t}, \mathcal{R}_{t}\left(V_{t+1}(c+\alpha \delta)\right)\right) .
$$

Taking derivatives in the preceding equation yields

$$
\begin{aligned}
\phi_{t}^{\prime}(0)=W_{1}\left(c_{t}\right. & \left.\mathcal{R}_{t}\left(V_{t+1}\right)\right) \delta_{t} \\
& +\frac{W_{2}\left(c_{t}, \mathcal{R}_{t}\left(V_{t+1}\right)\right)}{v^{\prime}\left(\mathcal{R}_{t}\left(V_{t+1}\right)\right)} \mathbb{E}_{\mu_{t}}\left\{\frac{v^{\prime} \circ u^{-1}\left(\mathbb{E}_{\pi_{z, t}}\left[u\left(V_{t+1}\right)\right]\right)}{u^{\prime}\left(u^{-1}\left(\mathbb{E}_{\pi_{z, t}}\left[u^{\prime}\left(V_{t+1}\right)\right]\right)\right)} \mathbb{E}_{\pi_{z, t}}\left[u^{\prime}\left(V_{t+1}\right) \phi_{t+1}^{\prime}(0)\right]\right\} .
\end{aligned}
$$

Define $\lambda_{t}$ as in (18) and $\mathcal{E}_{t}^{z}$ as in (19). We obtain

$$
\phi_{t}^{\prime}(0)=\lambda_{t} \delta_{t}+\mathbb{E}_{t}\left[\frac{\mathcal{E}_{t+1}^{z}}{\mathcal{E}_{t}^{z}} \phi_{t+1}^{\prime}(0)\right]
$$

where $\mathbb{E}_{t}$ is the conditional expectation operator with respect to the predictive distribution $\sum_{z} \mu_{t}(z) \pi_{z}\left(\cdot \mid s^{t}\right)$. From this equation and the definition in (17), we can derive that $\xi_{t}^{z}=\mathcal{E}_{t}^{z} \lambda_{t}$.

Proof of Proposition 8. When the utility function takes the homothetic form, we use Proposition 7 and the definition of the pricing kernel to derive (23). Alternatively, we may write the pricing kernel in terms of the market return as in Epstein and Zin (1989).

In a complete market, wealth $X_{t}$ satisfies

$$
X_{t}=\mathbb{E}_{t}\left[\sum_{s=t}^{\infty} \frac{\xi_{s}^{z}}{\xi_{t}^{z}} c_{s}\right]
$$

That is, time $t$ wealth is equal to the present value of the consumption stream. By Lemma 6.25 in Skiadas (2009), we have

$$
\begin{equation*}
V_{t}=\lambda_{t} X_{t} \tag{44}
\end{equation*}
$$

By (18), we have the relation

$$
\frac{c_{t}}{V_{t}}=\left(\frac{\lambda_{t}}{1-\beta}\right)^{-1 / \rho} .
$$

Thus, the consumption-wealth ratio satisfies

$$
\begin{equation*}
\frac{c_{t}}{X_{t}}=\frac{c_{t} \lambda_{t}}{V_{t}}=\left(\frac{\lambda_{t}}{1-\beta}\right)^{-1 / \rho} \lambda_{t} . \tag{45}
\end{equation*}
$$

Eliminating $\lambda_{t}$ from (44) and (45) yields

$$
\begin{align*}
V_{t} & =\lambda_{t} X_{t}=(1-\beta)^{\frac{1}{1-\rho}} c_{t}^{\frac{-\rho}{1-\rho}} X_{t}^{\frac{1}{1-\rho}} \\
& =(1-\beta)^{\frac{1}{1-\rho}} c_{t}^{\frac{-\rho}{1-\rho}} R_{t}^{\frac{1}{1-\rho}}\left(X_{t-1}-c_{t-1}\right)^{\frac{1}{1-\rho}}, \tag{46}
\end{align*}
$$

where we use (25) to derive the last equality. Note that the second equality implies that

$$
\frac{X_{t}}{c_{t}}=\frac{1}{1-\beta}\left(\frac{V_{t}}{c_{t}}\right)^{1-\rho}
$$

As a result, for unitary EIS $(\rho=1)$, the consumption-wealth ratio is equal to $1-\beta$.
Now, substituting (46) into (23) and manipulating, we derive

Writing in terms of consumption growth and manipulating, we obtain

$$
\begin{aligned}
M_{t+1}^{z}=\left(\beta\left(\frac{c_{t+1}}{c_{t}}\right)^{-\rho}\right)^{\frac{1-\gamma}{1-\rho}} R_{t+1}^{\frac{1-\gamma}{1-\rho}-1}\left(\mathbb{E}_{\pi_{z, t}}\right. & {\left.\left[\left(\beta\left(\frac{c_{t+1}}{c_{t}}\right)^{-\rho} R_{t+1}\right)^{\frac{1-\gamma}{1-\rho}}\right]\right)^{\frac{-(\eta-\gamma)}{1-\gamma}} } \\
\times & {\left[\mathcal{R}_{t}\left(\left(\beta\left(\frac{c_{t+1}}{c_{t}}\right)^{-\rho} R_{t+1}\right)^{\frac{1}{1-\rho}}\right)\right]^{\eta-\rho} . }
\end{aligned}
$$

In complete markets, the following Euler equation holds:

$$
\mathbb{E}_{t}\left[M_{t+1}^{z} R_{t+1}\right]=1 .
$$

By substituting the preceding pricing kernel into this Euler equation, we obtain

$$
\begin{aligned}
1=\mathbb{E}_{t}\left\{( \beta ( \frac { c _ { t + 1 } } { c _ { t } } ) ^ { - \rho } R _ { t + 1 } ) ^ { \frac { 1 - \gamma } { 1 - \rho } } \left(\mathbb{E}_{\pi_{z, t}}\right.\right. & {\left.\left.\left[\left(\beta\left(\frac{c_{t+1}}{c_{t}}\right)^{-\rho} R_{t+1}\right)^{\frac{1-\gamma}{1-\rho}}\right]\right)^{\frac{-(\eta-\gamma)}{1-\gamma}}\right\} } \\
& \times\left[\mathcal{R}_{t}\left(\left(\beta\left(\frac{c_{t+1}}{c_{t}}\right)^{-\rho} R_{t+1}\right)^{\frac{1}{1-\rho}}\right)\right]^{\eta-\rho} .
\end{aligned}
$$

Noting that $\mathbb{E}_{t}=\mathbb{E}_{\mu_{t}} \mathbb{E}_{\pi_{z, t}}$ and using the definition of $\mathcal{R}_{t}$, we obtain

$$
\left[\mathcal{R}_{t}\left(\left(\beta\left(\frac{c_{t+1}}{c_{t}}\right)^{-\rho} R_{t+1}\right)^{\frac{1}{1-\rho}}\right)\right]^{1-\rho}=1
$$

Thus,

$$
\mathcal{R}_{t}\left(\left(\beta\left(\frac{c_{t+1}}{c_{t}}\right)^{-\rho} R_{t+1}\right)^{\frac{1}{1-\rho}}\right)=1
$$

so that we can write the pricing kernel as (24).
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[^1]:    ${ }^{3}$ Roughly speaking, risk refers to situations where known probabilities are available to guide choices, while ambiguity refers to situations where probabilities are vague so that multiple probabilities may be available. Ambiguity aversion means that individuals dislike ambiguity.
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[^2]:    ${ }^{6}$ This multiplier model is dynamically consistent according to the standard definition and the definition in this paper. Hansen and Sargent $(2001,2007 b)$ also propose several other models of robustness. Some of them, e.g., "constraint preferences," are dynamically inconsistent according to the standard definition as pointed out by Epstein and Schneider (2003). However, the constraint preferences satisfy a different notion of dynamic consistency defined in Section 19.4 of Hansen and Sargent (2007b, pp. 407-412).

[^3]:    ${ }^{7}$ In a recent critique of the static KMM model, Epstein (2010) argues that Ellsbergian choices on $S$ should lead to Ellsbergian choices for second-order acts. In response, KMM (2009a) argue that second-order acts are modelling devices to deliver Ellsbergian choices on the state space $S$ of primary interest. To accommodate Ellsbergian choices for second-order acts, one can simply expand the state space to incorporate measures on $S$.
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[^4]:    ${ }^{9}$ We use the following notations and assumptions throughout the paper. Given a compact metric space $Y$, let $\mathcal{B}(Y)$ be the family of Borel subsets of $Y$ and let $\Delta(Y)$ be the set of Borel probability measures defined over $\mathcal{B}(Y)$. Endow $\Delta(Y)$ with the weak convergence topology. Then $\Delta(Y)$ is a compact metric space.
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[^5]:    ${ }^{12}$ In Seo's (2009) original representation, he takes $\mathcal{P}=\Delta(S)$. When we adapt his dominance axiom for $\mathcal{P}$, we can allow $\mathcal{P}$ to be an arbitrary subset of $\Delta(S)$. For example, the proof in Seo's appendix gives an example of a finite set $\mathcal{P}$.
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[^7]:    ${ }^{14}$ Because $\psi$ is independent of history $s^{t}$ in this axiom, we implicitly assume that $\succeq_{s^{t}}^{2}$ restricted to constant acts in $\mathfrak{J}\left(\mathcal{P}_{s^{t}}\right)$ is independent of $s^{t}$.

[^8]:    ${ }^{15}$ Note that the domains of $W, u$, and $v$ may be smaller than those specified in the theorem. We do not make this explicit so as to avoid introducing additional notations.

[^9]:    ${ }^{16}$ If $v \circ u^{-1}$ is concave, it is easy to check that $\left\{\succeq_{s^{t}}\right\}$ satisfies the uncertainty aversion axiom of Gilboa and Schmeidler (1989).

[^10]:    ${ }^{17}$ Given Axiom B4 (First-Stage Independence), our definition implies the following Gilboa and Schmeidler definition of ambiguity aversion: $\left(c, \delta\left[h_{+1}\right]\right) \sim_{s^{t}}\left(c, \delta\left[h_{+1}^{\prime}\right]\right) \Longrightarrow\left(c, \delta\left[\lambda h_{+1} \oplus(1-\lambda) h_{+1}^{\prime}\right]\right) \succeq_{s^{t}}\left(c, \delta\left[h_{+1}\right]\right)$ for all $s^{t}, c \in \mathcal{C}, h_{+1}, h_{+1}^{\prime} \in \mathcal{H}_{+1}$, and $\lambda \in[0,1]$.

[^11]:    ${ }^{18}$ Halevy (2007) finds experimental evidence to support this view. This view is controversial because nonreduction of compound lotteries is arguably a "mistake."

[^12]:    ${ }^{19}$ Hanany and Klibanoff (2009) also provide a dynamic extension of the KMM (2005) model. Their approach is nonrecursive in that they first define preference over consumption plans and then determine conditional preferences by updating beliefs.

[^13]:    ${ }^{21}$ Note that $\bar{u}$ is increasing on $\mathcal{M}$ when $\mathcal{M}$ is ordered by first-order stochastic dominance; therefore, its inverse exists.

