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Abstract

This paper examines the effects of group identityhie credit market. Exploiting the quasi-
random assignment of first-time borrowers to lo#icers of a large Albanian lender, we test
for own-gender bias in the loan officer-borrowertoha We find that borrowers pay on
average 29 basis points higher interest rates wherd with a loan officer of the other sex.
The results indicate the presence of a taste-badkdr than a statistical bias, as borrowers’
likelihood of going into arrears is independentladn officer gender. Ending up with an
opposite-sex loan officer also affects demand fedit, with borrowers being 11.5 percent
less likely to return for a second loan. The bgambre pronounced when the social distance,
as proxied by difference in age between the lofinevfand the borrower, increases and when
financial market competition declines. This is detent with theories that predict a taste-
based bias to be stronger when the psychologicstk aof being biased are lower and the
discretion in setting interest rates is higher. &rakogether, the findings suggest that own-
gender preferences can have substantial welfazetsff
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1 Introduction

Group identity in the form of family, ethnicity, drgender is a powerful predictor of social
preferences (Akerlof and Kranton, 2000; Chen and2009; Benjamin et al., 2010). In
particular, people generally favor in-group ovet-group members. Favoritism based on, for
example, gender identity can lead to inefficieraniactions and/or lost opportunities.
However, gender similarity may also entail trusiprocity, and efficiency due to shared
norms and understandings. In this paper, we exaoneeimportant form of group identity,
gender, and the consequences of own-gender preésréor outcomes in the credit market.

Credit transactions rely heavily on the interactibetween loan officers and
borrowers. Microcredit is a case in point, with moksents being small and opaque, leaving
the lending decision at the discretion of the lo#icer. If bank officers and borrowers share
gender identity, this could improve efficiency thgh a better understanding of the clients’
particular circumstances. For example, female loificers may better appreciate the ability
of female entrepreneurs in terms of completing rthebject and/or repaying the debt.
Conversely, a gender bias can also generate prfaing. While access to formal sources of
credit is often described as the main obstacléhermoor, the typically high interest rates for
microloans can be a deterrence factor, too. Rem=atarch shows that poor borrowers are
very sensitive to small changes in interest raf@slan and Zinman, 2008). If a gender bias in
the relationship between loan officers and borrewesults in higher interest rates, this may
have negative repercussions not only for the cbstealit, but also for take up of loans by
poor borrowers.

Using a large dataset of loan transactions fromia@aeredit lender in Albania, we
study if there is a bias against borrowers of tpposite gender by their respective loan
officer and the consequences of this bias for taeof loans. In particular, we assess if

borrowers pay higher interest rates when matchetl am opposite-sex loan officer and



whether this has an effect on the take up of amthliloans from the same lender. As our data
include information on both the price and the Igamformance in terms of arrears, we are
able to distinguish between statistical bias (Phel®72; Arrow, 1973), which implies higher
interest rates for riskier borrowers, and tasteetidsias or prejudice (Becker, 1957), which
implies higher interest rates independent of tlvellef riskiness. A better understanding of
which type of bias is operative has important iwgtiions for policy. Prejudice, being
inconsistent with profit maximization, should matie policymakers to promote competition-
enhancing strategies as well as anti-discriminali@nacy programs. Statistical bias, often
consistent with profit maximization, should motegiolicymakers to consider other policies
to support disadvantaged minorities.

Estimating the effect of own-gender preferencesgnts two main challenges. First, if
male or female borrowers with certain charactesséire more likely to be assigned the same
or opposite-sex loan officers, the true effectoail officer gender would be biased. Second, if
unobserved borrower traits are correlated withdwer gender, and if these can be observed
by the loan officers but not by the researchers, iitot clear whether a significant coefficient
on gender is due to a loan officer bias or the geolable traits.

We address these issues by exploiting a random @oemp of the institutional setting:
the fact that first-time borrowers are arbitradgsigned to their respective loan officer, with
the sector of activity being the only factor drigilassignment to a specific officer.
Conditional on sector, the random assignment ofdvggrs to loan officers ensures that the
unobservable borrower characteristics are the samgess all loan officers, regardless of loan
officer gender. In particular, we employ a diffecerin-differences strategy and compare the

difference in outcomes (for example, the interede) for male and female borrowers



obtaining a loan from a male loan officer to thdfedlence between male and female
borrowers obtaining a loan from a female loan efic

Our estimates provide convincing evidence of an -gemder preference, with
important repercussions for the subsequent loaraddfmSpecifically, borrowers assigned to
loan officers of the opposite rather than their ;s pay on average 29 basis points higher
interest rates. In addition, there is no evidera the loan officer-borrower gender match
predicts the likelihood of falling into arrears|aaling us to distinguish between taste-based
and statistical bias. If borrowers paying a higimterest rate were more likely to fall into
arrears, this would imply a statistical bias. Astis not the case, our results imply a loan
officer-specific taste for gender bias: loan offsceharge higher interest rates to borrowers of
the other gender although there is no differenaxHpost riskiness (or arrear probability).

Ending up with an opposite-sex loan officer alse aaignificant impact on take up of
loans. First-time borrowers matched with a loariceff of the opposite gender and who,
consequently, had to pay higher interest ratesp&gercentage points less likely to return
for a second loan. Given that 60 percent of thedvegrs return to the same lender for a
second loan, this is equivalent of an 11.5 perdestease, a substantial economic effect. On
top of paying higher interest rates on their flgns, there is thus a negative impact on the
demand for credit. In addition, the negative eff@dbeing matched with an opposite-sex loan
officer is stronger in smaller branches, as meakhyethe number of loan officers employed
per branch office. A possible interpretation isttemaller branches leave borrowers fewer
options to find alternative loan officers, as tileelihood of being matched with the same

opposite-sex loan officer is higher when returrfimga second loan.

! The identifying assumption of the difference-ififeliences estimator requires that the unobservable
characteristics are the same in the two differences

% This may be due to either male or female (or bfathyring borrowers of their own gender, or disfang those

of the other gender.



To better understand some of the possible mechanisiving the taste-based bias, we
examine heterogeneous outcomes related to oum@isdiWe show that the effect on the
interest rate partially can be explained by loaiicef and borrower age. In particular, loan
officers younger than the median (loan officer agggrge higher interest rates when matched
with an opposite-sex borrower. Meanwhile, above iaredged borrowers pay higher interest
rates when interacting with a loan officer of thgposite gender. One interpretation of these
results is the concept ebcial distance. Consistent with studies of cognitive behaviogréhis
a psychological cost involved in being biased thateases in cases where it is easier for the
biased party to relate to the individual being éthsagainst (Goodwin et al., 2000; Blair,
2002). For example, a male loan officer may haeeestype beliefs about women. However,
if he interacts with a female borrower of similagea he is more likely to identify with her
and, hence, experience a higher cost coming frenbiks. Meanwhile, mistreating someone
of the opposite sex that is older (and, hence,eqditferent) could be associated with a
smaller loss of utility.

A second, complementary, mechanism is that the @asnore pronounced in
situations when loan officers have additional diton in setting interest rates. Specifically,
we measure discretion in terms of competition froter financial institutions. While low
competition per se has a statistically insignific@ithough positive) effect on the bias, it has
a substantial impact once we focus on below-medged loan officers. The bias is stronger
for this category of loan officers when there isslecompetition. This is consistent with
theories predicting that competition can erodestetbased bias. For instance, Becker (1957)

argues that discrimination is costly and hardesustain in competitive environmerits.

% In a developed-country setting, Black and Straf2®91) and Levine et al. (2010) also find that disiation
against female and minority-race employees feltha U.S. after a branch deregulation resulted ghéri
competition.



Taken together, the results indicate that own-germeferences have non-trivial
welfare effects for consumers (higher interestsated lower take up) and providers of credit
(lower long-run profits through diminished demafd)e do not find any positive effects of
within-group matching of borrowers and loan offier

This paper speaks to several literatures. Firsilewthere is no research explicitly
examining the existence of a gender bias in micesfce, Karlan and Zinman’s (2008) study
is especially relevant for the present analysisngyexperimental field data from a South
African lender, where the interest rate offers waredomized, Karlan and Zinman show that
clients were sensitive to interest rate changeganticular to increases in price above the
lender’s standard rates. In light of the interesé differential identified in our paper, Karlan
and Zinman’'s finding suggests that a gender bidsded price gap may have important
effects on credit take up. This is indeed what wvd.f

Second, our paper also contributes to the empiliteshture examining poor peoples’
barriers to credit by identifying the existenceagiymmetric information in the credit market
(Karlan and Zinman, 2009). It further links to therk looking at mechanisms that can
improve access to finance, such as social capllign, 2007; Feigenberg et al., 2011) and
joint liability (Giné and Karlan, 2011). The setiiof the current study, a for-profit lender in
Albania, extending credit under individual liabjlitalso fits the pattern of the second
generation of microcredit (Armendéariz and Mordu@®05; Karlan and Morduch, 2009)
which has evolved in the direction of more traditibretail and small business lending.

Third, while there are studies looking at own-rgmeferences in police behavior

(Donohue and Levitt, 2001), in judicial sentenciMyelch et al., 1988) in the workplace

* Unfortunately, our data do not allow us to constrorecise measures of short-term profits becausédank
does not collect the necessary information on acteyments, the exact cost per loan, or the teaaveries in
case a loan defaults. Also, we would not be abkeatte any recovered amounts back to the loanesffim our
dataset, since the loan responsibility switches special loan recovery department once a loam asrears for
more than 60 days. In addition, we do not havermmfdion about the gender of the people workinch Iban
recovery department.



(Stoll et al., 2004), and in sports (Price and Widf 2010; Parsons et al., 2011), our paper is
the first that seeks to account for an own-gendas m lending. More generally, there is a
literature documenting biases in credit marketgdpminately using U.S. data on either
mortgage (Munnell et al., 1996; Berkovec et al989 add, 1998; Ross and Yinger, 2002;
Han, 2004) or small business lending (Cavalluzab @avalluzzo, 1998; Blanchflower et al.,
2003, Blanchard et al., 2008; Bellucci et al., 2F1OVhile these studies on minority or
gender bias have their merit, they suffer from main shortcomings. First, as both statistical
and taste-based bias can imply higher rejectiogsridr minority clients, it is often not clear
what type of bias is being identified (see Berkoeeal., 1998 and Han, 2004 for exceptions
though)® Second, and more importantly, existing work doetscontain all the characteristics
that lenders observe when approving the loans ettithg the contract terms. Hence, one can
never be sure that the loan applicants being cosdpare truly similar from the loan officers'
perspective. As a consequence, any measured diffesen outcomes could be attributed to
these factors unobserved by the researcher. Usenguasi-random assignment of borrowers
to loan officers in our sample allows us to addrésse shortcomings. Our dataset also
permits for a cleaner test of an interest rate gamss borrower gender as we have
information on loan performandeMoreover, previous work does not combine supplg an
demand-side analysis, that is, the effect of thelgebias on take up of financial services.
Finally, this paper fits into a small but growintgtature examining the importance of

loan officers in lending stressing long-term raaships, compensation schemes, loan officer

® For a survey of this literature, see Belluccile{2010).

® Becker (1993) writes (referring to influential woby the Federal Reserve Bank of Boston [Munnelalet
1996]) that studies trying to identify a gendershiaquire examining not only credit denial, bubdlse default,
interest charges, late payments, and other detamsmf the loans profitability.

" This is of particular importance as variation iterest rates may simply be driven by differentrdeg of risk
associated with loans given to borrowers of theesamopposite gender that materialize ex-post. §home are
able to measure only ex-post risk, and borrowesg’ lbehavior can be influenced by the interest, ithis would
actually bias our estimations towards finding ahligarrear probability among borrowers matchedotm|
officers of the other gender.



rotation, and loan officer gender for loan perfontaa (Agarwal and Wang, 2009; Hertzberg
et al., 2010; Beck et al., 2011; Drexler and Schaat1).

In the next section we provide institutional baackgrd information about our lender
and the loan process, outline our methodology, dastribe the data. Section three presents
the main empirical results, while section four expk different mechanisms that help

interpret our results. Section five concludes.

2 Dataand identification strategy

This section provides background information alibetlender, our identification strategy, as

well as a first look at the data, including destivip statistics.

2.1 Institutional background information
We use loan-level data from a large for-profit coencmal lender serving individuals and
small- and medium-sized enterprises in Albania. @aeaset includes nearly 8,000 loans
given by the lender over the period January 199B8doember 2006. In addition, our data
contains information on 279 loan officers and cevel branches of the bank. While the
lender clearly focuses on the low-income and mictegrise segment, financial
sustainability and therefore profitability is itempary goal.

Loan officers working for this lender have disabetion the rejection and approval of
a loan application as well as setting the interat. The loan officer that originates a certain
loan is also in charge of monitoring the repaymaegttavior of the borrower. If a loan is in
arrears for more than 30 days, the loan officeznsifies monitoring, for instance, by calling
the borrower to inquire about the reasons for repayt delay. When a loan is in arrears for
more than 60 days, it is transferred to a speoiah Irecovery department and, thus, a new

loan officer. We can therefore follow the relatibips between a borrower and loan officer



from approval over loan condition setting to itsfpemance in terms of arrears up to 60 days,
but not beyond that point in time as we lack infatimn about the gender of the loan officers
working in the loan recovery department.

Assignment of borrowers to loan officers is basedh® availability of loan officers in
the respective branch when the borrower arfivBpecifically, first-time borrowers cannot
freely choose a loan officer, barring an assignniEsed on any observable (for example,
gender) or unobservable characteristic (for examaitdity). Loan officers, however, may
specialize in certain business sectors. For instaihés more likely that a borrower working
in the transportation business ends up with a td&cer with previous experience in handling
borrowers from this business sector. Since male fanthle loan officers or borrowers
potentially specialize in certain sectors, thisdseto be accounted for. The next subsection
outlines our identification strategy and how we st for the potential loan officer and

borrower specialization in certain business sectors

2.2  ldentification strategy
To study the impact of the interaction between loHitcer and borrower gender on borrower
outcomes, we exploit the essentially random assggmnof first-time borrowers to loan
officers. In a framework analogous to the differmt-differences estimation, we compare
the difference in outcomes (interest rate, arreabgbility, and take up of a second loan) for
male and female borrowers obtaining a loan from aenmoan officer to the difference
between male and female borrowers obtaining afiman a female loan officer.

The identifying assumption is that the differenetween male and female borrowers
screened and monitored by male loan officers islaino the difference between male and

female borrowers screened and monitored by femadm lofficers, controlling for the

8 All loan officers work full-time, so that it doe®t matter which day of the week a borrower arrives



respective sector of activity of the borrower. Henahile male and female borrowers may
differ systematically due to any number of unobabte factors, identification of the gender
effect will be robust as long as this differencecanstant across male and female loan
officers? To address the possibility that it is not, we tak® additional steps. First, we
control for loan officer fixed effects, allowing us compare male and female borrowers
independent of the specific characteristics of gingn loan officer (besides gender). Second,
we also include a large number of observable contedated, borrower, bank-branch, and
(time-varying) loan officer characteristics.

To formally test whether borrower assignment isdoan with respect to loan officer
gender, we proceed in two complementary ways. ,Rivet regress loan officer gender on
borrower gender. This check shows whether femateoia@rs are more likely to be matched
to a male loan officer conditioning on sector amdet fixed effects. We also interact the
female borrower dummy with the sector dummies &i fer the matching within sectors,
taking into account that loan officers might spbzéin certain sectors. Specifically, we
estimate
(1) gl; =gb +@+db@ + 4 + &,
wheregl; is a gender dummy taking the value one for mad lofficers,gb; is a gender

dummy taking the value one for female borroweps,is sector dummy, angs is a year
dummy. In sum, the assumption is tiGav(gl;, gh |z) =0, wherezis a vector of the relevant

fixed effects. We cluster the standard errggs at the branch-by-sector level, as borrowers in

the same sector and same branch are likely to $lamleground characteristics as well as be

exposed to the same loan officer and branch envieoi.

° That is, we only require that the unobservableattaristics are the same in the two differencesaindirect
test of this assumption, we also show that thedifice-in-differences in the observable traitsatesignificant.



The results in Table 1 show that within each bussrgector borrower gender cannot
predict loan officer gender. In the first columne wstimate regression (1) not including any
fixed effects. We then gradually add time, sectord sector-borrower fixed effects. As
column (4) of Table 1 reveals, once we accountsfmcialization, borrower gender cannot
explain loan officer gender. The point estimat®0Q, is positive, insignificant, and close to
zero. This suggests that the assignment of borsweetoan officers is as good as random
within the sectors.

While we believe that this is the most stringentd@mization test, we perform a
second check where we verify if male relative tandée borrowers vary in their
characteristics depending on whether they are radtalith a loan officer of their own or the
opposite gender. If the identifying assumption @srect, there should be no statistically
significant difference-in-differences observed betw male and female borrowers ending up

with a male or female loan officer. We utilize fiedowing regression:

@) Yiis = AO00l +@ +gh@ +gli@ +db + gl + 4 + g,

where y, is one of the relevant characteristics of borrom@ntracting with loan officerin
yeart in sectors, with the other variables being the same as irciBpation (1). The
coefficient B indicates whether there is a difference betweereraad female borrowers
screened and monitored by male relative to femadm lofficers. The assumption is that
Cov(ghdl, ,u|2) =0, whereu is any other determinant of the outcome of intesgstand z

Is the vector of the relevant fixed effects. Spealfy, we have socio-demographic borrower
information (civil status, employment status: thst self-employed or — at least partly —
employed wage earner, age, size of the borrowensdéhold, phone availability). The data

also include information on the loan terms apavinfrthe interest rate (applied loan size in

U.S. Dollars [USD], applied loan maturity in daysjailability of a personal, mortgage, or
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chattel guarantee), the loan usage (working cadited assets, a combination of the two,
housing improvement, consumption, and “other”), axfdrmation on the financial status of
the borrower’s business (total assets in USD, baye).

The differences in Table 2 suggest a random assighof borrowers to loan officers
of the same or opposite gender. Specifically, colsifB8) and (6) display the t-statistic of the
relative difference across male and female borrewer male and female loan officers,
respectively. Finally, column (7) reports the ttstic of the difference-in-differences
estimate. While we find significant differencesweén male and female borrowers within the
sub-groups of female and male loan officers, ontyidehold size and civil status enter
(weakly) significantly once we compare borrowerdoafficer pairs conditional on sector,
sector-borrower, and time fixed effects. The ddtaws that male borrowers form part of
larger households, though the economic effect iglismnd are more often married. None of
the other observable differences are significangether, the results in Tables 1 and 2 lend

credibility to our identification strategy.

2.3  Samplecomposition and descriptive statistics

When analyzing treatment differences we focus aeethoutcomes: annual interest rate
charged, the likelihood of going into arrears, #mellikelihood of applying for a second loan
with the lender.

In order to examine potential interest rate diffedieds across borrower and loan
officer gender, we also analyze loan performancalse differences in ex-post loan risk may
explain why borrowers of different gender are cedrdifferent rates. Specifically, we define
loan performance as the probability that a loain @rrears for more than 30 days at any time
over the life of the loan (hereafter arrear proligli The 30 day arrear threshold is an

important variable and its use as a risk/perforreaneasure is quite common in microfinance

11



(the portfolio at risk of a microcredit lender isually reported using this risk definition).
Also, the lender increases the monitoring intensitge a loan is in arrears for more than 30
days, for example by contacting the borrower mdtenoon the phone or even visiting her.
As a robustness check, we run all the arrear regmes using the 60 days in arrears definition
with unchanged results. Using the internationadiyognized definition of a default (90 days
in arrears threshold), is not feasible in our casee, as mentioned above, the loan
responsibility changes after 60 days and rests aviipecial loan recovery department.

While the default probability could be endogenoasdtte interest rate, with higher
interest rates pushing the borrower towards riskiehavior thus undermining repayment
probability, this would bias our estimations towarihding a statistical rather than taste-
based bias. Specifically, if we find that borrowenatched to loan officers of the opposite
gender are given higher interest rates, this cimadce a higher arrear probabilify.

For our regression analyses, we restrict the dateveral ways. First, we focus on
first-time borrowers. By studying the first loanpdipation submitted by each borrower, we
assume that borrowers and loan officers had ne#thmevious business relationship nor any
knowledge of each other. The use of repeat loamaose problematic because borrowers
already have experience with the lender and magctal certain loan officer type, inducing a
systematic bias. In addition, the effect of the dgnbias on take up of a repeat loan
introduces a selection bias in the sample of repeatowers. Also, in the case of repeat
borrowers, loan officers have historic informatiavhich they can use when granting and
monitoring the loan and deciding on loan conditldpaFocusing on the first loan by each
loan applicant yields the cleanest test of possigénder-specific interest rate and

performance differentials.

191t is possible, however, that loan officers ofeatain gender exert different monitoring effortsess borrower
gender. Hence, an increase in the arrear probatuitiuiced by an interest rate hike could be traafédgainst a
higher monitoring effort on part of the loan officgharging the higher interest rate. This would ineglidate
any results with regard to the own gender bias,ntight explain why ex post arrear probabilitiesrdd differ
between the loan officer-borrower gender pairs.

12



Second, we drop loans with missing gender inforomatin the borrower. For that
purpose, we exclude loans by borrowers classifeelkgal entities in the database as we lack
information on borrower gender. Third, we drop leamith amounts of less than 100 and
more than 20,000 USD. While low values may be #wilt of miscoded entries we want to
exclude large loans that do not fit the definitioh small individual and microloans. In
addition, we exclude loans with an unreasonableolar age (younger than 18 or older than
75 years). This reduces our sample to 7,885 laarnthé baseline regression analysis.

The descriptive statistics in Table 3 shows thapéitent of the loans in the sample
are given to female borrowers, while 55 percent menaged by female loan officéfs.
Around 50 percent in our sample are loans managednbopposite-sex loan officer. The
average interest rate is 14 percent and the inteats is 30 basis points higher for male
borrowers and 40 basis points higher for male lotiicers. Five percent of loans go into
arrears, with a lower likelihood for female borrowd€3.7 percent) and female loan officers

(4.9 percent).

3 Main findings
This section first presents our baseline findings the interest rates and the arrear
probability!* Then we examine the effect of own-gender preferemt take up of further

loans.

1 The relatively high share of female loan officevsrking for the bank is in line with recent labomrket
statistics published by the Statistical Institutétbania (2007) and the recent census, both shpwhat females
are slightly overrepresented in financial institas and in jobs similar to the job of a loan office

12 While we have information on rejected loan appi@ss, more than 95 percent of first-time applisaate
granted a loan, yielding little variation to be bifed. When estimating cross-gender differencesnirmpproval
regression, however, we cannot find any evidencéhfogender bias.

13



3.1 Basdineresult

To investigate whether there is an own-gender inidending, we use OLS to estimate the
following specification

3) Ojis =@ o+ SAN gl + b + 0, + @+ @00 + @0l + [ +17c + Ky + X + E,

whereO is the outcome of interest (annual interest cldirgkelinood of going into arrears,
and likelihood of applying for a second loam),@, 1,77, and x are loan officer, sector, time,
cohort, and, branch dummies, respectively. The mpater x is a vector of loan officer,

borrower, and loan characteristics, though as shatvave,gh gl; is orthogonal tox, and the

consistency of 8 does not depend on the inclusion of the covariaiethe model. The
subscripts, j, k, s, andt denote borrower, loan officer, branch, sector, yaar, respectively.

We first examine the effect on interest rates amdaas.Interest Rate is the annual
interest rate charged on the loan @mdear is a dummy variable taking the value one if the
loan has been in arrears for more than 30 daysyapaint during the loan. We use OLS for
all three outcome variables, despiteAofear being a binary variable because when using a
non-linear model, we will lose loan officers thavie not experienced any arrears on their
loans, respectively, those who have only experi@rax@ears on their loans. Our findings,
however, are confirmed when considering the caefiic estimates of probit models. As
before, we cluster the standard errors at the brlgesector level.

The coefficientS estimates the impact of opposite-sex loan officersa borrower’s

interest rate (relative to own-gender loan offigeRt differently, it measures the differential
effect of a female (male) borrower paired with alendemale) loan officer compared to a
female (male) borrower matched with a female (mé&d@n officer. Table 4 presents the
findings using interest rates and arrear probgals dependent variables. The results in Panel

A refer to the interest rate regressions and thelt®in Panel B to the arrear regressions.
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The results in Panel A of Table 4 show a signiftadifference in interest rates paid by
borrowers assigned to loan officers of their owndgr compared to borrowers assigned to
loan officers of the opposite sex. In column (1Pahel A, we report the estimated coefficient
without controls and fixed effects. The point estien of 0.0026 is significant at the five
percent level. In columns (2) through (5) we addIgan officer (time-variant) specific
variables, (ii) borrower specific variables, (iaphort fixed effects, (iv) branch fixed effects,
and (v) branch and sector-specific trend variabids.column (6) of Panel A, we also include
the loan characteristics (approved loan amountyome maturity). These are arguably
endogenous to the outcome of interest. Howeverptiet estimate and the standard error
stay the same. The coefficient on the gender-gemdiraction is significant in all
specifications at least at the 5 percent levemflies that borrowers assigned to opposite-sex
loan officers pay on average a 29 basis pointsdnigtierest rate compared to borrowers who
are matched with loan officers of the same gender.

Panel B of Table 4 shows that the identified irderate differential is unjustified with
respect to the arrear probability. The higher ederates that borrowers pay when matched
with a loan officer of the opposite gender couldepdially be explained by the fact that they
are riskier customers, which would indicate a st&tal bias. The consistently insignificant

coefficient estimate orghgl; clearly indicates that there is no difference lestw female

(male) borrowers’ likelihood of falling into arreardepending on whether they are screened
and monitored by a male (female) as opposed tonalée (male) loan officer. Note that
borrowers’ ex post risk behavior potentially coblelinfluenced by the interest rate through a
changed repayment burden. Since borrowers endingitlpopposite-sex loan officers on

average pay higher interest rates, this shouldaligtbias our estimates toward finding a

3 We control for branch-specific trends, as brancbpened up during our period and may have evolved
differently with respect to our outcome variabl®ée control for sector trends to take into accoumssible
attitudinal changes specific to each sector that dneve our outcome variables.

15



higher arrear probability in these instances. Havgthe arrears are not affected by the loan
officer-borrower gender match.

In sum, the results support the existence of &4aased, rather than a statistical bias,
as the higher interest rates paid by borrowers wiatched with a loan officer of the

opposite gender do not seem to be driven by a higkiel of riskiness?

3.2 Taste-based biasand loan take up

Next we explore the consequences of the taste-iaaeddentified in the previous section on
loan demand. This is an issue of great importan@nghe recent finding that poor borrowers
are sensitive to increases in interest rates (Maalad Zinman, 2008). In line with these
results, we expect that borrowers that are matehgtdlan opposite sex loan officer and, thus,
pay higher interest rates, will react by demandesg credit, that is, applying less often for a
repeat loan with the same lender.

Specifically, we examine the relationship betweka likelihood of applying for a
second loan, the loan officer matching, and therest rate from the first loan. Overall, 60
percent of all first-time borrowers came back te thstitution for a second loan during our
sample period. While a large number of these nturmang customers might be due to the
usual attrition and the lack of need for furthemrle, we investigate whether part of it can be
explained by the loan-officer match in the firsaho We define a dummy variable that takes
on value one if the borrower returned to the baok dt least one more time and zero
otherwise. We account for the fact that borrowerghtnnot come back to the bank because
the maturity of their first loan lies beyond thedesf our sample period (the problem of right
censoring). Hence, we compute the average maufrigyl loans, which is 563 days, and end

our sample period on December 31, 2006, less 5¢8 foda the test. This reduces the sample

14 We further tested for variation in the taste-balsiag across the different business sectors buptdind any
significant difference.
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size from 7,885 to 5,445 observatidiswWe then run specification (3) with a dummy
indicating whether a borrower returned to the baskhe dependent variable, including the
controls and the fixed effects corresponding to eh@d) in Table 4°

The results in Table 5 show that borrowers thatv@je matched with a loan officer of
the other gender and/or (ii) were charged a highterest rate on their first loan, are less
likely to apply for a second loan. The economi@ef are substantial: being matched with a
male (female) loan officer results in a 6.9 pergaoints lower likelihood of female (male)
borrowers applying for a second loan. The impa¢hefgender mis-match on take-up is large
given that only 60.3 percent of all first-time bmnrers apply for a second loan. The results in
column (2) suggest that the higher interest ratanismportant reason of why borrowers
matched to a loan officer from the opposite gertttenot return; the interest rate charged on

the first loan enters significantly, while the sfgrance of ghgl, drops to the 10 percent

level. Column 3 investigates whether the interagt acts as a mediating factor between the
loan officer-borrower match and take up. To do,this re-estimate the baseline specification

by IV/2SLS, withghgl, as the excluded instrument for the interest ratt the remaining

interaction terms, the fixed effects, and the c@atas as controls. The reasoning behind this
specification is that it uses the gender pair agyerous to derive the economic effect of the
gender-induced interest rate hike. The impact &e t# for borrowers ending up with an
opposite-sex loan officer is significant at the marcent level. The point estimate of 20.18
implies that a one percentage point increase ininterest rate reduces take up by 20
percentage points. In unreported regressions, wdiroo our findings for a sample of
borrowers that did not fall into arrears on thaistfloan, with coefficient estimates of almost

the same size.

!> The results do not change if we use the mediamnitatnstead of the mean maturity. We also re-tiam
regressions of Table 4 and obtain the same refeulthis smaller sample.

% In some of the tests reported below we excludebtla@ch trends. This is necessary because othetidse
regressions include too many sparse indicator bisaand it is impossible to compute the standeat®
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Overall, these findings suggest that beyond the ioggact that higher interest rates
have for borrowers matched to a loan officer fréva other gender, there is a negative effect
of this taste-based bias on take-up rates. Thipatgfindings by Karlan and Zinman (2008)
on the interest rate sensitivity of loan take ud ahows that the own-gender bias can have a
significant impact on demand for credit by borrosver

Columns 4 and 5 provide additional evidence fordfiect of the own-gender bias on
take up. We conjecture that borrowers that wergestito the taste-based bias are less likely
to return for a second loan in branches where thbability of being matched with the same
(opposite-sex) loan officer is higher. In largeatches with many loan officers, there is a
reasonable chance that borrowers might be matchtdd avdifferent loan officer (due to
rotation or work load distribution) and hopefully the same gender, so borrowers might be
more enticed to return. In small branches, thikess likely. Specifically, for each year we
divide the sample into bank branches with aboveetow the median number of loan officers
(our size measure). This implies that we explorgatian in terms of employees across
branches and time (allowing us to keep the branadfeffects). Also, we confirm that our
first randomization test [specification (1)] holids the subsample¥.

Both column 4 and column 5 show a significant aedative effect of the gender
mismatch on take up of a second loan for branchés elow median number of loan
officers. The size of the coefficient is more thhree times the size of the regression for the
full sample, suggesting a large economic effecisfoall branches. A Wald test confirms that
the coefficient estimates across the two regressaoa significantly different from each other.
When testing for an interest rate differential asrbranches of different size, we find a higher
interest rate for borrowers matched with loan eiffscof the opposite gender footh small

and large branches. Hence, while borrowers suften fown-gender bias across branches of

" Results for this and all other randomization téstshe subsamples are available on request frenatithors.
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all sizes, the repercussions of this bias for t#kesf future loans can only be observed in
small branches. We see this as additional evidéaroceur hypothesis of a negative impact of
own-gender preference on take up, as borrowerkessdikely to be matched with a different

loan officer for the second loan in smaller brarscvih fewer loan officers.

4  Mechanisms and channels of the taste-based bias

The previous sections showed a significant own-gefias in loan officers’ setting of the
interest rate and the consequences of this bidsdimowers’ take up of additional loans with
the lender. In what follows, we investigate two @fie mechanisms and channels through

which the own-gender bias may work.

4.1  Social distance and the own-gender bias

The first hypothesis that we explore is the idest the bias varies with theocial distance
between the loan officer and the borrower. Whilanlofficers may have stereotype beliefs
about the opposite gender, consistent with stusfi€®gnitive behavior, the bias can involve
psychological costs that increase when the biasety s faced with counter-examples that
are conflicting with the gender stereotype (Goodwtnal., 2000; Blair, 2002). This cost
arguably rises in cases where it is easier fobihsed party to relate to the individual being
biased against. For example, a male loan officey have stereotype beliefs about women.
However, if he interacts with a female borrowetld same age, he is more likely to identify
with her and, hence, experience a higher psychodbgcost coming from the bias.
Meanwhile, stereotyping someone of the opposite et is older (and, hence, quite
different) can be felt as less costly. Therefohe, bias is more pronounced when sbeial

distance between the loan officer and the borrower increasbe concept afocial distance
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as a driver of the bias also implies that expeegent the job per se should not matter, that is,
the bias should be independent of the specifiejqierience.

Consistent with our hypothesis, we anticipate th& more difficult for young loan
officers to relate to old borrowers as #peial distance in this case is expected to incredse.
We test for this by dividing the sample accordinghe median loan officer age (24 years)
and to the median borrower age (41 ye&td)e then run the baseline regression using
interest rate and arrears as dependent varialpasagely for the resulting subsamples and test
for significant difference across the sampfes.

The results in columns (1) and (2) of Table 6 shioat the own-gender bias is present
in the case of older borrowers (above 41 yearshh wi statistically significant difference
between the two regression coefficients at therégme level according to the Wald test. The
point estimate for the differential interest rateiged for older borrowers interacting with an
opposite-sex loan officer is 0.0041. As the loaficefs in the sample are considerably
younger than the borrowers, this is in line witle frediction that the bias should be more
pronounced if theocial distance is bigger. Similarly, the results in columns (8Jda4) show
that the bias is larger in the case of younger loHiicers (below 24 years), who charge
considerably higher interest rates if matched viitinrowers of the opposite gender, while
older loan officers do not: the interest rate deedht for young loan officers, 0.0051, is
significant at the one percent level, whereas tbmtpestimate for older loan officers is
insignificant, positive, and close to zero (the Wadkst of difference across the two

coefficients confirm that they are significantlyffdrent at the five percent level). In addition,

'8 We also split the sample according to other boeroand loan officer characteristics, but do notl fany
significant difference across groups.

¥ While we expect the effect to exist also in theecaf older (above the median age) loan officersheal with
younger (below the median age) borrowers, our sardplks not permit us to test for this because dha |
officers are on average much younger than the ben® Above median-aged loan officers are 28 yehts
while below-median aged borrowers are almost 33s Tan be compared to the polar case reported above
where below median aged loan officers are 23 yaldrgvhile above-median aged borrowers are about 50.

2 As above, the identifying assumption for the twibsamples holds because the female gender dummy is
insignificant when implementing the first randontiaa test [equation (1)].
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the differential behavior of loan officers acrosgeagroups is not related to their work
experience, as defined by the number of loan tdioss handled at the time of each new
loan contract. Specifically, columns (5) and (6pwhno significant difference below and
above the median experience (121 loans handledseThesults demonstrate that work
experience does not change loan officers’ tastetimeotyping, while closeness in age does.
This provides further support to the conclusiort tha bias is intrinsically motivated, rather
than based on other considerations such as profit.

The Panel B regressions do not show any signifiddférences in arrear probability
across borrowers or loan officers of different ageexperience. Thus, the bias that we

identify cannot be justified in terms of a highevel of borrower riskiness.

4.2  Competition and the own-gender bias

We also conjecture that the bias varies with fimgnmarket competition. Becker (1957)

argues that a gender bias should be more pronowviced the degree of competition is low.
Specifically, when there is little competition, foafficers have more discretion in expressing
the taste-based bias since the borrowers have fewtside options and, hence, less
bargaining power. We therefore expect the biaseiariore pronounced when competition
decrease$'

To explore the role of competition, we map adddéilocompetition data to our dataset.
Specifically, we retrieved information on the unse of registered bank branches and the
population in Albania by region and time, and mergas with our loan-level data. The data
(provided by the Albanian central bank) are avaddbr the years 2004-2006, thus covering

roughly 75 percent of the loan transactions, retlyithe sample size to 5,704 observations.

L The reasoning is analogous to the argument deselap Parsons et al. (2011), who show that an @ee-r
bias associated with baseball referees is stranggtuations where it is less likely that the bigsliscovered, in
their context, in baseball arenas with camerasdbatiment the decisions taken by the referees.
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We then construct a competition proxy, definedngsrtumber of bank branches per capita by
region and year, and divide the sample accordinthéoobservations from regions with a
branch-ratio below and above the median (as deflmedhe regions covered by the 21
branches in our data). The regions below (abowejthdian are the regions where we expect
that competition from other financial institutiorsslow (high). We also include the absolute
number of bank institutions in a specific regior a)ear as an additional control. These sub-
sample regressions can only be run for the inteegstand arrears variables, but not to test
differences in take up as the sample size becomoesmall’?

Table 7 shows that the taste-based bias variebessyt would predict. In order to
identify our effects, we explore time variationtire ratio of branches per capita. First, we test
for differences across branches in regions witheddht degrees of competition. While
columns (1) and (2) show that less competitiondases the size of the taste-based bias, the
difference is not statistically significant acrossanches in areas with high and low
competition. However, when we focus on the sampigang loan officers (that is, below the
median age of 24), we find evidence of a tasteddsas in branches that face low
competition from other banks [columns (3) and (4)he coefficient in the regression for
branches in high-competition areas is not onlyginigicant (which might be due to the small
number of observations) but also smaller in magieitthan in the regressions for branches in
low-competition area$ The last two columns in Table 7 show a similafeténce when we
focus on small branches as defined by the numbgraof officers employed per branch. We
find that loan officers are more likely to exercibe taste-based bias in small branches with
little competition, with the effect being three 8mas large in these cases, as compared to

smaller branches that face above median competifioa point estimate in the former case is

?2|n the case of take up, our sample is restrictethb sample period — because we are unable towebtee
second loan take up for first-time borrower in 2@0@l late 2005, while the competition data onlyudes 2004
through 2006.

% Focusing on above-median age borrowers and splittie sample according to competition does ndd iay
significant differences; results are available equest.
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0.0097 and significant at the one percent levellenibdrops to 0.0031 in the case of above
median competition. The regressions in Panel B slagvibefore, that there are no differences
in arrears across borrower-loan officer matchaganaiess of the sample split.

Together, these results confirm that competitionthe lack thereof is one of the
drivers of the own-gender bias, though only in cofion withsocial distance as proxied by
age. Young loan officers are more likely to chahggher interest rates to borrowers of the

opposite gender in branches that face little coitipetirom other financial institutions.

5 Conclusion

Our results suggest that own-gender preferencestaffedit market outcomes. In particular,

using a rich loan-level dataset from an Albaniacrogredit lender, this paper has three main
findings. First, we identify an own-gender biaghe setting of interest rates in microlending.

Specifically, borrowers matched with a loan offioéithe other gender pay, on average, 26 to
29 basis points higher interest rates than if netclith a loan officer of the same sex.

Second, the bias we identify is taste based ratem statistical, as there is no ex-post
difference in riskiness across borrowers matchedl lttan officer of the same or the opposite
gender. Third, the own-gender bias has negativercepsions for take up of further loans.

Borrowers matched to loan officers of the opposée are 6.9 percentage points less likely to
return for another loan from the same lender.

We also investigate the sources of the taste-basedgender bias. We argue and
show that the bias is more pronounced whensticeal distance between the loan officer in
charge of the loan and the borrower is larger. dditeon, the bias increases when loan
officers have more discretion (as measured by @i@market competition) in setting interest

rates, i.e., applying the bias.
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Understanding in-group identity, in the form of cgender preferences, has at least
two implications for the functioning of the credmarket. First, identity may affect the
organizational design of financial institutions. eSgiically, matching loan officers to
borrowers of the same gender can have repercussipneeducing taste-based biases.
Similarly, the pairing of loan officers and borraweaccording to proxies such as age may
also help eliminate existing biases. Second, fropolecy perspective, our findings point to
the possibility that financial market competitioancbe a powerful tool in dampening the

biases of loan officers, and, ultimately, banksiast borrowers of a certain gender.
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Table 1: Test of random assignment

1) (2) 3) (4)
Borrower gender -0.1103*** -0.0877*** -0.0306 0.0011
(0.0364) (0.0275) (0.0188) (0.0492)
Time FE No Yes Yes Yes
Sector FE No No Yes Yes
Sector by borrower FE No No No Yes
Observations 7,891 7,891 7,891 7,891

In this table we regress the loan officer gendertten borrower gender. The dependent variable isranty

variable that takes on value one if the loan offisemale. The main dependent variable is a dumamiakle that
takes on value one if the borrower is female. Iluiem (1) we do not include any further control adbte. The
column (2) regression adds time fixed effects,ablemn (3) regression further adds sector fixedaf, and the
column (4) regressions adds sector-borrower fiXéetes. Standard errors that are clustered at tardh-sector
level are shown in parentheses. ***, ** * indicatignificance at the 1, 5, and 10 percent levepeetively.
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Table2: Test for differencesin borrower characteristics

Male loan officers

Female loan officers

Male Female Male Female
borrowers borrowers t-statistic borrowers borrowers t-statistic  t-statistic
(3)=(1)- ®)=@4)- (MN=0)-
Variable (1) (2) (2) (4) (5) (5) (6)
Age applicant  41.30 41.99 0.26 40.88 41.46 1.14 0.79
Wage earner 0.46 0.76 1.97* 0.75 0.91 0.59 1.59
Civil status 0.91 0.77 -2.65*** 0.89 0.73 -2, 75%** 1.97*
Household size 5.45 4.77 -7.51%** 5.23 4,50 -3.91%** 2.09**
Phone
availability 0.95 0.92 0.14 0.93 0.91 0.92 -0.29
Applied amount 2,990 2,675 -0.98 3,193 2,769 0.03 -0.87
Applied maturity 585 580 -1.51 625 613 -0.02 0.04
Total assets 26,516 27,577 -2.59%* 28,204 25,688 1.26 0.88
Leverage 0.02 0.02 4,13%** 0.02 0.02 -2.45%** -0.25
Personal
guarantee 0.11 0.16 0.69 0.19 0.18 -0.08 0.28
Mortgage
guarantee 0.08 0.10 1.96* 0.15 0.13 -0.52 0.02
Chattel guaranter 0.98 0.96 -1.91* 0.95 0.94 -0.30 0.53
Working Capital 0.10 0.08 0.90 0.08 0.03 -1.59 0.91
Fixed Assets 0.48 0.27 -2.48** 0.27 0.12 -0.24 -1.13
Mixed 0.15 0.10 0.96 0.03 0.02 1.69* -0.21
Housing
Improvement 0.16 0.29 0.44 0.38 0.46 -1.32 0.07
Consumption 0.11 0.26 2.35* 0.24 0.35 2.33** 0.74
Others 0.00 0.00 n.a. 0.00 0.00 -1.07 -1.46
Observations 3,057 464 3,521 3,524 846 4,370 7,891

This table contains a test of difference in obdelevdorrower characteristics using a differencelifference
approach. Columns (1) and (2) show raw means feetaof borrower characteristics of male and female
borrowers that are matched with male loan offic€@umn (3) shows the t-statistic of a test ofeliéince of the
respective borrower characteristic between malefaméle borrowers with male loan officers. Colunihsand

(5) show raw means of male and female borrowetsatigamatched with female loan officers. Columndi&ws
the t-statistic of a test of difference of thepestive borrower characteristic between male anthfe borrowers
with female loan officers. Column (7) shows thetatistic of a test of differences-in-differences fine
respective borrower characteristic. The t-stasistic columns (3) and (6) are estimated conditioordime,
sector, and sector-borrower fixed effects. Theatistics in column (7) are estimated additionalbyditioning

on sector-loan officer fixed effects. ***, ** * idicate significance at the 1, 5, and 10 percergl]aespectively.
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Table 3: Descriptive statistics

(1) (2) 3) (4) (5) (6) (7

Variable Mean SD Median Male borrower Female borrower Male LO Female LO
Interest rate 0.14 0.02 0.14 0.14 0.14 0.14 0.14
Arrears 0.05 0.23 0.00 0.06 0.04 0.06 0.05
Female 0.17 0.37 0.00 n.a. n.a. 0.13 0.19
Civil status 0.87 0.33 1.00 0.90 0.75 0.89 0.86
Household size 5.21 1.60 5.00 5.33 4.59 5.36 5.09
Age applicant 41.17 10.29 41.13 41.07 41.65 41.39 40.99
Wage earner 0.65 0.48 1.00 0.61 0.86 0.50 0.78
Total assets 27,244 82,355 16,367 27,420 26,359 26,656 27,718
Leverage 0.02 0.07 0.00 0.02 0.02 0.02 0.02
Applied amount 3,038 2,955 2,086 3,099 2,736 2,948 3,111
Approved amount 2,727 2,861 1,961 2,780 2,458 2,641 2,796
Approved maturity 563 288 540 564 559 542 581
Phone availability 0.94 0.25 1.00 0.94 0.92 0.94 0.93
Personal guarantee 0.16 0.36 0.00 0.16 0.17 0.12 0.19
Mortgage guarantee 0.11 0.32 0.00 0.11 0.12 0.08 0.14
Chattel guarantee 0.96 0.19 1.00 0.97 0.95 0.98 0.95
Destination Working Capital 0.08 0.28 0.00 0.09 0.05 0.10 0.07
Destination Fixed Assets 0.33 0.47 0.00 0.37 0.17 0.45 0.24
Destination Mixed 0.08 0.27 0.00 0.08 0.05 0.14 0.03
Destination Housing Improvement 0.30 0.46 0.00 0.28 0.40 0.18 0.40
Destination Consumption 0.20 0.40 0.00 0.18 0.32 0.13 0.26
Destination Others 0.00 0.02 0.00 0.00 0.00 0.00 0.00
Production 0.18 0.38 0.00 0.20 0.07 0.31 0.07
Transport 0.15 0.36 0.00 0.17 0.05 0.17 0.13
Construction 0.67 0.47 1.00 0.63 0.88 0.52 0.80
Female LO 0.55 0.50 1.00 0.54 0.65 n.a. n.a.
Age LO 25.54 4.53 23.89 25.62 25.13 26.74 24.58
Applications per LO 165.49 159.16 121.00 165.64 164.76 159.94 169.97

This table shows descriptive statistics (mean,dgtechdeviation (SD), median) for the main dependaniables interest rate and arrears and the nmaitral variables used in the
regression analyses. The columns (1)-(3) show dhgeg for the entire sample, columns (4) and (&)ntleans for male and female borrowers, and coléjnand (7) the means for
male and female loan officers.
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Table4: Basdineresults

1) (2) 3) (4) (5) (6)

Panel A: Interest rate
Gender*Gender 0.0026**  0.0026** 0.0027*** 0.0027** 0.0029*** (0.0029***

(0.0011) (0.0012) (0.0010) (0.0009) (0.0013) (0.0013)
Adjusted R-squared 0,4407 0,5259 0,5266 0,5431 0,5509 0,5509
Observations 7.891 7.885 7.885 7.885 7.885 7.885
Panel B: Arrears
Gender*Gender 0,0080 0,0077 0,0100 0,0100 0,0099 0,0099

(0.0138) (0.0161) (0.0168) (0.0165) (0.0140) (0.0140)
Adjusted R-squared 0,0718 0,0833 0,0844 0,0844 0,0841 0,0841
Observations 7.891 7.885 7.885 7.885 7.885 7.885
Loan officer fixed effects Yes Yes Yes Yes Yes Yes
Loan officer-specific variable No Yes Yes Yes Yes Yes
Borrower-specific variables No No Yes Yes Yes Yes
Branch fixed effects No No No Yes Yes Yes
Branch and sector trends No No No No Yes Yes
Loan characteristics No No No No No Yes

This table shows regression results with interatd (Panel A) and arrear occurrence (Panel B) psndient
variables. The table only shows the coefficienttf@ gender-gender interaction, all further contrariables are
as indicated in the table, but omitted to save epRach regression also includes time, sectorpisbctrower,
and sector-loan officer fixed effects. Standaradrrithat are clustered at the branch-sector lenekhown in
parentheses. *** ** * indicate significance akthi, 5, and 10 percent level, respectively.
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Table5: Own-gender biasand take up of second loan

Branch size
1) (2 3 (4) (5)
Gender*Gender -0.0694** -0.0663* -0.2360*** -0.0163
(0.0339) (0.0341) (0.0509) (0.0295)
Interest Rate -0.9171%** -20.18*
(0.3172) (12.22)
F-test 7.93
(0.008)
P-value of Wald test 0.0000
Adjusted R-squared 0.1965 0.1974 n.a. 0.2201 0.1862
Observations 5,445 5,445 5,445 2,184 3,261

This table shows regression results with loan t#kexs dependent variable. Loan take-up is a dunamphble

that takes on value one if borrowers returned ¢obtank for an additional loan application in cdseythad been
granted a first loan. For this test, the sampléopeends on December 31, 2006, less the mean tyatwtiich is

563 days for all approved loans in the baselinepdandll regressions include the control variabtkat are

included in column (4) of Table 4, the results foese are omitted to save space. Further, bramttsector
trends are included where possible. In column®),include the interest rate as additional conteslable. In

column (3), we show 2SLS estimates with Gender*@efad the excluded instrument and the interacéomsg,

the fixed effects, and the covariates as contfielest statistics (with p-values in parenthesas)dlumns (4)
and (5), we split the sample according to the nredizamber of loan officers by branch and year. Baghession
also includes time, sector, sector-borrower, anctosdoan officer fixed effects. Standard errorstttare

clustered at the branch-sector level are showraieriheses. ***, ** * indicate significance at the 5, and 10
percent level, respectively.
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Table 6: Own-gender bias and social distance

Young old Young old Low High
borrowers borrowers loan officers loan officers experience experience
Panel A: Interest rate
Gender*Gender 0.0009  0.0041** 0.0051*** 0.0008 0.0030**  0.0035***
(0.0010) (0.0014) (0.0016) (0.0014) (0.0014) (0.0011)
P-value of Wald test 0.0677 0.0488 0.8069
Adjusted R-squared 0.5389  0.5340 0.5147 0.5735 0.5525 0.6177
Observations 3,940 3,945 4,045 3,840 4,153 3,732
Panel B: Arrears
Gender*Gender 0.0061  0.0230 0.0010 0.0215 0.0238* -0.0100
(0.0245) (0.0192) (0.0238) (0.0171) (0.0121) (0.0228)
P-value of Wald test 0.3792 0.3730 0.2029
Adjusted R-squared 0.0761  0.0947 0.0714 0.0912 0.0895 0.0795
Observations 3,940 3,945 4,045 3,840 4,153 3,732

This table shows regression results with interatt (Panel A) and arrear occurrence (Panel B) psrdkent
variables. All regressions include the control &alés that are included in column (4) of Tableh, itesults for
these are omitted to save space. Further, brantiseator trends are included where possible. Ionsos (1)
and (2), the sample is split according to the nretharrower age (41 years). In columns (3) andtt®,sample
is split according to the median loan officer agé years). In columns (5) and (6), the sample lis apcording
to the median loan officer experience measureti@stimber of loan applications handled by the r&@spmeloan
officer (121 loan applications handled). Each regi@n also includes time, sector, sector-borroamrd, sector-
loan officer fixed effects. Standard errors that elustered at the branch-sector level are shovpaiantheses.
*x *% % indicate significance at the 1, 5, andIpercent level, respectively.
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Table 7: Own-gender biasand competition

Competition Young loan officers Small branches
Low High Low competition High competition Low competition High competition
Panel A: Interest rate
Gender*Gender 0.0039*** 0.0032** 0.0077** 0.0007 0.0097*** 0.0031
(0.0013) (0.0013) (0.0024) (0.0020) (0.0021) (0.0020)
P-value of Wald test 0.6618 0.0097 0.0157
Adjusted R-squared 0.4302 0.5486 0.4521 0.5260 0.3705 0.5676
Observations 3,557 2,147 1,846 1,010 1,533 1,129
Panel B: Arrears
Gender*Gender -0.0003 0.0393 -0.0030 0.0453 -0.0021 0.0342
(0.0212) (0.0334) (0.0277) (0.0990) (0.0323) (0.0426)
P-value of Wald test 0.1255 0.5884 0.4186
Adjusted R-squared 0.0869 0.0926 0.0588 0.1103 0.0944 0.0380
Observations 3,557 2,147 1,846 1,010 1,533 1,129

This table shows regression results with interatst (Panel A) and arrear occurrence (Panel B) psndkent variables. All regressions include the rabnariables that are included
in column (4) of Table 4, the results for these @matted to save space. Further, branch and seetods are included where possible. In columnsafit) (2), the sample is split
according to the median competition measured asatie of branches over population in a specifigisa and year for the time period 2004-2006. Colar(®) and (4) show

regression results for below median age loan afiemd for low and high competition. Columns (5l é8) show regression results for below median Braaches and for low and
high competition. Each regression also includeg tisector, sector-borrower, and sector-loan officexd effects. Standard errors that are clustateithe branch-sector level are
shown in parentheses. ***, ** * indicate significee at the 1, 5, and 10 percent level respectively.
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