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Estimated parameters do not get the ”wrong sign”
due to collinearity across included variables*

Philip Hans Franses and Christiaan Heij

March 5, 2002

Abstract

Estimation results in linear regression models are sometimes in contrast with

what was expected on the basis of a certain set of hypotheses or theory, in
the sense that one or more parameters have the ”wrong sign”. One could be
inclined to think that this is due to collinearity across explanatory variables,
suggesting one should leave out one or more of the collinear variables. In
this note we show that this is not a valid approach. Additionally, we show
that ”wrong signs” can occur because of correlations between included and
omitted variables, so that ” wrong signs” may occur if the model is not correctly
specified. That is, if we find ”wrong signs” we should start questioning our
model choice, not the data.

*This note is motivated by our personal experience that many applied researchers (and referees
of academic journals) are inclined to blame the data for estimated effects that contradict a proposed
theory (that is the ”wrong sign” in the title), by suggesting that this might be due to collinearity
across the included explanatory variables. In this note we show that this statement is not correct,
at least not in large enough samples. The data used in the illustration originate from the SPSS
standard datasets, and can also be obtained from the authors upon request.

tEconometric Institute, Erasmus University Rotterdam, P.O. Box 1738, NL-3000 DR, Rotter-
dam, The Netherlands, email: franses@few.eur.nl and email: heij@few.eur.nl






1 Introduction

It sometimes happens in empirical analysis that some parameters in a linear regres-
sion model get unexpected signs, where the expected sign is based on a theory or a
set of hypotheses. A relevant question concerns the cause of this ”wrong sign”. Of
course, the theory or hypotheses could be wrong, but it may also be that something
is wrong with the empirical analysis. A popular explanation of wrong signs is to
blame the data for this in the sense that the explanatory variables show unhealthy
correlations, that is, there is multicollinearity. In this note we prove that in linear
regression models such collinearity cannot be the cause of wrong signs. It should
be stressed though that our arguments are based on asymptotic theory, that is, our
statements hold true for large enough samples. Instead, it may well be that omitted
variables cause unexpected signs. That is, if we are surprised by model outcomes
then we should not start with blaming the data but with reconsidering our own
choice of the regression equation.

The outline of this note is as follows. In Section 2, we discuss three cases that
can happen in practice (the model is correct, too large, or too small), and in Section

3, we conclude with mentioning a few other genuine potential causes of wrong signs.

2 Signs and significance of regression coefficients

In this section we consider three possible situations in empirical modelling. The
first case concerns a model that perfectly matches with the data generating process
[DGP], the other two cases concern a too large or a too small model. In all cases we

assume that the DGP is
yi:ﬂlxl,i+ﬂ2x27i+5i, 7= 1, N,

which in words means that the variable y can be explained by two variables z; and
Zo. Extensions to more than two variables are straightforward, and the conclusions
in this note do not change. Furthermore, for simplicity we assume that the random
terms ¢; are independent and identically distributed as standard normal, that is with

mean 0 and variance 1, that €; is uncorrelated with z,; and with z,;, and finally



that z, ; and z9; are jointly normally distributed, both with mean 0 and variance 1,

and covariance cov(zy;,Z2;) = p.

2.1 Model is correctly specified

In case the empirical model perfectly matches with the DGP, so that the specified

model is

yi = Bix1,i + Pao, + €5,

then any textbook will prove that the ordinary least squares estimators Bl and Bg
are unbiased and consistent. In other words, in large enough samples, the sign of
the estimates will be equal to that of the true underlying parameters 8; and Ss.

In judging the estimated model one usually considers the ¢-values corresponding
to Bl and BQ, which we denote by #; and t5. The role of multicollinearity is explained

by the formula
tl ~ Bl\/ﬁ\/ 1-— p2.

So /3, will be significant even in case of high collinearity (|p| = 1), provided that the

sample size n is large enough.

2.2 Model contains a redundant variable

Suppose now that the DGP is given by
Yi = Bz, + €,
so that z; actually does not affect y, but one estimates the model
Yi = 121, + Poto; + €.

In this case the least squares estimators are still unbiased and consistent and the
expression for the {-value in Section 2.1 remains valid. This means that also in
this situation, whatever correlation exists between the explanatory variables, the
inclusion of a redundant (unnecessary) variable does not lead to ”wrong signs”, at
least not in large enough samples. The cost of including collinear redundant variables

lies in a lower significance, as it reduces the t-value with the factor /1 — p2.



2.3 Model lacks a relevant variable

The final case, which is also the most interesting, is the case where the DGP is

Yi = 121 + Bata; + €,

but the practitioner estimates the model

Yi = YL1,; + N,

so that the variable z is erroneously omitted. In this case the least squares estimator
of the effect of 2, on y is no longer unbiased, it is not consistent, and in large enough
samples it is given by
Y~ B+ Bap

So, whereas the true partial effect of z; on y (that is, keeping z, fixed) is f;, by
estimating the model where the relevant variable x5 is omitted, one estimates a
(total) effect of B) + Bop. Clearly, depending on the values of 5> and p, one may find
an effect of z; in the model that is opposite to the true effect in the DGP. Because
|p| is smaller than 1, the wrong sign can only occur if |3z is larger than |5;|. In
other words, the variable that is not included should be more important than the
one that is included.

Note that omission of a relevant variable from the model is not harmful if the
omitted variable is uncorrelated with the included variable (so that p = 0). However,
if one thinks that multicollinearity is a problem (p large) and therefore omits a
relevant variable (82 # 0), then the above result shows that this action may precisely
be the cause of wrong signs!

As an illustration, consider the following model. The variable to be explained
is salary (in dollars per year, and included in the model after natural logarithmic
transformation), and the explanatory variables are age (in years) and education (also
in years). There are 473 observations. A regression of salary on an intercept, age,
age-squared and education gives the estimates (with standard errors in parentheses)
8.193 (0.255), 0.044 (0.012), -0.0005(0.0001) and 0.088 (0.005), and an R-squared
value of 0.502. The correlation between age and age-squared is 0.995 and the corre-

lation between age and education is -0.282. When we consider a regression of salary
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on an intercept and age, we obtain 10.675 (0.069) and -0.007 (0.002), which im-
plies that age now has an unexpected (significant) negative effect. Hence, omitting
the relevant variables age-squared and education, gives unwanted and inappropriate

empirical results.

3 Conclusion

This note shows that ”wrong signs” can be caused by omitted variables that are
more important in explaining the dependent variable y than the included variables.
Further, collinearity across included variables cannot cause ”wrong sings”, at least
not in large enough samples.

For the sake of simplicity the results were presented for the case of two indepen-
dent variables, but they hold equally well true for the case of £ > 2 independent

variables z1, -+ , 2. The expression for the ¢-value of 8; becomes
tl ~ ﬂl\/ﬁv 1— R?

where R? is the R-squared of the regression of x5 on the other independent variables
Zg,---,Zr. As concerns omitted variables, if the variables zo, - - - , z are erroneously
omitted from the model and all these variables have mean 0 and variance 1, then

the regression of y on z; alone provides an estimated effect of

¥~ B+ Bopa+ -+ Brpr

where p; is the correlation between z; and z; for j = 2,---,k. The wrong sign
occurs (in large enough samples) if fops + -+ + Brpx is larger than and has the
opposite sign of 3.

There are of course many other possible causes of unexpected and unwanted
signs. Some of the variables may be endogenous, the data may contain measurement
errors, the sample may not be representative, and so on. Concerning the statistical
significance of the estimates, multicollinearity is but one of the possible problems.
Other causes of low significance may be that the sample is too small or that the error
terms are not distributed as assumed (non-normal, heteroskedastic, and so on). In

large samples, significance is not really an issue, but wrong model choice (neglecting

4



relevant variables) and endogeneity are the main concerns for proper interpretation

of the estimated coefficients.
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