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Abstract

In this paper we consider different explanations for why the coefficient associated
with human capital is often negative in growth regressions once country-specific
effects are controlled for whereas the coefficient in question is strongly positive in
cross-sectional or panel results based on the pooling estimator. In turn, we
explore: (i) additional sources of unobserved heterogeneity stemming from
country-specific rates of labor-augmenting technological change, (ii)
measurement error in the human capital series being used, and (iii) the lack of
variability in the human capital series once the usual covariance transformations
are implemented. Remaining unobserved country-specific heterogeneity and
measurement error alone are shown to be inadequate explanations. The lack of
variability in the human capital series is tackled using a new GMM-based
estimator that combines the Hausman-Taylor (1981) approach, in which the
impact of time-invariant covariates can be identified through use of covariance
transformations of the variables themselves as instruments, with the orthogonality
conditions of the Arellano-Bond (1991) estimator.

Keywords: Economic growth, human capitd, measurement eror, pane
esimation.

Résumé

Pourquoi le coefficient associé au capital humain
dans un modée de Solow Augmenté est-il négatif ?

Cet article a pour objet d étudier les différentes explications susceptibles de
conduire dans une estimation de croissance a un coefficient associé a I’ éducation
tant6t négatif en effet fixe et tantét positif en pooling. Ainsi, nous étudions
successivement les biais liés (i) a la non prise en compte de | hétérogénéité non
observable dans le taux d’accumulation du progres technologique, (ii) a I’erreur
de mesure associée a la variable de capital humain traditionnellement utilisée,
(iif) au manque de variabilité de la variable de capital humain une fois effectuées
les transformations en effets fixes ou en différence premiére. Les biais causés par
la non prise en compte des effets smultanés de I’ erreur de mesure et du manque
de variabilité sont contrecarrés par |'utilisation d'un nouvel estimateur de
variables instrumentales qui combine a la fois I’approche de Hausman-Taylor
(1981) et les conditions d'orthogonalités de I'estimateur de Arellano-Bond
(1991).

Mots clés : croissance économique, capitad humain, ereur de mesure, estimation
en pand.

JEL: E13, C230, 0400, O150.
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1. INTRODUCTION

Since the semind empiricd contributions by Mankiw, Romer and Well (1992, henceforth
MRW) and Benhabib and Spiegd (1994), there has been a fundamentad tenson between
cross-sectiond and panel data results concerning the impact of education on the process of
economic growth. Results based on cross-sectional data over 25 year time spans (or longer),
such as those presented by MRW, indicate a strong postive effect of various measures of
human capitdl on economic growth. In contrast, once country-specific fixed effects are
controlled for, as in Berhabib and Spiegd (1994) or Idam (1995), the coefficient associated
with human capitad becomes ether datidicdly indiginguisheble from zero or negaive and
saidicaly sgnificant a the usud levels of confidence® Table 1 summarizes a number of
recent empirical findings that follow this pattern, and underscores ther worrisome nature,
Given the high proportion of government expenditures devoted to education, the question that
immediately arises, as it was cogently put by Pritchett (1997) is : Where has dl the education
gone 7

The reason for including human cgpitd in an empirica implementation of the Solow growth
model —the point of departure for the contribution of MRW— was to reduce the point estimate
of the coefficient associated with physica capitd, hed to be much too high in light of the
mean vaue of labor's share in GDP across countries and across time periods® In a restricted
Solow growth regresson estimated over the period 1960-1985, the point estimate of a , the
share of capitd in GDP, was found by MRW to be equd to 0.6* Induding human capitd in
the specification brought it down to the much more acceptable level of 0.31, with education’s

! As Benhabib and Spiegel (1994, p. 154) put it, “the coefficient for human capital is insignificant and enters
with the wrong sign.... whether we use the Kyriacou, Barro-Lee, or literacy data sets as proxies for the stock of
human capital,” while Idam (1995, p. 1153) states that “the coefficient on the human capital variable now
appears...with the wrong sign....Whenever researchers have attempted to incorporate the temporal dimension of
human capital variables into growth regressions, outcomes of either statistical insignificance or negative sign
have surfaced.”

2 Pritchett uses one human capital stock and instruments using another in his specification. This method, known
asthe"indicator variable" approach, iswell described in Wooldridge (2002).

3 The issue of the “appropriate” value of capital's share has been considered by a number of authors. Hamilton
and Monteagudo (1998) consider a vintage capital model that explains the lack of correspondence between the
coefficient on capital in the estimation and the share of capita in GDP (see their references on p. 506). Gollin
(2001) revises the estimates of labor’s share of income (usually based on employee compensation) using data on
self-employment and small enterprises, and shows that conventional estimates are likely to be severely biased for
poor countries.

4 MRW, 1992, Table|, p. 414; 1lam, 1995, obtains 0.83, Table 1, p. 1141.
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share coming in a 0.28° As such, the augmented Solow specification on cross-sectiond data

can be said to have accomplished its misson.

With the increasng avalability of internationdly comparable pand data, however, it became
difficult to judtify estimating growth regressons on cross sections, given that the data, as well
as the agppropriate econometric techniques, dlowed one to control for country-specific
unobserved heterogendty.  As is wdl-known, falure to control for individua effects tends to
bias point etimates upwards, when the individud effects in question are postively correlated
with the variable whose margind impact one is trying to esimate. As such, pand edimation
through some sort of covariance transformation (such as fixed effects) provides one with an
additional tool that can, a priori, bring down the point estimate of the coefficient associated
with physicd capitd, and provide more robust estimates of the margind impact of human
capital on growth (presumably reducing, though not, hopefully, diminating it).

The puzzle being tackled in this paper stems from the fact that, once country-specific fixed
effects are controlled for, the baby has been thrown out dong with the bath-water: the
margind impact of human cgpitd on growth, within the admittedly limiting confines of the
augmented Solow growth mode, becomes negative® A smilar finding by Hamilton and
Monteagudo (1998) leads them to the rather unpdatable concluson that : “The suggestion
that countries can dgnificantly improve ther growth by further invesments in public

education does not seem to be supported by the data.””

The purpose of this paper is firg, to understand why human cepitd’s role vanishes once
country-specific effects are controlled for and, second, to provide an empirical answer that
restores human capita to the key postive role that is predicted by dmost al growth theories.

It is worth dressng that the reasoning, and the empirical results, presented in this paper apply
to the augmented Solow mode of economic growth. On the one hand, this goproach is rather
limiting, in that richer empiricd ecifications ae possble if one conddes more
sophisticated theoretica underpinnings.  On the other, the augmented Solow mode provides a
smple unifying framework within which to andyze the role of human capitd: moreover, if

> MRW, 1992, Tablell, p. 420.

6 Seg, eg., Islam, 1995, Table V, p. 1151, where the coefficient associated with human capital becomes negative
and statistically significant for his NONOIL sample; it is statistically indistinguishable from zero in the INTER
and OECD samples.

" Hamilton and Monteagudo (1998), p. 508.
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human cepitd is not a dgnificant determinant of growth even within the augmented Solow
model, its purported postive role hinges on much more tentative and specific mechanisms
(such as the capacity to adopt new technologies). In addition, despite the popularity of
endogenous growth theories as theoreticd congructs within which the determinants of growth
can be understood, it is difficult to test them Sructurdly: the Solow mode can certainly not
be criticized in this respect.®

The dructure of this paper is as follows. In part 2, we set out the basc empirica specification
of the augmented Solow modd. In pat 3 we condder the two Smple covariance
transformation habituadly used to control for country-specific heterogenety (the within and
firgd-difference trandformations) and discuss the upward biases that aise when these
corrections are not implemented: this may be one reason for which the coefficient associated
with human capitd is large in the pooling and cross-sectiond resultss. We aso consider
additional sources of country-specific  heterogeneity that are not addressed by these
procedures. Given the impact of controlling for country-specific effects on the coefficient
associated with human capitd, the main oncluson of this section is that some other source of
negative bias is exacerbaed by the usud covariance transformations such as the within or

firg-differencing procedures.

In pat 4, we condder the classic erors in variables problem that may affect the education
vaiable (and which is inevitable, given the method by which the Baro-Lee dataset was
condructed), and show how this problem may bias the coefficient associated with human
capita downwards. We discuss ways, suggested by Griliches and Hausman (1986), in which
different covariance trandformations may be combined to obtain, under certan conditions,
consgtent estimates of the parameters of interest, and why these conditions do not hold in the
cae under condderation. We dso show, usng results due to Dagenais (1994), how
correcting for serid corrdation in the pooling results provides additional evidence tha the
arors in vaiables problem &ffecting the education vaidble is severe, paticularly once
varidbles have been firg-differenced. We then move on to indrumentd variables estimation
usng the Ardlano-Bond (1991a, 1991b) GMM edtimator, which is often advocated as the

8 For acritical review of the contribution of the endogenous growth literature to our understanding of economic
growth, see Bardhan (1996). On the other hand, Klenow and Rodriguez-Clare (1997) stress the recent
exaggerated use of the Neoclassical model in explaining differences in growth performance. Krueger and
Lindahl (2001) provide a good discussion of the different manners in which human capital is entered into growth
regressions.
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best means of controlling for measurement error, and show that this approach does not solve
the human capital puzzle, in that the usud tedts of the overidentifying restrictions are regected
and, more pointedly, the coefficient associated with human capitd remains ether negative
and datidicaly sgnificant.

In part 5, our focus is on the low variance of the human capitd variable, once the within or the
firgd-difference transformations have been peformed. We show that most of the variance in
the Barro-Lee education variable sems from the initid level of education, and that the process
that generates human capitd can be approximated by constant, country-specific rates of
growth of human capitd. The impact of this dramatic fdl in variance is that the effect of
human capitd on economic growth becomes dmost impossble to identify, and tha
measurement error may become rdatively large, in contrast to what obtains when country-
specific effects are not controlled for. We then propose a new estimator based on the
Hausman-Taylor (1981) gpproach, in which the impact of time-invariant covariates can be
identified in pand data while controlling for individud effects through the use of covariance
trandformations of the variables themsdves as insruments, which we combine with the
orthogondity conditions of the Ardlano-Bond (1991a 1991b) estimator. We show that this
new edimator solves the human capitd puzzle, and yidds point esimates of the coefficients
on physcd and human capitd tha ae more condgtent with a priori expectations than are
those provided by other estimation methods. Part 6 concludes.

2. THE BASIC AUGMENTED-SOLOW EMPIRICAL SPECIFICATION

Let the production technology for country i a time t be given by the usuad Cobb-Douglas
functiona form with |abor-augmenting technological change

Y, = KEHL (LAY,
where Y, is GDP, K, is the stock of physicd capitd, H, is the stock of human capitd, L,
is population, and A, represents the level of technology (here, the productivity of labor). As

is usud, we assume condant population growth n=L, /L,, a constant depreciation rate d ,

it?
and an exogenous rate of labor augmenting technological progress g =A, /A, (MRW, 1992,

and Idam, 1995). Asuming neoclasscd savings behavior (in both physcd and human
capitd) yields the pair of dynamic factor accumulation equations
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() k =skR - (n+ g+d)k,

@ Re=skR - (n+ g+d)h,
where lzit ° K, /AL, ﬁt °H,/ AL, represent varisbles expressed in terms of efficiency
units of labor, and s, and s, represent the investment rates in physical and human capitd,

respectively.

Snce s,, the invesment ratio in human capital, is not directly observable in the data, the
usud practice in the empiricd growth literature is to assume that one has an acceptable proxy
for the seady-date level of human cepitd, and to work soldy with the fird of these
equations’  Imposing the steady-state condition 12“ =0 yidds the deady-dae levd of
physicd capitd per efficiency unit of labor as

o _® S 0-a
‘T &n+g+d g

@ s Oa Al

) 8n+g+dg

where h*t represents he steady-date levd of human capitd per efficiency unit of labor. By a

fird-order Taylor expanson around the steady-date in terms of convergence from time t-t
to time t, by letting the investment ratio and the rate of population growth be functions of i
and t, and by gppending a disturbance term, one obtains the usua estimating equation:

Diny, °Iny, - Iny, , =- (1- exp{-1 t})Iny,
@ +(1- expl-11)F s - I+ g +0)] + T Inf 2
+9(t- exp{-1t}(t-t)+(1- exp{-1t})InA, +m+h, +e,,

where | is the annud rate of convergence towards the steady-state, t is the time that elapses
between two time periods and m+h, +e, is the composte disturbance term. In order to

lighten notation, we shdl rewrite the basic specification as

° A notable exception is Caselli, Esquivel and Lefort (1996), who assume that the enrollment ratio constitutes a
proxy for §, .
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5 DNV =-GoIn¥. +a,[Insg - In(n, +g+d)] +g;Ink,
+gt +gog(t't )+go|nA0+m+ht+eit’

where g, ° 1- exp{-1t}, g, ° (1- exp{-lt})%, g,° (1- exp{-lt})lf—a_

This paper will focus on the sgn of g,, the coefficient associated with human capitd in the
augmented Solow model, as well as with the point estimate of j . The usud practice in the

empirical growth literature is to replace ﬁ*t by h,, the average number of years of schooling in

the population above 15 years of age at the end of the period consdered. In what follows, we
gpproximate this by the Barro-Lee (1993, 1996) measure of human capitd. The growth rate
of GDP per capita (in constant domestic currency) comes from the World Bank, the initid
levd of GDP per capita comes from the Hestorr Summers (1988) dataset, the source for the
annua population growth rate and the investment rate in physicd capitd is the GDN.1°
Equation (5) conditutes the basc empiricad specification that underlies dl econometric
studies of the augmented-Solow modd, including the remainder of this paper.!*

In order to etimate equation (5) usdng cross-sectiond data as in MRW (1992), a strong
identifying redriction needs to be imposed. Indeed, the only identifying redtriction possble
here is to assume that g,InA,+m is identica across countries. Panel data alows one to

relax this redtriction, as noted by Idam (1995). This, and other identifying regtrictions are the
subject of the next section.

10 Our dataset is available upon request.
1 Our choice of dependent and explanatory variables (particularly in terms of the price indices used to evaluate
the variablesin question) is based on the motivations set out very clearly in Nuxoll (1994).
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3. UNOBSERVED, COUNTRY-SPECIFIC HETEROGENEITY
Country-specific initial levels of technology

The principad contribution of Idam (1995) was to estimate equation (5) usng country-specific
effects thereby controlling for differences sdemming from heterogenaity across countries in
theinitid valueof In A;. Thisis because the within transformation sweeps out the term

6 g InA+m,

which would otherwise be included in the disturbance term, leading to biased estimates of the

coefficients because of the corrdation thereby induced between the explanatory varigbles and
the error term.

In the absence of the within trandformation, the bias in leest squares estimation of the
coefficient associated with human capital (g, ) in the basic growth regression is given by

(M) plimG,os =0, +covgg,In A, +m,&1/s 2,

where s ; is the variance of the resdud from the auxiliary regresson of human capitd on the
other included regressors X, (the initid vaue of GDP per capita, Iny,, the log of the
investment ratio minus the population growth rate, and time dummies). That is s; = var[&']

=var[h, - X W,s] , where W, isthe coefficient vector from the auxiliary regresson.*?

Snce it is likdy tha the initid levd of technology and the levd of human capitd ae
postively corrdated (after purging the effect of the other covariates), it follows that
cov[g,In A, +m,E']>0 and esimation of the growth regresson by OLS should lead to an

upward bias in the estimate of g,. The within and first-difference procedures are the two main

covariance transformations generdly used to account for this bias dthough both suffer from
their repective limitations.

The equation being estimated through the within procedure is given by :

19 t=

8  DIng, =-g,In ¥y, +a,[InS - In(@, +g+d)]+g,InR, +g,0(t- T4 1) +H, +€,,
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where %, =x, - X =x,-T'§ ig X, , represents variables expressed in terms of deviations

with respect to ther country-specific means (x. represents variables in terms of their

190 t=T

country-specific means). Note that the entire term g,g(t- T~ atzot)+ﬁt can be accounted

for by time specific dummies!®> The main weskness of the within transformation, as first
noted by Anderson and Hsiao (1981), is that the resulting edtimator will be inconsgent if
some vaiables & time t ae corrdated with random shocks in any period s£t (some

dements of x. will then be corrdlated with the error term). We shal return to this problem
later in the context of the issue of GMM estimation and autocorrelation.

An dternative means of diminaing the country specific effect is to firgd-difference the data
Thisyidds the equation
Dzlnyit :Dlnyit B Dlnyit-t

9
© =-g,DIny,., +g,[DIns,, - DIn(n, + g+d)]+g,at +g,DInh, +Dh, +De,,

where DInx, ° Inx, - Inx,, and D?*Inx, © DInx, - DInx, . This approach is smilar to
that used by Hamilton and Monteagudo (1998), who edtimate over two tenryear periods
(1960-70, 1975-85) usng the MRW data, while dlowing parameter etimates to vary by
decade.’* They then impose an increasingly stringent et of restrictions, ending up with a first-
differenced form that imposes the theoretical condraints suggested by the augmented Solow
modd.’® Note tha firs-differencing results by construction in corrdation between
Iny,, -Iny, ., (the differenced lagged-dependent variable) and e, - e, , (the differenced
eror tem), an issue that will be explicitly addressed bdow in the context of GMM
estimation. For the moment, this source of biasin the first-differenced results will be ignored.

Edimation results corresponding to pooling (estimation by OLS in leves), the within
procedure, and firg-differencing are presented in columns (1), (2) and (3) of Table 2, and
largely reproduce those obtained by other authors (see the summary provided by Table 1). In
particular, we obtan a negative and datidicaly sgnificant coefficient associated with human
cepitd udng the within procedure and a negative and datigicaly inggnificant coefficient in

12 Griliches and Hausman, 1986, p.97, Hsiao, 1986, p. 64, equation (3.9.3).

13 Alternatively, a second covariance transformation, in which variables are expressed as deviations with respect
to time-specific means, will eliminate that portion of the disturbance term given by the previous expression.

14 Hamilton and Monteagudo (1998), equation 14, p. 500.

15 Hamilton and Monteagudo (1998), equation 15, p. 500, and equation 16, p. 502.

10
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firg-differences. In Figures 1 through 3, we present graphs of the type popularized by Robert
Barro, in which the growth rate of GDP per capita, purged of the effects of al explanaory
vaiables except the variable of interest (educetion), is plotted on the verticd axis, with
education being plotted on the horizontd axis. The regresson line dso gopears in the figure,
and passes through the origin by condruction: its dope is equd to the value of g, (the

coefficient associated with human capital) estimated by each procedure.

Note tet, despite what one might think in terms of what gppear to be outliers (in Figures 2, 3
and 4), the unbounded nature of the influence function associated with the within and firg-
difference estimators does not lie behind the negetive g, coefficient. For example, when one
re-edimates the equation in firsd-differences by least absolute deviations (LAD), rather than
by least sguares, a method that is robust to leptokurtic (i.e, “fat taled”) disturbance terms,
and which is often used when one wishes to obtain results that are robust to outliers, the
edimated vaue of g, goes from g, =-0.0125 with an associated t-datigtic of -1.629, to

G.q00 =-0.0188 with an associated t-atistic of -3.415 (the same result obtains, quaitatively,

when one edimates by LAD dfter the within trandormation). Contralling for influentid
obsarvatiions therefore Imply reinforces the puzzling negetive coefficient associated with
human capitdl.*®

These results highlight the main issue tackled by this paper, namdy the indability of the sign
of the coefficient associated with human capitd, which ranges from being postive and
deidicdly dgnificant (pooling results), to being negaive and daidicdly dggnificant
(within).

At this point, it is worthwhile explicitly dating those hypotheses under which the within and

firg-differenced results will be unbiased, as wel as dternative, weeker, hypotheses that will
be consdered at greater length in what follows.

ASSUMPTION 1 (exogeneity): E[Inh%,] = E[In(n, +g+d)& ] =E[Ins,&.]=0," st.

16 Temple (1999b) is able to obtain a positive coefficient on human capital on the Benhabib and Spiegel (1994)
dataset, using OLS on first-differenced data, following use of least trimmed sguares which allows him to
eliminate 14 outliers. This specification does not, however, correspond to the augmented Solow model and
involves only 64 observations (our first-differenced resultsinvolve 635 observations).

11
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ASSUMPTION 2 (predeterminedness) : E[Iny,%.] =E[lnh%.] =EIn(n, +g+d)&,]
= E[lns,&.] =0," s>t.

ASSUMPTION 3 (correlated effects) : E[In ht‘r(g0 In A, +m)], E[In(n,+g+d)%g, InA, +m)],
E[Ins%g,In A, +m)] * 0.

Both the within and firg-differencing procedures are explicitly designed to ded with
AsSSUMPTION 3 (corrdlated effects), and the within procedure will yield unbiased estimates
when ASSUMPTION 1 gxogenety) holds. On the other hand, the within procedure will be
biased when ASSUMPTION 1 (exogenety) is not <didfied, while firg-differencing induces
corrdation between the differenced lagged dependent variable and the differenced error term,
a previoudy noted, even when ASSUMPTION 1 is sdatidfied. ASSUMPTION 2
(predeterminedness) is crucid in dlowing one to overcome this paticular hurdle usng
ingrumentd variable or GMM estimation. Thisissue will be addressed in section 4.

Country-specific rates of labor-augmenting technological change

A potentid source of bias not accounted for by Idam (1995) is congtituted by country-specific
rates of technologica progress!’ Consider the basic growth regression, which may now be
expressed as.

10) Diny, =-g,Iny,, +g,[Ins - In(n, +g; +d)] +g, Inh,
+Gt +0,0i(t-1)+goInA, +m+h, +e,

where the difference with equation (9) isthat g has been replaced with the country-specific

growth rate of labor productivity g,. In order to assess the magnitude of the bias induced by

fallure to control for differences in g, consder a first-order Taylor expanson around n, +d

which dlows one to write In(n, +g, +d) =In(n, +d)+ (n, +d)*g. . It follows that the basic

growth regression can be rewritten as.
Dlnyit =" goln Yit-t +gl[|nSKit - In(nit +d)]+gzlnht
- 0,(n +d) g + gt +0,0,(t- 1)+, INA +m+h, +e,.
Neither the within procedure nor firg-differencing diminates this source of bias. In the case

of the within procedure, theterm

12
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19 t=T

30 =0,0,(t- T'& 5t - 00 (0, +a)*- T'& S (n, +d) )
remains, leading to a bias given by
(1)  plimg,, =g, +covld, . &1/s 2,
where s 2 = var[€]=vaflnh, - X\,] is the variance of the resdud from the auxiliary
regresson of human capitd on the other regressors using the within procedure.  Similarly, the
equation to be estimated by least squares after firdt-differencing is now given by

(12) Dzlnyit :'goDlnyit-t +gl[D|nS<it - D'“(r\t +d)]+gzD|nht
- glgiD(nt +d)-l+got g+ Ij‘]t + Deit’

with the bias being given by

(13)  plimg,, =g, + covég (ad - o.D(n, +d)?) " ll/s 2,

where s? =va(eg"]=var[DInh,- DX\W,] is the vaiance of the resdud from the
corresponding auxiliay regresson. Since it is likdy that the levd of human capitd is
postively corrdated with the country-specific rate of technologica progress, falure to
account for this problem is likely to bias estimates of the impact of human capitd on growth

upwards.8

The solution to this problem is to move to second-differences which will diminate gt g;
from equaion (12), and to assume multiplicative country-specific fixed effects to account for
the remaining source of heterogeneity (g,g,D?(n, +d)™*) since the equation to be estimated by
least squaresis now given by:
DIny, =-g,D°Iny,., +9, @’ Ins,, - D*In(n, +d)f+g,D" Inh,
(14)

- 0,9, 0 (n, +d) " + D, + D',

Note that, if second-differencing doneis performed, the bias will be equd to
plimg,, =g, +covg g,D(n, +d) *g,,el"/s 2 .

1" This issue is considered explicitly by Lee, Pesaran and Smith (1998) who consider a stochastic version of the
Solow growth model. It is also worth emphasizing that the assumption of country-specific rates of technological
changeislinked to the debate concerning S -convergence.

18 More precisely, and as with the bias stemming from uncontrolled for differences in the initial level of
technology, we assume that the residual from the auxiliary regression is, like human capital itself, positively
correlated here with the country -specific rate of technological change.

13
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Edimates of the parameters of the growth regresson in second-differences and in second-
differences with multiplicative country-specific effects are presented in columns (6) and (7) of
Table 2. Figure 4 presents a Barro-type graph corresponding to the second-differenced results.

Note that there is some evidence tha the gpecification in terms of |abor-augmenting
technologicd change employed in the basc MRW specification is itsdf misplaced. Boskin
and Lau (2000) find, for the G7 countries, that "technica progress is smultaneoudy purey
tangible cgpitd and human capitd augmenting, tha is, generdized Solow-neutrd....
Technical progress has been cepital, not labor, saving." On the other hand, this should not
present particular problems in the context of empirical implementations of the augmented
Solow modd since different forms of technological progress cannot be identified.*®

It is dso worth noting that other sources of unobserved heterogeneity can readily be found in
the augmented Solow mode. The most obvious sems from the linearization around the
steady-gate used to move from eguation (3) (the steady-date level of GDP per capita) to
equation (4) (the basic growth regression). This is because, while it is cusomary to write the

annua rate of convergence towards the steedy as a constant | =(n+g+d)(1-a-j ), one
should redly be writing |, =(n,+g+d)(l-a-j). The speed of convergence should

therefore vary over time. It should aso vary across countries.

The fird problem is condgdered implicitly by Hamilton and Monteagudo (1998), who dlow
for coefficients that vary over the two time periods of their esimations® It is dso dedlt with
partialy by Rappaport (1999), who explicitly condders variations over time in the speed of
convergence, dthough his empiricd specification is chosen (rightly, in his case) for its
tractability rather than its fathfulness to the theoreticad congruct of the Solow modd. The
second problem (country-specific rates of convergence) is implicitly tackled in Durlaf,
Kourtdlos and Minkin (2001) in that their nonparametric approach alows dl coefficients to

19 1n the basic augmented Solow specification, if we change the production function so that it is specified in
terms of Solow-neutral technological change, ¥,=A, K¢ H, (L)t @), with all other assumptions remaining the

same, the country -specific term in the growth regression becomes [1+] )/(1- a)]in A +m . Thewithin procedure
or first-differencing will therefore eliminate this source of bias. The same discussion goes for country-specific
rates of technological change in the second-differencing procedure. Note, however, that the magnitude of the
bias stemming from the failure to account for country-specific effects will be changed by dint of the fact that the
country -specific term is now multiplied by 1+ )/(1-a) .

20 Hamilton and Monteagudo (1998), equation 9, p. 498 in theoretical terms, equation 14, p. 500 for the
empirical results.
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vary over countries, as a function of the initid level of GDP per capita. However, as they do
not seek to impose he redrictions implied by the Cobb-Douglas functional form, they do not
furnish one with edimates of country-specific heterogeneity in the rate of convergence. It is
interesting to note, in terms of the human cepita puzzle, that ther estimate of g, is pogtive
for vaues of log GDP per capita lying roughly between 6.3 ($544) and 7.5 ($1,808), and is

negative otherwise

Smple covariance transformations
and the coefficient associated with human capital: lessons learned

The upshot of these three smple covariance trandformations, and the likely direction of bias
induced by the falure to control for unobserved country-specific heterogeneity in pooling
regressons or cross-sectiond dudies, is that there is probably dgnificant pogtive bias
introduced by falure to control for differences in A, and g . The fact that the coefficient
asociated with human capitd goes from being postive to being negative (as well as the fact
that the point estimate of a is Sgnificantly reduced —smilar expressions for the bias in the
coefficient associated with physicd capitd hold) is evidence enough of that. However, given
that the edimates of | ae dther negaive and datidicdly Sgnificant, or ddidicaly
indiginguishable from zero, there must be other sources of bias, not controlled for by the
within, firg-differencing, or second-differencing procedures, which bias edimates of |

downwards. Moreover, these potentia sources of bias may be exacerbated by the procedures
in question. The naurd candidate is of course measurement error in the human capitd

vaiable.

4. M EASUREMENT ERROR

As with most authors, we use the measure of the stock of human capitd (average number of
years of schooling in a given population) condructed by Baro and Lee (1993, 1996). This
vaidle was generated patly by usng census information on school  atanment.
Unfortunately, avallable census data only give information for a subset corresponding to 40

21 Durlauf, Kourtellos and Minkin (2001), Figure 1, p. 934. An additional source of bias in the standard tests of
the augmented Solow model involves the imposed functional form. Duffy and Papageorgiou (2000) show that a
CES functional form is preferred over the usual Cobb-Douglas specification, although they use a human capital
adjusted measure of the labor input (i.e. education does not enter as a separate input or, more precisely, its
coefficient isrestricted to being the same as that associated with labor) and do not consider the augmented Solow
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percent of time periods. Baro and Lee were therefore obliged to infer missng data from
enrollment ratios (as well as from adult illiteracy rates which alows one to construct a good
proxy of the no-schooling category). As noted by Krueger and Lindahl (2001), and many
other authors, “errors in measurement are inevitable because the enrollment reatios are of
doubtful qudity in many countries..errors cumulaie over time, the errors will be postively
correlated over time”?> For the time being, the serid correlation aspect of the Barro-Lee
human capitd variable, as well as the impact of any serid corrdaion that there may be in the
asociated measurement error will be ignored: our focus, in this section, will be on the
classical measurement error problem.®

Assume that one observes an error-ridden measure of human capitd h¢ given by the true

vaue of human capitd h, plusan error term:

ASSUMPTION 4 (classica measurement error):Inh¢=Inh, +u,, where u, is digtributed i.i.d.

it 7
with mean zero and variance s 2.

ASSUMPTION 4 (classcd measurement error) implies that the bias in the coefficient associated
with human capitd is given by

(15  plimg,, =g, +cov[J it,qf]/s;a - QT -Dgsi/TE2 +siH,

in the case of the within estimator, and by

(16)  plimg,, =g, +covég, (gdt - 9,D(n, +d)'1),e?“WS Z 8052/ +sh

in the case of the fird-difference edimator (there is Imply an extra term in each equation

with respect to the expressons given in equations (11) and (13)). In the case of second-

differences with multiplicative country-specific effects, the bias should be equd to
(17)  plimGy, =9,-495;/6 ¢, +s0),
where e, - var[e?™ = va[D?Inh, - D*X\W,,,]. These three expressons ae standard

examples of attenuation bias semming from an erors in variables problem. Computing the

model per se since their focusis on an aggregate production function.

22 Nehru, Swanson and Dubey (1995) provide an alternative measure of the human capital stock that is
sometimes used in empirical studies of the augmented Solow model (see, e.g. Temple, 1999a).

2 Temple (1999b) considers the robustness of the MRW cross-sectional results to classical measurement error,
using the Klepper and Leamer (1984) reverse regression technique as well as classical method of moments
estimators (Carroll, Ruppert and Stefanski, 1995). He does not, however, consider the robustness of the panel
dataliterature. Hefindsthat estimatesof j liebetween 0.15 and 0.38 (p. 371).
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atenuation bias due to measurement eror is much more complicated in the case where
severd variables are affected. Nelson (1995) shows that the vector of OLS parameters is also
asymptoticaly biased towards zero. While this does explan why the coefficient associated
with human capitd might be biased downwards, it implies that, far from being overestimated,
the coefficient associated with physica capitd may be underestimated (the opposte of what
isusudly believed).

Note that it may be the case that the two sources of bias (upward from the failure to control
for unobserved country-specific heterogeneity, downward for measurement error) cancel each
other out in the pooling results A smilar agument could be made for the remaning
unobserved heterogendty semming from g and messurement error on human capita in the
within and firg-difference edtimations, the fact that the coefficient associated with human
capitd is negative would suggest that the downward bias from measurement error

overwhelms the upward bias from g, in these esimaions. Smply controlling for unobserved

heterogenaty semming from uncontrolled for differences in A, and m by the within

procedure or fird-differencing leaves the negative measurement error bias intact (moreover, it

worsens it with respect to the corresponding expresson for the pooling estimeator in that the

2

denominator fdls, since s fbh <s?

—more on this fdl in variance in section 5). This might
be conjectured to be a reason why the pooling results yield a reasonable, that is pogstive,
edimate of | whereas correcting for unobserved heterogeneity in A, and m vyidds a

negative | .

Within versus first-differences:
estimating the magnitude of the bias due to measurement error

Can anything be sad concerning the magnitude of the bias in the edimates of g, semming

from casscd measurement error using the smple covariance transformations that have been
the subject of the paper up until now? As is wel-known (Griliches and Hausman, 1986),
different covariance transformations that control for the country-specific fixed effect can be

combined in order to obtain consistent estimators for g, and s?2. In particular, when one

combines the firg-difference and within estimators, one obtains®*

24 Hsian, 1986, p. 65, equations (3.9.8) and (3.9.9); similarly, there are T/ 2 =3 other estimators, using other
“long” differences, that allow one to deduce the magnitude of the bias.
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Computing the empirica counterparts to equation (18) on the bass of the results presented in

columns 2 and 3 of Table 2 yidds ¢, =-0.2247 and s’ = 0.006. Combining the two
covariance transformations therefore 4ill leads us to a negative point estimate for §,, which
runs counter to common sense.  Part of the answer to this additiond puzzle must surely lie in
the rdaive magnitudes of the within and fird-difference coefficients it is usually expected
that the bias is greater in the within than in the firg-difference results, dthough here (if the
true coefficient is podtive) the oppodte obtains.  This means that one or more of the
maintained assumptions needed to implement the Griliches and Hausman gpproach must be
violated. The problem isthat it isimpossible to say at this Sage which oneit is.

The issue of the potentid for sSgnreversd induced by the two covariance transformations
brings this question into sharper focus. If one ignores the bias semming from unobserved
country-gpecific heterogeneity in the within results, classcad measurement error per se cannot
explan a reversd of the dgn of the coefficient snce, from eguation (15), one can deduce that

sign[plimg,, ] = sign[gz(ngﬁ +S j)/T(sjR +s )] =sign[g,]. In the case of the firs-difference

edimator, on the other hand (and again ignoring the bias semming from falure to account for

2

country-specific g, ), the formula given in eguaion (16) implies thet it suffices thet s; <s|
for 9dgn reversd to obtain. It follows tha, while classcad measurement error can explan a
datidicdly indgnificant coefficent associated with human capitd in the within results, it
canot explan a daidicdly dggnificat negative coefficient, if one accepts the badc
hypothess that the true coefficient is indeed podtive  On the other hand, classcd
measurement error can account for the sgn reversal that gppears in the firg-difference results,
gnce the fird-difference transformation will result (usudly) in a lage reduction in the
variance of the human capital variable. This last issue will be explored a much greater length
in section 5.

A further indication of the presence of measurement error:
the impact of correcting for serial correlation in the first-differenced results

As was firg noted by Grether and Maddaa (1973), and more recently by Dagenais (1994), the

combination of seridly corrdated errors in the equation’s disturbance term (e, in equation
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(5)) and measurement error in one of the variables (human capitd) can lead to extremey
puzzling results when corrections for serid corrdlation are carried out.  Assume that the
disgurbance term in the growth regresson follows a fird-order autoregressve process.
€, = I.8,,*X;,, wherex, iswhitenoise.

If human capitd were the only variable in the regression, and if it and the measurement error
are not seridly corrdated (ASSUMPTION 4, classcd messurement error), the bias in g,
induced when one corrects for serid corrdation in the presence of measurement error
(ignoring unobserved  country-specific heterogeneity) is exactly the same as given above (for
example, equation (17)). On the other hand, if one assumes tha human capitd is saridly

corrdated, with
(19) h,=r h.,+z,,

where z,, iswhite noise, the expression for bias becomes?®

gsi(l+r?-2r,r)
Se@+rl-2r,r)+si+r?)’

(20) plimg, =

rSa(sp+ss)’+g3(s8)’rusa
2 2 2 2 2 2.2.27"
(Su+s h)[se(sh+su)+gzsush

where r | =

It should be agpparent from equation (20) that bias which induces Sgn reversd is a possihility,
if one corrects for serid corrdation (it suffices for the numerator to be negative and the
denominator to be pogtive, which is entirdy posshble). Moreover, Dagenais shows that the

bias induced by correcting for serid corrdation is increasing in the ratio of the variance s ? of
the measurement error to the variance s? of the true vaiable. When one re-etimates the

pooling regresson (column (1) in Table 2) while correcting for fird-order serid correlation,
the parameter estimates change very little®® In light of the previous comments, this may be
taken as indication that the variance of the measurement error is rdaively smal with respect

to the variance of the education variable in levels.

On the other hand, when one re-esimates the regresson in firg-differences while correcting
for firg-order serid corrdation (in the firg-differenced resduds), the change in the point

25 See Dagenai's (1994), equations (10)-(12), p. 155, for the general case in which the measurement error is itself
serially correlated.
26 Not presented but available upon request.
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esimates is impressve?’  In particular, the coefficient associated with human capitd more
than doubles (in absolute vaue), and becomes datidticdly sgnificant a the usud levels of
confidence. Results are presented in column (4) of Table 2. What can be inferred from this
lagt finding ? Asume that the disurbance term of the growth regresson in firg-differences
follows a firg-order autoregressve process. De, =r . De, ; +x,, where X, is white noise

Then an expresson smilar to equation (20) obtains where we subgtitute s 2., r 2, T 4, and

s 2, for their counterparts in levels.  The implication is that the variance of the measurement

eror is rdatively large with respect to the variance of the education variable, when both are
expressed in first differences. Of course, while this result does indicate that measurement
eror is a potentidly serious problem, we are ill left with the puzzle of why sgn-reversa

obtainsin the absence of correcting for seria correlation.

Instrumental variables estimation

The traditiond cure for an erors in vaiables problem is of course, estimation by
insrumenta variables. Concomitantly, we now return to the issue of the corrdation, induced
by firg-differencing, between the firg-differenced disturbance term and the firgt-differenced
lagged dependent varidble, that was mentioned earlier.  Agan, the sandard cure, first
advocated by Anderson and Hsao (1981), involves instrumental variables estimation.

Recdl, from eguation (9), tha fird-differencing induces corrdation  between
Diny,, =Iny, .- Iny,,, ad De, =e, -e,,, sSnce Iny,, iscordated with e,,. We

now meake the following identifying assumption:

ASSUMPTION 5 (no autocorrelaion in the error term): E[e,e ] =0, s<t.

In the absence of serid corrdation in e,, and under ASSUMPTION 2 (dl right-hend-side
variables are predetermined) a vdid indrument for DIny,, is given by Iny, , . This is

because Iny, , is orthogond to De, =e, -e,, (if e, were autocorrelated, this would no

27 \We present evidence below in the context of Arellano-Bond GMM estimation that the residuals of the growth
regression in first-differences are indeed serialy correlated of order one, although this serial correlation is
negative.
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longer be the case because one could write e, , =r e, , +X,. ., With X, , white noise and
Iny, , would no longer be orthogonad to De, =r.(€,, - €, ) *+X,- X, ) Moreover,
given ASSUMPTION 5, Iny, , is dso a vdid indrument for DIny,, ,asisanwy Iny, ,,n3 2.

Thisis expressed by the following orthogondity condition:

ASSUMPTION 6 (orthogondity ~ conditon on  lagged  dependent  variable):
E[ln yit—rt%it] =0,n3 2 whereDg,, = Dh, +De, =D’Iny, +g,DIny,
- gl[DInSqt - D'”(r\t +9 +d)] - gzDInht - gogt .

In terms of the other explanatory variables, we pose the following additiond orthogondity
conditions, which dmply formdize ASSUMPTION 2 (predeterminedness) in GMM
terminology :

ASSUMPTION 7 (orthogondity conditions on explanatory variables): E[Inhﬂ;n(bqit]
= E[In(n,., +g+d)®xy,]=ElIns, , D, ]=0n3 2.

Note that udng the human capita variable lagged two periods and more as instruments will
be vaid only when ASSUMPTION 4 and ASSUMPTION 5 both hold, that is when there is no

autocorrdation in the disturbance term in the growth regresson and well as no autocorrelaion
in the messurement eror affecting human capitd.  Autocorrdetion in e, renders the
explanatory variables lagged two periods inadmissible as instruments for the same reasons as

for Iny, , . On the other hand, autocorrelation in the messurement error, which one may
write as Inh¢=Inh, +u,, where u, =r u, +u,, with u, white noise, implies that
U., =r'u. -r;u... Snce ASSUMPTION 7, for the specific case of the human capitd

variable, may bewritten as E[(Inh, ,, +u, , )¥Dh, +g, - €,,)] =0, subgtitution implies that

E[(lnht—Zt + rfjluit-t - rL;]uit—t)¢(Dht T6& - Qt—t)] 10,
he x

sgnce u,, is corrdated with e, , . Autocorrdation in the measurement error therefore results

inaviolation of the orthogondity condition given by ASSUMPTION 7.
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Current econometric technique combines the ingruments defined by ASSUMPTIONS 6 and 7 in
an optimal manner through the use of the generdized method of moments (GMM) estimator.

The key to understanding the GMM approach, pioneered by Arellano-Bond (19914, 1991b), is
to note that the number of lags that may be used as indruments depends upon the time
dimenson of the pand. Inthe case a hand, T =8. Formaly spesking, we set up the problem
as a st of 6 growth regressons in firg-differences because: (i) the firg time period is lost
through firg-differencing (T -1) and (ii) two additiond time periods are logt because the
minima st of instruments is condituted by the explanatory variddles lagged two periods,
dthough we retrieve the period lost through fird-differencing in tems of ingruments
(T-1-2+1=6). Thee 9x equations are edimated as a sysem, imposing the redtrictions
that the coefficients are equal across equations. In our notation, the system of equations is as
follows, where we indicate the set of valid instruments for each equation in parentheses:

D’Iny, =0, - g,DIny,, +g,[DIns, - DIn(n, +g+d)] +g,DInh, +Da,
(instruments=1Iny, . .InX,_,, N=2,...,7)

D’INY, 4 =00t - goDINY, o +9,[DINS , - DIN(N,_, +g+d)]+g,DInh_, +Da,_,
(instruments=1Iny, ., .InX%_. .Y, 4 INX 4 )

ID?Iny, g =00t - §DINY, s +0,[DINSe 5 - DIN(N_q +g+d)]+g,DInh g + Dy g
i (instruments=1Iny, 5 ,InX,_,)

i
!
|
!
!
|
:
i
1
|
This means thet for those observations where DIny, , isregressed on DIny, o and InX,
Iny, , and the matrix of explanatory variables Inx, , ae the admissble insruments,
whereas for those observations where DIny, , is regressed on Diny, ., and Inx, , ,
Iny, , and Iny, , ae both admissible, as are Inx, , and Inx, ,, , ahd so on as one moves

forward in time.

A wdl-known example of the application of this estimator to the augmented Solow modd is
the paper by Casdli, Esquivd and Lefort (1996), who find, estimating over the 1960-1985
time period with t =5 and T =5: (i) substantidly higher rates of convergence than was
previoudy found using conventiond pand techniques (IA »0.10), (ii) an implied capitd share
that is much more in line with conventiond wisdom than those obtained usng smple cross-
sections (& » 0.49) and, unfortunately, (iii) a negative and datigticaly significant coefficient

22



CERDI, Etudes et Documents, E 2002.27

associated with the human capita variable (j° » - 0.25).226  On the basis of this last finding,
Casdlli, Esquive and Lefort (1996) reject the augmented Solow mode outright.

Cadli, Esquivd and Lefort (1996) are careful to test for fird-order serid corrélation in the
disurbance term in the growth eguation which, in the presence of measurement eror in the
human capitd variable, is equd to g,u, +e,. The absence of first-order serid corrdation in
the disurbance term of the growth equation in levels is implied, in the growth eguation
expressed in firg-differences, by : (i) the presence of negaive fird-order serid correation
and (i) the absence of second-order serid corrdation:?® they cannot reject the null hypothesis
that ASSUMPTIONS 4 and 5 hold. This last statement follows because the absence of serid
correlaion in the composte disturbance term g,u, +e, implies its absence in both of its

components.*°

As a further test for the presence of autocorrdation in the measurement error, Casdli,
Esquivel and Lefort (1996) re-estimae their specification while dropping the most recent
indruments.  They show that the results are not very different according to whether they use
the restricted or unrestricted matrix of instruments.!

In the first column of Table 2, we present results corresponding to application of the Ardlano-
Bond estimator to our data Our results are amilar to those of Casdlli, Esquivd and Lefort
(1996), in that our estimate of | is negative and highly Sgnificant. Moreover, the Stuation is
even worse in tha the point estimate is twice that found by Casdli, Esquivel and Lefort. As
with ther specification, the Sargan test of the overidentifying redtrictions strongly rgects the
Specification, with a p-vaue coming in & the 3 percent leve. Manifesly, the Ardlano-Bond

edtimator does not provide one with a solution to the human capitd puzzle. As we shdl see

28 Caselli, Esquivel and Lefort, 1996, Table 3, p. 376.

29 Arellano and Bond, 1991a, pp. 281-2.

30 Note that some authors reject the use of lagged right-hand-side variables altogether as instruments, even in the
absence of serial correlation concerns. For example, Rappaport (2000) notes that “the potential for a reverse
causal link from the current income level to any of the “stock” conditioning variables (i.e., right-hand-side
variables constrained to a finite time derivative) ” should be of great concern in any instrumental variable
procedure based on the Arellano-Bond approach. As he putsit: “To the extent that an included right-hand-side
stock variable is a normal good, its level will increase with income; education and public capital seem obvious
examples. The persistence of stock variables along with optimization by forward-looking agents rule out using
lagged values asinstruments” (Rappaport, 2000, p. 13).

3L A further development on the methodol ogy implemented by Caselli, Esquivel and Lefort (1996) is provided by
Bond, Hoeffler and Temple (2001), who use the system GMM estimator proposed by Arellano and Bover (1995)
and Blundell and Bond (1998). This approach combines equations in levels with those in first-differences,
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below, pat of the problem lies in the low varigbility of the human capitd variable once fird-
differencing is performed, with an additional source of difficulty probably semming from the
weskness of the ingruments used in the standard GMM procedure. It is this “wesk
insrument” problem that the new estimaor introduced in the next section is desgned to

overcome.
5. LOwW VARIABILITY INTHE HUMAN CAPITAL VARIABLE

There are two additional standard reasons that could explain the lack of significance of the
human cegpitd variable (though not sgn-reversa per se) once country-specific effects have
been accounted for through a covariance transformation such as firg-differencing.  The firgt
involves multicollinearity induced by the covariance transformation. The second involves a
reduction in the variance of the human capitd vaiable following the covariance

transformation.  This is because the least squares estimate of the variance of g, is given by
va(g,,] =si/s (- ), where R is the R-sgquared of the auxiliary regresson of humen
capita on the other explanatory variables and sé is the variance of the human capitd variable

dfter the covariance transformation.

Theterm (1- Rf)'l, which is known as the variance inflation factor (VIF), is a measure of the
collinerity that exists between human capitd and the other included regressors®? If the
degree of collinearity is high, var[g,,] will be lage ceteris paribus. Smilaly, if the
covariance trandformation results in a dramatic fdl in sff with respect to s/ (its counterpart

in levds), then agan, var[d,,] will be large when compared with var[g,,<].>° If we
congder the pooling and the within results, the VIFs are dmost identical in that the R of the
auxiliay regressons come in a 0.6676 for the pooling regresson and 0.6675 for the within

regresson. It is therefore not an increese in collinearity semming from the within

transformation that is driving the human capitd puzzle.

where the variablesin the equationsin levels are instrumented using twice lagged first-differenced variables.
32 We include the VIF for the human capital variable for all estimations presented in Table 2, as well as the
variance of the residuals of the auxiliary regression of human capital on the other explanatory variables.

33 When we speak of areductionin S s , we mean of course, areduction with respectto S éz .
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On the other hand, the within transformation does result in a subgstantid reduction in the
vaiance of the human capita variable, which goes from s ? =0.6935 in levels to s ﬁ =0.1321

after the within trandformation. Removing country-specific means therefore does result in a
subgantid loss in the variance that could be the cause of indgnificant coefficients associated
with the human capitd varidble The dtudion is even worse when one caries out fird-

differencing, with s 2 =0.0230. This dramatic fdl in variance is illusrated in Figure 5,

where we plot different kernd densty esimates of the human capital varidble following
vaious trandformetions (dl varidbles have had their unconditiond mean subtracted, which
explans why dl the kernels are centered on zero): it is obvious that the within and firgt-
difference transformations correspond to substantid  meanpreserving decreases in  the
"soread” (in the sense of Rothschild and Stiglitz) of the digtribution of Inh, , with respect to
the gtuation in levds (graphicdly, the edimated didributions become much more
concentrated around zero). As one would expect from the respective variances reported
above, this decrease in the soread is much more noticesble for the firg-difference
transformation than for the within transformation.

In order to counter this problem, Mairesse (1990, p. 92, 1993, p. 435) suggests Garying out a
"between" edimation after peforming the fird-difference trandformation. The firdt sep
eiminates the country-specific effect, while the second should ensure that variables expressed
in firg-differences recover sufficient variance for their effect to be identifiable. In terms of
the problem a hand, this gpproach will be worthwhile only if the second transformation

dlows one to recoup a sufficient amount of variance: this is not the case, snce the variance of

the education variable after the second transformation fals once again, to s?2,, =0.0060.

Results corresponding to the between regresson on firg-differences are presented in column

5of Table 2. Once again, the procedure in question does not solve the human capitd puzzle.
The growth process of human capital

The preceding findings in terms of the variances associated with various covariance
trandformations of the human capitd varidble naturdly leads one to invedigae its ddidica
properties more closdy. Recdl that the within tranformaion purges the human capitd
varidble of its country-specific mean over the period. All that remans are within-country
changes in human cepitd, and if that rate of growth is roughly congant (the varigble is in
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logs), the within tranformation will have removed inter-country differences due to
differences in the initid levd of education, leaving only rdaivey smdl differences in the
between-period growth rate of human capitd. The same is true of the firg-difference
trandformation.  In order to illudrate this point formaly, consder the following exponentid

growth process for human capital: h, = h, exp{at} whichimpliesthet

(21) Inh,=Inh,+at,

where h, is the (country-specific) initid level of human capitd, and a is its (country-
goecific) growth rate.  If we condgder the firg-difference transformation, equation (9) may
then be re-expressed as :

(22) D’Iny, =-g,DIny,, +g,[DIns - DIn(n, + g+d)] +g,0t +g,at +Dh, +De,.

Wha is clear in equation (22) is that the entire effect of human capital in the regression will
be identified through the variations in a, 3% How gresat can one expect the fal in variance of
the human capitd varidble to be when one moves from estimation in levels to edimation in

firg-differences, when human capitd follows the process defined by (21)? Let var[a]=s?,
and varlnh,] :sfb. Then it can be shown that the variance of the logarithm of human

capitd in apooling regresson over T periodsis given by:

290 n=T-1 2 35

sp=(T-Ds; +t’s2gq _ n
Now condder a regresson in firg-differences. The vaiance of the firg-difference of the
logarithm of human capitd, where the equation is estimated over T - 1 periods, is given by:

Son =(T-Dt’s?.
The rdio of the vaiances of log human cgpitd in levds and log human capitd in firg-
differencesistherefore given by:

Sp _S 1 o mro
23 L= Doy n®+T-1.%
(@) s2 t%? T-19 ™

34 Note that, if this were indeed the true process generating human capital, the effect of the latter would not be
identifiable at all in the equation estimated in second-differences ? thisisindeed what happens, in the sense that
the standard error associated with human capital becomes extremely large when one moves to second-
differences; see the results presented in Table 2, column 6.

35 See APPENDIX 1 for the derivation.

3 |t is interesting to note that this expression provides part of the explanation for why the coefficients (and
especialy their standard errors) vary as the time frame (2 twenty-year periods, 4 ten-year periods, etc.) over
which growth regressionsin first differences are estimated changes.
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Here t =5 and T =8 which impliesthat s ¢ /s g =20+(sy /25 Z). Thus if human capital
follows the process given by (21), one expects the variance that is performing the function of
identification to fdl by a factor of at least 20. This is indeed what happens when one
performs the firg-difference trandformation: the resulting ratio of variances is approximately
equal to 30 (here var[inhy,] =s ;2 =1.013).

How good an gpproximation of the behavior of the human capita variable is the process
described by eguation (21)? In order to assess its empiricd vdidity, we smply performed the
regresson suggested by (21), thereby estimating country-specific, time-invariant growth rates
of human capitd. For the regression in question R =0.8519, and the resulting estiméate of
s? is equa to 0.00029 (the F-test associated with the null-hypothesis that the estimated &

a

are equa across countries, and thus that s 2 =0, is rejected with a pvaue below 0.001). If
we condrain the growth rates to be equa (g =3 =a and thus s 2=0), the mean rae of

growth of human capitd is equd to 0.024 per five-year period. The results are represented
graphicaly in Figure 6, where we plot the actud value of Inh, againgt the value predicted by
(21): asshould be obvious from the Figure, thefit is extremely good.

Note that the preceding argument is a powerful explanation for the imprecison of the
edimates of the coefficient associated with human capitd, after the firg-difference
transformation. It does not, however, explan a negative and ddidicdly ggnificant
coefficient. In order to do so, measurement error must again be invoked. If the measurement
aror takes a form such that its magnitude is reativey important, reative to that of the
tranformed human capitd vaiable, then (i) the process generdting the human capita
vaiable, (i) measurement error and (iii) the firg-difference trandformation which results in a
dramatic fdl in the variance of the human cepitd vaiable may explan the negdive
coefficient associated with human capitd.

Suppose that there is measurement error in the country-specific growth rate of human capitd.
We pose thisasfollows:
Inh¢=Inh,+(a +q,)t, whereq,, isi.i.d. [J N(O,sqz).

Under this assumption, the equation in firg-differencesis given by
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D’Iny, =-g,DIny, +g,[DIns,, - Din(n, +g+d)]
+g,0t +9fa +gtq, +Dh, +De,.
Ignoring problems stemming from uncontrolled-for heterogeneity in the growth rate of labor

(24)

productivity (g, ), the bias resulting from the messurement error on the growth rate of human
cgpitd isthen given by:
plimgzd =0~ QZtaqu/(S e2Dh +qu)E|,

where (as in eguation (13)), s ;h is the variance of the resduds from the auxiliary regresson
of DInh,on the other explanatory varidbles, expressed in firgt-differences). The key issue is
that sq2 may be of the same order of magnitude as sfh (or more precisely,sfbh )it will
nevertheless be extremey smdl (by a factor of 30, as shown in equation (23)) with respect to

2
Sh-
for must smultaneoudy ded with the measurement eror problem (and, therefore,
orthogondize, DInh¢ with respect to the error term), and inject enough "between" variance
(i.e., cross-country variance) for the impact of human capitd to be precisdy identified after
the firg-difference trandformation, which deds with AsSUMPTION 3 (correlated effects) but

The point being made here is that the instrumentd variables method that one is looking

leaves very little variance in the transformed varidble. Given that externd indruments are
unavalable, the next logicd Sep is to consder indrumentd varidble edtimators that use
covariance trandformations themsaves as indruments, firs proposed by Hausman and Taylor
(1981), and developed further by Amemiya and McCurdy (1986), Breusch, Mizon and
Schmidt (1989) and Cornwell, Schmidt and Wyhowski (1992), dthough this approach will
have to be modified in order to take the orthogondity conditions given by ASSUMPTIONS 6

and 7 into account.
Hausman-Taylor estimation
To the best of our knowledge, no use of the Hausman-Taylor (1981) estimator has been made

in the empiricd growth literature, and this is surprising.®’  Although Judson (1995) does

mention their paper, she confines her esimations to the within, variance components (random

37 In related work, we (2002) have found that the impact on economic growth of many time-invariant variables
identified in the empirical literature using pooling regressions is dramatically altered once country-specific
effects are controlled-for using the Hausman-Taylor approach. The basic point being made is that it is
empirically dubious to present results concerning time-invariant variables when an appropriate and well-
established (since 1981) empirical technique does exists which simultaneously controls for unobserved
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effects), and GLS edimators. Hausman and Taylor (1981) provide condgtent and efficient
esimators for the coefficients associsted with time-invariant variables when these variables
ae corrdated with unobserved heterogeneity, when we have no externa exogenous
ingruments, and when ASSUMPTION 1 (exogenety) is satidfied. The principle of this method
condgs in udng the trandformations in terms of deviations with respect to ther country-
goecific means of the exogenous explanatory varidbles and their country-specific means as

ingruments.

Consder a growth eguation in which X =[X ;X,,] ae the time-varying explanaory
varigbles and Z=[Z,,Z,,] ae the time-invariant explanatory varigbles X, and Z, are
assumed to be doubly exogenous, in that they are uncorrelated with the disturbance term e,
and the unobserved country-specific effects g, In A, +m (i.e, ASSUMPTION 1 (exogeneity)

holds but there are no correlated effects). We express the lack d correlation between X, and

Zy; with g, In A, +m by posing:

AsSSUMPTION 8 (orthogondity of X, and Z, with the individud effect):
E[Z,%g,In A, + m)] =0 and E[ X, Hg,In A, + m)]=0.

The X,,and Z,, vaiables, on the other hand, are sngly exogenous in that they are assumed
by Hausman and Taylor to be corrdated with g,InA;, +m but uncorrdated with
e, (AssumPTIONS 1 and 3 hold for them). The set of instruments proposed by Hausman-
Taylor (1981) is:

(25 Aq =[Q X iR Xy Zy],

where P, and Q, ae the idempotent meatrices that perform the between and within
transformations, respectively; under ASSUMPTION 1 (exogeneity) Q, X, is a legitimate st of
indruments snce E[Q,X,)®&,] =0 (dternetively, one may specify the st of insruments as
A =[Q X, P X, iRZ;]). These results have been extended by Amemiya and McCurdy

(1986) and Breusch, Mizon and Schmidt (1989) (henceforth, AM and BMS) who suggest the
wider st of indruments given by :

heterogeneity and allows oneto identify the impact of time invariant covariates.
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(26)  Aw =[Q X XiiRZy 1 Agys =[Q Xis Xi:Q, X5 RZy ],
where X:.and X, ae defined as in Amemiya-McCurdy (1986). The Amemiya-McCurdy

ingrument set assumes that the doubly exogenous variables are uncorrdated with the country-
goecific effect, at each t. The Breusch-Mizon-Schmidt instrument st assumes that
E[X$@Q,InA; +m)] isthesame, " t. Notice that the HT, AM and BMS instrument sets
ae dl admissble only if ASSUMPTION 1 (exogeneity) holds. This is because that portion of

the country-specific means given by x, +x,., will be correlated with e, under ASSUMPTIONS
6 and 7. This suggests usng the remaining portion (é jjo'm X; ) as instruments that will

satidy the predeterminedness assumptions that one is willing to impose in the context of
GMM egtimation.

A new instrumental variables estimator

Asume thet the right-hand-sde variables satisSfy ASSUMPTION 2 (predeterminedness), as well
as the corresponding orthogondity conditions given by ASSUMPTIONS 6 and 7.3 Consider the

folowing projection marix B, which tranforms time-varying vaiables into their
individud conditional meansfromtimeltotimet- j;thais:

@) A X =t D& X ° Xy
For example, if T =4 and we wart to consgder individua means of a variable, conditional on

the mean being computed from time t - 1 backwards (i.e.,, j =1), oneobtainsfor X,,:
Xi.3 =(Xi3 + X, + Xil)/3'

One can think of B_; as being the product of two matrices P, =R,S; ;, where P, isa

j
conventional idempotent matrix (of dimenson [(T- jJ)N] [(T- j)N]) that trandforms a
(T- J)N"1 vector of variables into its individud meens, and S, ; is a [(T- j)N]" TN
matrix that deletes the most recent | observations from each individud. If we premultiply a
time-invariant variagble by P, ;, we smply obtain a (T - j)N" 1 vector of the T- | ealiet

eements of the variable itsdf, where the most recent | observations for each individud will

38 Note that we have no time-invariant variables (be they correlated or not with the country-specific effect) in our
growth regressions, although our proposed instrument set can readily be expanded, as with the HT, AM and
BM S instrument sets, to accommodate them.
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have been ddeted. In what follows, most of the discusson will be phrased in terms of the
casewhere j =1.

The reason for doing this transformation, rather than the usua Hausman-Taylor (henceforth
HT) one is that, despite the absence of exogeneity, and thanks to ASSUMPTIONS 5, 6, 7 and

8:E[X;. (,4,1=0 (rividly, by AssumpTion 8), and E[X,..,%,] =0 (by ASSUMPTIONS 5, 6
and 7). The combinaion of these two conditions implies tha we can use X, ., as

ingruments for Z,, and the same necessary condition for identification as in HT holds. If

there are no time-invariant variadbles in the regresson, as is the case in the context of the

augmented Solow growth regressions considered here, X, ., is not needed as an instrument
for the nonexigent Z,. The second result is essentid when time-invariant varigbles are
present in that it ensures that X, , is a vaid insrument since it will be orthogond to the
composite error teem |, +e,. On the other hand, a useful property of the two results is that

they imply that X, ., will be a vdid insrument for X,,. If we had some X, vaidbles

which we knew to be orthogond to e, (E[X,%.]=0 " t,5), then we could add the
conventiond HT instruments given by X5 to X; ., S0 asto obtain a broader instrument set

for Z,,.

Now consider our twist on the "within" transformation :

28)  Xiyey © X1 Xy

One can think of this as premultiplying the vaiabdles by the "anihilaor matrix"
Q. i=Ugyn- RS, whee 1., is the identity marix of dimenson
(T-DN" (T-DN. Q. , trandorms a varigble, after deleting the observetion a time t for
eech individud, into devigions of the vaiable lagged one period, with respect to its

individud mean, measured from t-1 backwards. (Of course if we premultiply a time-

invariant Z, vector by Q; ,, we smply get a T-1 dimensona vector of zeroes) For
example, for T = 4, one obtains, sarting from X,:

Xi@(s) :[Xia' Xz Xipm Xz X - Xi-s]-
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This second transformation of varigbles yidds the following properties E[)Zﬁt_l(t_lﬁi]:o,
(trividly, by ASSUMPTION 8); E[)Zlit_l(t_l)‘%it]:o (by ASSUMPTIONS 5, 6 and 7);
E[)ZZit_l(t_l)qi]zo (X,, has been purged of its component that is corrdated with | .);
E[ Xy 0.0 8] =0 (by ASSUMPTIONS 5, 6 and 7).

The preceding discusson suggests the following insrument set as an dternative to HT, when
exogeneity does not hold, but conditions by ASSUMPTIONS 5, 6, 7 and 8 do, in the context of
an augmented Solow growth regression :

(29) g)zlit-l(t-l) )ZZit—l(t-l) XJJ-(t-l)H'

APPENDIX 2 provides additiona developments geared towards expanding this instrument set,

aswdl as some remarks concerning the future potentia for extensve hypothesis testing.
Results

In column 2 of Table 3, we present results corresponding to application of the conventiona
HausmanTaylor ingrument set. More explicitly, our assumptions are that (i) dl variables,
except for the 7 time period dummies, are correlated with the country-specific effects, (i) the
education variable is corrdaed with the time-varying component of the disturbance term
because of a classcd measurement error problem and (iii) the two other explanatory variables
arenot. Formaly, thismeansthat the HT instrument set being used is given by

(B0) [QIny., Qllnsg-In(n +g+d)] QXy; R Xyl,

where X, is condituted by the time period dummies. In essence, this is the conventiond HT
indrument st given in equaion (25), modified for the absence of time-invariant covariates
(Z; vanishes), and where one of the dements of Q,X, has been dropped as an instrument
because it is believed to be corrdated with the time-varying component of the error term

because of a classical measurement error problem.

In comparison with the results presented in Table 2, as wel as those corresponding to the
Ardlano-Bond egtimator (column 1 of Table 3), the results are encouraging.  Firdt, the point
edimate of a is equa to 0509, which is extremely close to that which is obtaned in the

39 The degrees of overidentification is therefore equal to 7 +1 (time dummies + constant) - 1 (dropped element of
QX ) =7
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within results (Table 2, column 2). Second, and more importantly, the point estimate of | is
equa to 0490, and is datidticaly dgnificant a the 6 percent level. Interegtingly, and in line

with what one would expect if time-invariant, country-specific measurement error that is
negatively corrdlated with the schooling varigble (not the classca measurement error dedlt
with in pat 4) were present, the point estimae of | is subgantidly grester than in the
pooling results, by a factor of 3. The edtimated rate of annua convergence (1 ) is in line
(roughly 0.5 percent per year) with the results semming from the pooling estimation, and is
much sndler than that which obtains usng the within estimator. Unfortunatdy, the test of
the overidentifying redrictions yidds a p-vaue of 0.008 leading one, a any leve of
confidence, to regect. It is probable that the assumption that Q,Iny,, and
Qllns, - In(n,+g+d)] ae admissble HT instruments is untensble, because of a

contemporaneous correlation with the time-varying portion of the disturbance term.*°

In column 3 of Table 3, we present results corresponding to a smple verson of our new
indrument s, in which indruments are limited to the deviations of the variables with respect
to the conditionad country-specific means only for the initid period (1960). More explicitly,
the instrument set being used is

B [Xayepls

snce we assume that no X, variables (those uncorrelated with the country-specific effects)
obtain in the equation (therefore, )Zﬂt_l(t_l) and X ., drop out from the indrument set given
in equation (29)). This specification is overidentified with 3 degrees of freedom,** and yields
a point estimate of a equd to 0.65, roughly hafway between the pooling and within results,
and larger, by 0.15, than the conventiond HT results. As with the conventiond Hausman
Taylor estimates, the point estimate of | is dightly below 0.50 (with an associated pvaue of
9 percent), while the convergence rae fdls even further, to 0.33 percent per year.

40 When one relaxes this assumptions, and allows for only the time dummies in deviations and country-specific
means to constitute the HT instruments, the overidentifying restrictions continue to be rejected. This should not
be surprizing, by dint of the fact that these variables have extremely weak explanatory power in the
corresponding instrumenting equations.

41 Given that deviations with respect to conditional means are used as instruments, we are left with only 5 five-
year periods for estimation purposes, since variables expressed as deviations with respect to conditional means
must be lagged at least two periods, and conditional means must span at least two periods to be meaningful.
This implies that there are 8 parameters to be estimated: 5 period-specific constants, and the three parameters
presented in the Tables. In the results presented in column 3 of Table 3, there are 11 instruments, constituted by
10 deviations with respect to conditional means plus the constant. Thisyields 3 degrees of freedom for the test
of the overidentifying restrictions. A similar computation yields the 11 degrees of freedom for the results
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Unfortunately, in terms of the vadidity of our choice of ingruments, the specification fals the
tex of the overidentifying redrictions the p-value associated with the test is equa to 0.05

which, a conventiond levels of confidence, would lead one to regject.

In column 4 we extend the indrument st to include deviations of varidbles over the last two
time periods (1965 and 1960) with respect to their country-specific conditiond means. The
results are driking. Fird, the point estimate for j comesin a 0.98, and is Sgnificant at the 1
percent level of confidence. This seems too large, but it cannot be denied that human capita
is thereby restored to its podtion of prominence as an important determinant of economic
growth. The point estimate of a fdls back to the vaue found with the conventiond HT
esimator, and is equa to 0.50; the annua rate of convergence aso moves back towards the
conventional HT level, and is equd to 0.64 percent per year, surprizingly close to the number
obtained usng the pooling estimator. Findly, and this provides us with some confidence in
the relative robustness of our results, the insdrument set is not rgected by the test of the
overidentifying redrictions, with the p-vaue of the associated test datistic (with degrees of
freedom equa to 11) keing equa to 0.60: this is the firs indance presented in Table 3 where
an indrumentd varidbles-based estimator is not reected by a test of the corresponding
overidentifying restrictions. It is dso in sharp contrast to what happens when the Ardlano-
Bond estimator was used.

6. CONCLUDING REMARKS

In this paper, we have atempted to explan why, once conventiond pand estimaion
techniques such as the within procedure or firg-differencing are performed, the coefficient
asociated with human capitd, which is podtive and ddidicdly dgnificant in cross-sectiond
or pooling regressons, becomes ether datidicaly indidinguishable from zero or negdive
and ddidicdly sgnificant.  After reviewing the forms of bias that are likdy to aise in the
augmented Solow modd, we showed that the crucid issue revolves around the lack of
vaiability in the education varidble once country-specific heterogeneity is accounted for, and
how gandard covariance transformations result in the measurement error thet affects human
cepitd  becoming the dominant source of identifying variances We have proposed an
estimator, based on the Hausman-Taylor (1981) agpproach, which dlows one to identify the

presented in column 4, since here there are 18 deviations with respect to conditional means.

34



CERDI, Etudes et Documents, E 2002.27

impact of time invariant vaiables while controlling for individua effects, which we combined
with the orthogondity redtrictions that appear to be reasonable in the context of cross-country
pand data. A first gpplication of this new esimator reveded that it may dlow one to solve
the negative human capita coefficient puzzle, athough further testing would be desirable.

The contributions of this paper to the literature on economic growth are, we beieve, two-fold.
Fird, we have shown, sometimes (and unfortunanely) rather laborioudy, that a dlear
underganding of the underlying data-generating process is essentia for one to be adle to
choose the right empirical insdrument. The Barro-Lee human capitd variable is an extiremdy
useful cregtion which does, however, bring with it important problems, that have led to an
econometric puzzle that has baffled growth specidistsin recent years.

Second, from the methodologica perspective, we have shown that the Hausman-Taylor
gpproach can be fruitfully applied to the empirics of economic growth. Concomitantly, we
have shown that it is a viadle dternative, when modified to take into account the milder
identifying assumptions recently popularized by the GMM literature, to the Aredlano-Bond
goproach  which is sometimes, especidly in pasmonious gpecifications such as the
augmented Solow modd, plagued by a problem of week insruments. Further investigations
will involve exploring the broader indrument sets made possble by our gpproach, as well as
developing a battery of hypothesis tests that will provide further checks on the vdidity of the
identifying assumptions.
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APPENDIX 1

The variance of human capitd in apooling regresson over T periods when h, = h, exp{at}
isgivenby :

2 _ 0 t=T-1 o t=T-1 o t=T-1

Sh=aA o var[inh,]= a ., var[lnh, +at]=(T - Yvar[inh,] +a var[at]
=(T- 1)s§) +var[a 0]+ var[at ] +var[a 2 |+ ...+var[a (T - 2t ] +var[a (T - Dt ]
=(T-Dsp +t’s2+a’s2+. +T- 2t S2+(T-Dt%?

n’+(T-1%%s?

2 20 n=T-2

=(T-Dsg +t s.a .,

=(T-Ds?2 +t%s23 " 'n.

n=1

Infird-differencesover T - 1 periods, the corresponding expression is obtained as:

o t=T

S I?n =a tzo'lvar[lnht - lnht-l] = é t:O- Var[ait] = (T - J)var[a,t] = (T - :Dt ’s 2.
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APPENDIX 2

One can expand the instrument set proposed in equation (29) by adding instruments of the form:

leit-j(t-k) Xt (t-x) x]j-(t-k)H’ j>1 k>1.

Thisis easy to set up in a GMM framework with a separate equation for each time period (with cross-equation
restrictions on the parameters). One can then test the ensuing overidentifying restrictions. Animportant concern,
however, is that high values of j and « will end up being akin to using successively lagged values of the
variables themselves after first-differencing, as in Arellano and Bond (henceforth, AB). As aresult, we have
preferred to keep things simple, and stick to (29).

As a general econometric point, the issue here is not only to be able to identify the impact of time-invariant
variables while controlling for individual effects, but also to be able to precisely identify the impact of particular
time-varying variables, correlated with the individual effects, whose variance falls dramatically once first
differencing is performed. This suggest that the instrument set proposed in (29) may constitute a possible
solution to the problem of weak instruments caused by first-differencing. In some sense, the basic ideais that
many time varying variables that are correlated with the individual effect become "almost time-invariant” after
first-differencing (as with log human capital in a growth regression) and the only vay of estimating the
coefficients associated with such a variable while controlling for individual effectsisto use a procedure based on
Hausman and Taylor, modified to take the correlation between the time varying variable and the time varying
component of the error term into account.

As in the original HT paper, our instrument set suggests the following approach to testing. First, run the
regression using the "consistent” instrument set proposed in (29). Concomitantly, run the regression in first
differences, using twice-lagged levels (as in Anderson and Hsiao, 1981, 1982, henceforth AH, athough their
focus is of course on a lagged dependent variable), to control for endogeneity. It is then straightforward to
construct a Hausman test of the overidentifying restrictions (whereas the AH estimates will be just-identified).
Though not as clean as the original test proposed in HT which uses the "within" estimates (but which cannot be
used because of the lack of exogeneity), this is the appropriate procedure. Second, as with conventional
consistent HT, carry out (a) a Sargan test of the overidentifying restrictions and, in the spirit of AB, (b) atest for
first order serial correlation of the residuals in levels (to test the critical identifying condition given by
ASSUMPTION 5). One can check the consistency of the AH counterfactual by doing the usual test for the absence
of second order serial correlation and the presence of first-order serial correlation in the first-differenced
residuals, given in AB. On the other hand, if AB were the counterfactual used to construct the Hausman test
described above, one could perform the same tests for serial correlation in the first-differenced residuals, plus a
Sargan test of the overidentifying restrictions of the AB estimator.

If theresults pass thisfirst battery of tests, one can be reasonably confident that one can get consistent estimates
of the variance components, and proceed to q -differencing. One can then construct the corresponding Hausman
test of the efficient versusconsistent estimates using the proposed instrument set, or using our efficient modified
HT versus AH. In the context of adynamic panel data setup with alagged dependent variable (as in the growth
regressions considered here), one simply adds the lagged dependent variable transformed as in equation (28) to
the instrument set. Then the Hausman test proposed above using the AH estimator as the counterfactual really
comesinto its own.
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Figure 1. Annual growth rate of GDP per capita and human capital: Pooling(g,q, 5 =0.0062)
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Note “Purged” growth rate of GDP per capita plotted on vertical axis obtained after purging it of the effects of initial GDP
per capita, the investment ratio, population growth rate and time dummies; based on the parameter estimates presented in
column 1 of Table 2.

Figure2. Annual growth rate of GDP per capitaand human capital: Within (g ,,, =-0.0122)
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Note based on the parameter estimates presented in column 2 of Table 2.
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Figure3. Annual growth rate of GDP per capita and human capital: Firs-differences (g, = -0.0125)
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Note based on the parameter estimates presented in column 3 of Table 2.
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Figure4. Annual growth rate of GDP per capita and human capital: Second-differences (g, =Xxxxx)
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Figure5. Thechanging distribution of In ht . Kernel density estimates of log education :
Pooling, within, fir st-differ ence, second-difference and Hausman-Taylor transformations
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Note: the lower kernel density with no symbol corresponds to the standard Hausman-Taylor transformation.

Figure6. Thegrowth of human capital asa country-specific,
exponential process: h, = h, exp{(a +0, )t} ; actual versus predicted valueof Inh,
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Tablel. Cross-Section versusPand: A Summary of the Human Capital Puzzle
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Authors Type of Sample Estimation Additiona Coeff. Education Implied Implied
estimation method explanatory  on variable a J
variables human (se) (se)
capital where where
available ayailable
MRW (1992) Cross-section, OLS Pos. & Sec. enrol. 0.31 0.28
Tablell 1960-85 signif. rate
Idlam (1995) Cross-section, non-oil OLS Pos. & Barro-Lee 0.686 0.235
TableV,col.1  1960-85 signif. (0.069)  (0.101)
Islam (1995) Panel, 5 non-oil PoolingOLS Insignif.  Barro-Lee 0.801 0.054
TableV, col. 2  periods, (0.053)  (0.102)
1960-85
Benhabib & Par_1e|d, 2 First Insgnif.  Barro-Lee
i periods, i
Spiegel (1994) 960-1980 differences
Idam (1995) non-oil Chamberlain Neg. & Barro-Lee 0.522 -0.199
TableV, cal. 3 min. dist. signif. (0.064)  (0.109)
Islam (1995) Intermediate  Chamberlain Insignif.  Barro-Lee 0.494 -0.006
TableV, cal. 3 min. dist. (0.059) (0.126)
Islam (1995) OECD Chamberlain Insignif.  Barro-Lee 0.207 -0.045
TableV, col. 3 min. dist. (0.105)  (0.145)
Knowles &
Owen (1995)
Casli, Panel, 5 Arellano- Neg. & Sec. enral. 0.491 -0.259
Esquivel & periods, Bond GMM signif. rate (0.114)  (0.124)
Lefort (1996),  1960-85
Table 3
Hamilton & Panel, 2 Same as First Neg. & % of work.  0.468 -0.121
Monteagudo periods: 1960- MRW differences sgnif. agepop.in  (0.084)  (0.079)
(1998), eq. (16) ;(5) and 1975- sec. sch.
Temple Benhabib- Different LTSOLS Region.dum. Pos.and  Sec. enrol. 0.15to
(1999b), Table  Spiegel Cross subsamples  (RWLS) signif. rate 0.38
1, col. 4 section,
1960-85
Bond, Hoeffler  Panel, 5 Same as Ardlano- Insignif. Sec. enrol.
&Temple periods, Caselli, Bover GMM rate
(2001), Table 2 1960-85 Esquivel &
Lefort
Brauninger & Panel, 6 13 OECD Within Unempl. Insignif.  Barro-Lee 0.23
Pannenberg periods: 5 countries
(2002), Table2, Yea intervals,
col. 1 1960-90
Table 2, cal. 2 Aréllano- Unempl. Insignif.  Barro-Lee 0.48
Bond GMM
McDonad & Panel, 6 MRW with  Within Infant mort.  Insignif. Nehru 0.40 0.00
Roberts (2002)  periods: 5 available or life expect. etal
Table1,col.1  Yea&r intervals, human cap.
1960-90
Tablel, col. 7 OECD Pooling Pos. and Nehru 0.53 0.19
signif. etal
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Table2. Redtricted Estimation of the Augmented Solow M odels: 1960-2000

Eight five-year periods. Simple covariance transformations
(p-valuesin parentheses below coefficients)

@ &) ©) Q) ©) (6) U]

Estimation method Pooling Within  Firstdiff. Firstdiff. Between  Second Second
correctedfor  gn first diff. diff.

first order diff. + multiplic.

serial corr. country eff.

a 0.8447 04974 0.2250 0.3042 0.5301 0.1075 0.1636
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)

J 0.1459 -0.1925 -0.0839 -0.2205 -0.0730 -0.0189 0.0380

(0.003)  (0.001)  (0.101) 0.001) (0.749)  (0.612)  (0.357)

[ 0.0066 0.0327 0.1228 0.0891 0.0250 0.2442 0.3104
(0.000)  (0.000)  (0.000) (0.000)  (0.019)  (0.000)  (0.000)

H o-a +j -1=0 0.0092 -0.6951 -0.8588 -0.9163 -0.5428 -0.9114 -0.7982
[p-valug] 0.795 0.000 0.000 0.000 0.053 0.000 0.000
R? 0.4769 0.2452 0.3453 0.3076 0.0845 0.5205 0.7080
S 0.0265 0.0219 0.0285 0.0269 0.0088 0.0410 0.0358
Variance of fixed effects n.a 0.0527 n.a n.a n.a n.a n.a
First-order I 0.2350 -0.0452 -0.2442 na na -0.5329 -0.3843
(4.74) (0.316) (0.000) (0.000) (0.000)
Variance of human capital 0.6935 0.1321 0.0230 0. 0230 0.0063 0.0383 0.0383
Skewness of human capital -1.231 -0.525 2.048 2.048 1.078 1.529 1.529
Kurtosis of human capital 5.040 5.931 20.753 20.753 4.076 29.205 29.205
VIF (collinearity diagnostic) 3.008 3.008 1.068 1.068 1.134 1.051 1.112
Var. of res. from aux. reg. 0.486 0.041 0.021 0.021 0.0720 0.038 0.031
No. of observations 737 737 635 535 100 535 535

Note a is the coefficient associated with physical capital in the Cobb-Douglas production function; j is the coefficient
associated with human capital; 1 isthe annud rate of convergence. Time dummies included in all specifications. Correction
for 1%-order seria correlation carried out using a simple Cochrane-Orcutt transformation (hence the reduction in the number
of observations); VIF is the “variance inflation factor”; variance of residuals from auxiliary regression corresponds to that of
the human capital variable on the other explanatory variables.

Table 3. Restricted Estimation of the Augmented Solow Models. 1960-2000
Eight five-year periods. Ardllano-Bond GMM, Hausman-Taylor, and AH HT-GMM estimators
(p-valuesin parentheses below coefficients)

) &) ©) 4)
Estimation method Arellano- Conventional AH Hausman-  AH Hausman-
Bond GMM Hausman-Taylor Taylor-GMM Taylor-GMM
(earliestdev.) (2 earliest dev.)

a 0.5403 0.5099 0.6523 0.5027

(0.017) (0.000) (0.000) (0.000)

J -0.4906 0.4909 0.4812 0.9817

(0.008) (0.065) (0.093) (0.011)

I 0.0308 0.0049 0.0033 0.0064

(0.296) (0.000) (0.010) (0.005)

Ho:a+j-1=0 -0.9502 -0.0391 0.1336 04844

[p-valud] [0.000] [0.852] [0.485] [0.065]

Sargan test of overid. restrict.: p-value 0.0357 0.008 0.0541 0.6013
No. of observations 535 737 420 420

Note: 1¥ column is Arellano-Bond estimator as in Caselli, Esquivel and Lefort; p-value associated with the test for first-order
serial correlation in De, is equal to 0.0000 ; for the corresponding test for second order serial correlation in e, , the

associated p-value is equal to 0.3200 ; 2 column is the conventional Hausman-Taylor (1981) estimator where education is
assumed to be correlated with country-specific effect; 39 and 4™ columns correspond to our GMM-based Hausman-Taylor
type estimator based on internal instruments constructed from deviations with respect to country -specific conditional means;
in column 3, only the deviation of the observation for 1960 with respect to the conditional mean is used as an instrument; in

column 4, both 1960 and 1965.
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