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Abstract: We propose a parametric model based on the Poisson distribution that 
permits to take into account both unobserved worker and workplace heterogeneity as 
long as both effects are nested. By assuming that workplace and worker unobserved 
heterogeneity components follow a gamma and a Dirichlet distribution respectively, 
we obtain a closed form for the unconditional density function. We estimate the 
model to obtain the determinants of absenteeism using linked employer-employee 
Canadian data from the Workplace and Employee Survey (2003). Coefficient 
estimates are interpreted in the framework of the typical labor-leisure model. We 
show that omitting unobserved heterogeneity on either side of the employment 
relationship leads to notable biases in the estimated coefficients. In particular, the 
impact of wages on absences in underestimated in simpler models. 
 
Keywords: Absenteeism, Linked Employer-Employee Data, Employer-Employee 
Unobserved Heterogeneity, Count Data Models, Dirichlet Distribution 
 
JEL Classification: J22, J29, C23 
 
Résumé: Nous proposons un modèle paramétrique de la distribution Poisson qui 
permet de tenir compte à la fois de l’hétérogénéité non observée au niveau des 
travailleurs et des établissements, en autant que ces unités soient emboîtées. En 
supposant que celle des établissements est distribuée selon la loi gamma et que 
celle des travailleurs suit une distribution Dirichlet, nous obtenons une solution 
fermée pour la distribution non conditionnelle des absences du travail. Nous 
estimons le nouveau modèle pour obtenir les déterminants des absences du travail 
en utilisant des données liées employeur-employés de l’Enquête sur le milieu de 
travail et les employés (EMTE) (2003). Les coefficients estimés sont interprétés en 
fonction du modèle classique d’offre de travail. Nous montrons que l’omission de 
l’hétérogénéité non observée introduit des biais importants dans les coefficients 
estimés. En particulier, l’impact des salaires sur les absences au travail est sous-
estimé dans les modèles plus simples. 
 
 
 



1 Introduction

In this paper, we test a serie of parametric models for count data that allow for

overdispersion along more than one dimension. We test our models on absen-

teeism linked employer-employee data from the most recent version of Statistics

Canada Workplace and Employee Survey 2003. While linked employer-employee

data sets are becoming more and more available (see Abowd and Kramarz

(1999)) and many dependent variables that are of interest to economists (e.g.

days of vacations, days of absenteeism, days of training, number of job offers)

take the form of a count, we know of no count data parametric application that

takes into account overdispersion at both the employee and employer levels.

We propose a new parametric model which can account for observable and

unobservable characteristics of both firms and employees. The extension adds a

random employee effect to the firm random effect of the negative binomial model.

The potential gain of using parametric models is an increase in efficiency when

the specific parametric assumptions are not rejected. One caveat is that, in

order to estimate the model providing the best fit, the employer and employee

effects need to be nested. Linked employer-employee data fitting this description

would be the Workplace and Employee Survey from Statistics Canada or the

Workplace Employee Relations Survey from Britain.

We show this model peforms better than popular alternatives to the Poisson

model like the negative binomial model or the negative binomial model with

random effects as proposed by Hausman, Hall, and Griliches (1984). Our other

main finding is that the impact of the wage rate on absenteeism is greatly

underestimated when using models that do not correctly take into account the

characteristics of the data. We also show that the model performs very well

by ruling out any significant correlation between the residuals and β̂Xij or

exp
(
β̂Xij

)
.
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In the next section, we jump directly to the empirical specification and

discuss the data in Section 3. In Section 4, we provide a detailed assessment of

the goodness of fit of each model and thoroughly discuss the coefficient estimates

in the context of the absenteeism literature. A brief conclusion follows.

2 Empirical specification

We use an econometric model to evaluate the absenteeism probabilities for em-

ployees within firms. Our dependent variable is a count of days of absenteeism

by a particular individual in a given year.1 Absenteeism can be explained by

both individual and firm characteristics that are observable and unobservable.

We eschew the simple Poisson model that does not perform well in our set-

ting. We thus use, as our base model for the firm effect, the traditional negative

binomial model (Gouriéroux, Monfort, and Trognon (1984)) and test its perfor-

mance against two other more sophisticated alternatives. The first alternative

is the random effect negative binomial model as developed by Hausman, Hall,

and Griliches (1984). The second alternative (that we call ‘Full model’) extends

Angers, Desjardins, Dionne, and Guertin (2006) to capture both worker and

firm unobserved heterogeneity. We describe each model below.

2.1 The negative binomial (NB) model

Let yij be the number of days of absenteeism for employee i in firm j. The basic

Poisson model is

P (yij | λij) =
e−λijλ

yij

ij

Γ(yij + 1)
, (1)

where

E [yij ] = V ar (yij) = λij , (2)

1For different applications of count data models in different settings, see (Cameron and
Trivedi (1998) and Winkelmann (1997)).
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with λij > 0. λij controls for the observed employee-employer heterogeneity.

We first consider unobserved firm heterogeneity.

One can introduce unobserved firm heterogeneity in the Poisson model in a

multiplicative form through λij . If we write

λij = ψjγij (3)

with γij = exp(βXij) and assume that ψj follows a gamma distribution with

parameters
(
δ−1, δ−1

)
, we obtain the standard negative binomial model with

parameters
(
δ−1, δ−1/γij

)
. ψj can be interpreted as a workplace effect and

could represent safety-risk specific to the workplace that affects the absence

decisions of all its workers similarly. Note in this model that E[yij |Xij ] = γij

and V ar (yij |Xij) = γij + δγ2
ij .

The δ parameter captures unobserved firm heterogeneity by introducing

overdispersion. As is the case with traditional panel data analysis, this model

might be inadequate because it does not capture the potential persistence of

the firm effect when there are many employees in a given workplace. One way

to solve this problem is by adding an additional source of randomness.

2.2 NB model with firm random effects

Now, assume yij follows a negative binomial distribution with parameters
(
γij , δj

)
where

E[yij |δj , Xij ] = γijδ
−1
j (4)

V ar (yij |δj , Xij) = γij

1 + δj

δ2j
. (5)

The typical random effects (RE) negative binomial model follows from the as-

sumption that δj

1+δj
is distributed as a beta distribution with parameters (a, b).
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The unconditional expressions for the expectation and variance become

E[yij |Xij ] =
b

a− 1
γij , (6)

V ar(yij |Xij) = γij

b(a+ b− 1)
(a− 1)(a− 2)

(
1 +

γij

a− 1

)
. (7)

This setup adapts the model of Hausman, Hall, and Griliches (1984), proposed

for panel data, to workplace heterogeneity. Here, instead of having repeated

observations on individuals over time, we have repeated observations of work-

place characteristics over all sampled employees. Many of these characteristics

are observable, but other are not.

However, it is not clear that this reinterpretation of Hausman, Hall, and

Griliches (1984) is sufficient for our purpose because it does not take into ac-

count employee unobserved heterogeneity. In applications to panel data, repeti-

tions are for the same subject over time. These repeated observations are almost

interchangeable over time, and time varies in the same way for all observations.

In our setting where we observe repeated workplace characteristics over em-

ployees, this means that the NB model with random effects implicitly assumes

that workplaces are interchangeable and come from the same population. But

in our empirical application, the relation between the firm and the worker may

be more complex in the sense that these actions or events may also be affected

by unobserved worker heterogeneity. Therefore, we propose another generaliza-

tion of the NB model that integrates both workplace and worker unobserved

heterogeneity.

2.3 Model with workplace and worker effects

We now use the following parameterization for λij

λij = ψjθijγij , (8)
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with

γij = exp(βXij). (9)

Parameter ψj is still the random effect associated with firm j; that is, unobserv-

able heterogeneity related to firm j and affecting the absenteeism decisions of

its employees. θij is the random effect of employee i in firm j and represents un-

observed heterogeneity at the individual level. Here we assume that the random

effects are nested (we do not observe employees moving from firm to firm) in

accordance with the structure of the data set we are using for the estimation.2

Within each firm, we assume that

Ej∑
i=1

θij = 1, (10)

where Ej is the total number of employees sampled from firm j. We assume

(to obtain a parametric model) that θij follows a Dirichlet parametric distri-

bution
(
ν1, ν2, ..., νEj

)
and that ψj follows a gamma parametric distribution

with parameters (Ejτ j , τ j). This parametrization makes it possible to obtain

an average workplace effect that increases with the number of workers in the

firm.

With these assumptions, we have that

E [yij |Xit] = γijEj
νi∑Ej

i=1 νi

(11)

V ar(yij |Xit) = γijEj
νi∑Ej

i=1 νi

1 + γij

(
Ej + τ−1

) (1 + νi)(
1 +

∑Ej

i=1 νi

)
 .(12)

For a firm j with Ej employees, the joint distribution of weeks of absenteeism

2Note that we subscript θ with both i and j to emphasize that the worker effect is nested
withing the workplace effect.
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is given by

Pr
(
y1j , ..., yEjj

)
=

=
∫
PEj

i=1 θij=1
...
∫

Pr
(
y1j , ..., yEjj | θ1j , ..., θEjj , γ1j , ..., γEjj

)
×

×f
(
θ1j , ..., θEjj

)
dθ1j ...dθEj−1j , (13)

where, from equation (10), we have

θEjj = 1−
Ej−1∑
i=1

θij . (14)

The conditional density is written as

Pr
(
y1j , ..., yEjj | θ1j , ..., θEjj , γ1j , ..., γEjj

)
=

=
∫∞
0

Pr
(
y1j , ..., yEjj | ψj , θ1j , ..., θEjj , γ1j , ..., γEjj

)
×

×f
(
ψj

)
dψj . (15)

If we integrate out the firm effect ψj , we obtain a Dirichlet compound multino-

mial (Johnson and Kotz (1969)) distribution for the number of weeks of absen-

teeism whose joint conditional distribution is equal to

Pr
(
y1j , ..., yEjj | θ1j , ..., θEjj , γ1j , ..., γEjj

)
=

=

Ej∏
i=1

(γij)
yij (θij)

yij

Γ(yij+1)

[ τ
Ejτj
j

Γ(Ejτj)

] Γ

0
BB@Ejτj+

Ej∑
i=1

yij

1
CCA

0
BB@τj+

Ej∑
i=1

θijγij

1
CCA

Ejτj+

Ej∑
i=1

yij

.
(16)

If we substitute for this multivariate density in (13) and if we assume that the

worker effects follow a Dirichlet distribution with parameters
(
ν1, ..., νEj

)
, we
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obtain

Pr
(
y1j , ..., yEjj

)
=

=

Ej∏
i=1

(γij)
yij

Γ(yij+1)




τ
Ejτj
j Γ

0
BB@Ejτj+

Ej∑
i=1

yij

1
CCAΓ

0
BB@

Ej∑
i=1

νi

1
CCA

Γ(Ejτj)

Ej∏
i=1

Γ(νi)

×

×
∫
PEj

i=1 θij=1
...
∫

Ej∏
i=1

(θij)
νi+yij−1

�
τj+

PEj
i=1 θijγij

�Ejτj+
PEj

i=1 yij

dθ1j ...dθEj−1j .
(17)

In order to solve this equation, one must find the solution to the multidimen-

sional integral in (17). Following Angers, Desjardins, Dionne, and Guertin

(2006), we approximate it through the use a hypergeometric function. We could

also use Monte-Carlo approximation.

2.4 Estimation

To estimate the statistical model with the hypergeometric approximation, we

make the simplifying assumption that it is possible to separate the workers into

two groups (for example) and define G1 = 1, ..., g as all the workers in the first

group with

γg1j =

g∑
i=1

γij

g
, (18)

and G2 = g + 1, ..., Ej as all the workers in the second group with

γg2j =

Ej∑
i=g+1

γij

Ej − g
. (19)
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The integral of equation (17) thus becomes

∫
PEj

i=1 θij=1

...

∫
 g∏

i=1

(θij)
ci−1

Ej∏
i=g+1

(θij)
ci−1


τ j + γg1j

g∑
i=1

θij + γg2j

Ej∑
i=g+1

θij

d
dθ1j ...dθEj−1j (20)

with

ci = νi + yij (21)

d = Ejτ j +
Ej∑
i=1

yij . (22)

If we define

ui =
θij

g∑
i=1

θij

, i = 1, ..., g − 1 (23)

v =
g∑

i=1

θij (24)

wi =
θij

1−
g∑

i=1

θij

, i = g + 1, ..., Ej , (25)

then we can rewrite equation (20) and substitute it in equation (17) to ob-

tain an approximation for the distribution of the number of days of absence in

establishment j (under the restriction γg2j ≥
γg1j−τ

2 ):
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Pr
(
y1j , ..., yEjj |γ1j , ..., γEjj

)
≈

≈
Ei∏
i=1

(
(γij)

yij Γ(yij+νi)

Γ(yfi+1)Γ(νi)

)
(τ j)

Ejτj ×

×

Γ

0
BB@Ejτj+

Ej∑
i=1

yij

1
CCA

Γ(Ejτj)
×
(

1
τj+γg2j

)Ejτj+
PEj

i=1 yij

×

×

Γ

0
BB@

Ej∑
i=1

νi

1
CCA

Γ

0
BB@

Ej∑
i=1

(νi+yij)

1
CCA

×

×2F1


g∑

i=1

(νi + yij), Ejτ j+

+
Ej∑
i=1

yij ,

Ej∑
i=1

(νi + yij) ,
(

γg2j−γg1j

τj+γg2j

)
 , (26)

where 2F1 is the hypergeometric function. It should be noted that this procedure

for estimating the integral can be generalized to several homogeneous groups,

but it is not obvious that the precision gained would be greater. Indeed, Angers,

Desjardins, Dionne, and Guertin (2006) show that the two-group approximation

yields results very similar to a Monte Carlo approximation of the multivariate

integral of equation (20).

3 Data

We use data from the Workplace and Employee Survey (WES) 2003 conducted

by Statistics Canada. The survey is both longitudinal and linked in that it

documents the characteristics of the workers and of the workplaces over time.

The target population for the “workplace” component of the survey is defined

10



as the collection of all Canadian establishments who had paid employees in

March of the year of the survey, excluding Yukon, the Northwest territories

and Nunavut.3 For the “employee” component, the target population is the

collection of all employees working, or on paid leave, in the workplace target

population.

The sample for the workplaces comes from the “Business registry” of Statis-

tics Canada which contains information on every business operating in Canada.

Employees are then sampled from an employees list provided by the selected

workplaces. For every workplace, a maximum of twenty-four employees are se-

lected, and for establishments with less than four employees, all employees are

sampled. In the case of total non-response, respondents are withdrawn entirely

from the survey and sampling weights are recalculated in order to preserve rep-

resentativeness of the sample.

WES selects new employees in odd years. For workplaces, the initial 1999

sample is followed over time and is supplemented at two-year intervals with a

sample of births selected from units added to the Business Register since the

last survey occasion. In order to control for the design effect in our estimations,

we use the final sampling weights for employees as recommended by Statistics

Canada.

In 1999, workplace data were collected in person; subsequent workplace sur-

veys were conducted by means of computer assisted telephone interviews. For

the employee component, telephone interviews were conducted with individu-

als who had agreed to participate in the survey by filling out and posting an

employee participation form.

Individuals who did no work throughout the year are included but we control

for their limited exposure to the risk of being absent in our regression framework.

Finally, we drop workers who were absent for more than fifty days of work in
3Establishments operating in fisheries, agriculture and cattle farming are also excluded.
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the past year.4

The rich structure of the data set allows us to control for a variety of factors

determining absenteeism decisions. From the worker questionnaire, we are able

to extract detailed demographic characteristics including measures of health,

human capital, and income from other sources. Moreover, we use detailed ex-

planatory variables on the employment contract including wage and contracted

hours. From the workplace questionnaire, we are able to construct firm size in-

dicators and build measures of layoff and vacancy rates. Finally, our regressions

include industry (13) and occupation (6) dummies.

Summary statistics on all explanatory variables are presented in Table 1 for

the dependent variable, Table 2 for the employees and Table 3 for the employers.

Note that the number of weeks absent in Table 1 refers to a five day workweek.

Thus zero means the worker was absent less than five days during a year.

4 Results

We first discuss which model should be preferred in terms of goodness of fit and

then turn to coefficient estimates and their relation to absence decisions.

4.1 Goodness of fit

Table 6 provides several traditional measures for goodness of fit that allow com-

parisons of the three models. First, note that the Full model yields the highest

value for the likelihood function. Likelihood ratio tests also reject simpler mod-

els in favor of the Full specification. It should be noted, however, that these

models are not nested.

Since it is always possible to increase the goodness of fit of the model by

increasing the number of parameters, therefore, we also computed the BIC
4Results are robust to other cutoff points for eliminating outliers.

12



(= −2 lnL + k ln (N)) and AIC (= −2 lnL + 2k) where lnL is the value of

the log-likelihood function, k the number of parameters, and N the number of

observations. Both the BIC and AIC favor the Full model and this conclusion

holds even for non-nested models.

Hausman, Hall, and Griliches (1984) argue that a good econometric random

effect model for count data should also yield estimates so that computed resid-

uals are orthogonal to β̂Xij and exp
(
β̂Xij

)
. We test for the presence of such

correlations with two types of residuals. First, we define the raw residuals as

eij = yij − E[yij |Xij ]. (27)

Next, we define the Pearson residuals as

eP
ij =

yij − E[yij |Xij ]√
V ar (yij |Xij)

. (28)

Using the above definitions, we have the following formulas for the residuals of

each model. For the negative binomial model, we have

eij = yij − exp(Xijβ), (29)

eP
ij =

yij − exp(Xijβ)√
exp(Xijβ) + δ (exp(Xijβ))2

. (30)

For the random effect negative binomial model, we can compute

eij = yij −
(

b

a− 1

)
exp(Xijβ), (31)

eP
ij =

yij −
(

b
a−1

)
exp(Xijβ)√

exp(Xijβ) b(a+b−1)
(a−1)(a−2)

(
1 + exp(Xijβ)

a−1

) . (32)
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Finally, for the Full model, one can verify that

eij = yij −

(
Ejνi∑Ej

i=1 νi

)
exp(Xijβ), (33)

eP
ij =

yij −
(

EiνiPEj
i=1 νi

)
exp(Xijβ)√√√√exp(Xijβ) EjνiPEj

i=1 νi

(
1 + exp(Xijβ)(Ej + τ−1) (1+νi)�

1+
PEj

i=1 νi

�
) .(34)

For both types of residuals, we test whether they are significantly correlated

with both γ̂ij = exp(β̂Xij) and β̂Xij .

We note that, in this respect, both the negative binomial and the Full models

perform well, and we can rule out a statistically significant correlation between

either the raw and Pearson residuals and exp(β̂Xij) or β̂Xij . However, our

adaptation of the negative binomial model with random effects as proposed by

Hausman, Hall, and Griliches (1984) performs especially badly, even though

it provides a better fit for the data than the simple binomial negative model.

One possible explanation of this negative result may be linked to the implicit

assumption that the random workplace effect is not nested with the worker effect

and is assumed to be interchangeable for all workers whatever the characteristics

of the firm, such as size. This implicit assumption does not hold in the simple

negative binomial model where the workplace effect is taken into account by a

single common parameter.

4.2 Determinants of absence

It is very interesting to look at absenteeism decisions for several reasons. The

first main reason is that despite its rising frequency and associated cost (Akyeam-

pong (2005)), there are relatively few studies on the determinants of absen-

teeism. The second is that it is pretty straightforward to obtain theoretical
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predictions with respect to many variables of interest using the typical labor

supply framework. In fact, it is relatively easy to show that, following the

maximization of a utility function with respect to budget and time constraints,

absences should decrease with wages and increase with both non-labor income

and contracted hours. Absences should also decrease with their cost (other than

wages) (Hausman (1980); Blomquist (1983); Dionne and Dostie (2007)).

These predictions have been tested with mixed success by a variety of studies.

In one of the first study on the topic, Allen (1981) uses the 1972-73 Quality of

Employment Survey and obtains results that validate the theoretical predictions

except for a positive non-labor income effect. Although the estimated wage effect

is negative, it is too low to make it realistic for workplaces to use wage increases

to diminish absences.

In part because of this finding, there have been relatively few studies that

focused on the core predictions of the labor-leisure model and many studies

instead tried to find more important determinants of absences. For example

Wilson and Peel (1991) have data on a sample of 52 firms in the engineering

and metal industry in the United Kingdom and focus mainly on the impact of

profit-sharing and other forms of employee participation. Drago and Wooden

(1992) work on a sample of 15 firms from the U.S., Canada, and New-Zealand

but focus on workgroup cohesion. Vistnes (1997) uses the 1987 National Medical

Expenditure Survey and does look at the traditionnal economic determinants

but finds that health is a better predictor of absence than the typical economic

predictors. She also finds that, in the case of women, having kids of pre-school

age also leads to more absences.5

More recent studies have tried to get better estimates to test the real im-

portance of economic determinants on absences. This is the case with Barmby
5Barmby, Orme, and Treble (1991) use data on four factories of an unidentified firm and

are missing information to test all the above predictions. Delgado and Kiesner (1997) look at
London bus operators and are also missing a lot of information about the labor contract.
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(2002) who has data on only one UK manufacturing firm but detailed infor-

mation on sick pay entitlement. He finds evidence of a significant impact of

the cost of absenteeism as measured by the difference between daily earnings

and and sick pay entitlement. Johansson and Palme (2002) use data from the

1991 Swedish Level of Living Survey (SLLS) and program evaluation methods

to obtain similar results i.e. that higher costs of absenteeism lead to more ab-

sences. Henrekson and Persson (2004) use aggregate data from the National

Social Insurance Board of Sweden and find that absences are inversely related

to the generosity of sick leave.6

Turning to our results, we find that all our coefficient estimates match the

predictions from the theoretical model of Dionne and Dostie (2007) for example.

We find a negative impact of wages and positive impacts for both contracted

hours and non-labor income although the last two effects are pretty small. Since

we use log wages as an explanatory variable, the coefficient can be interpreted di-

rectely as the elasticity of days of absence with respect to wages. The estimated

coefficient (−0.11) thus implies that workplaces have considerable leverage in

diminishing absences through wage increases.

Unfortunately, our measures for the cost of absence are not statistically

significant. In the literature, the cost of absenteeism is usually related to an

increased likelihood of being fired or being passed up for promotion. Therefore,

we settle on an indicator of the layoff rate (defined as the number of workers

laid off in the past year divided by average employment) and the vacancy rate

(defined as the number of positions available in the firm divided by average

employment). These variables are interpreted as indicating the willingness of

the workplace to use layoffs as a way to discipline employees. For example, if

the vacancy rate is high, the employer might be reluctant to fire employees even
6Another recent study is Kauermann and Ortlieb (2004). They have absenteeism data

from one German firm and focus more on whether absenteeism increases before a downsizing
occurs.
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if they misbehave.

It should be noted that using a model that does not take into account un-

observed heterogeneity at both the worker and workplace levels leads to biases

in the estimates. For example, this is especially the case for wages where the

estimated impact is positive in both the simple binomial negative model and

binomial negative model with random effects. We also observe that some pa-

rameters for explanatory varibles at the workplace level become significant in

the NB model with random effects such as layoff rate and the indicator variable

for workplaces with 100−499 employees. This may be explained by the observed

correlation between the computed residuals and exp(β̂Xij) or β̂Xij .

Among other results of interest, we find that higher absences are related

with being a women, being in worse health (measured as the presence of activity

limitations), and having more numerous pre-school aged kids (for both gender).

Also noteworthy is that we find, in the Full model, no impact of race, workplace

size (as measured by the number of employees) and no consistent relation with

education.

5 Conclusion

We estimate two extensions to the standard negative binomial model for linked

employer-employee count data. We find that a parametric model that incor-

porates both worker and workplace unobserved heterogeneity (the Full model)

provides a better fit for the data than both the simple binomial negative model

and a binomial negative model modified to incorporate random effects along the

lines of Hausman, Hall, and Griliches (1984). This improvement is not obtained

at the cost of a higher correlation between the residuals and predicted values

for the dependent variable.

Turning to the economic results, we find that both characteristics of the
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labor contract and demographic characteristics of the individual are important

predictors of absence. This is particularly the case for the wage rate and demo-

graphic characteristics such as gender (women), the number of pre-school aged

kids and health.7

As an extension, it would be useful to modify the model in order to be

able to estimate it on panel data. The use of panel data would allow separate

identification of the worker and workplace effects that is not dependant on the

parametric assumptions.
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Table 1: Weighted summary statistics on absenteeism in Canada (2003)
Mean Std.Dev.

Days absent 3.691 6.665

Weeks absent Freq. %
0 9,717,342 90.16
1 669,090 6.21
2 185,702 1.72
3 25,927 0.24
4 31,343 0.29
5 7,437 0.07
6 22,676 0.21
7 14,159 0.13
8 15,538 0.14
9 10,675 0.10
10 3,986 0.04

(...) (...)
Total 10,777,543 100.00
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Table 2: Summary statistics - Employees
2003

Mean Std.Dev.
Demographic characteristics
Women 0.506 0.500
Black 0.012 0.109
Other race 0.276 0.447
Married 0.568 0.495
Number of pre-school aged kids 0.228 0.554
Health
No activity limitation 0.958 0.200
Human Capital
High school degree 0.178 0.382
Less than bachelor degree 0.574 0.450
Bachelor degree 0.130 0.337
Some higher education 0.054 0.092
Seniority 9.106 8.403
Experience 16.470 10.660
Income
Income from other sources 2120.118 11226.875
Wage Contract
Natural logarithm of hourly wage 2.819 0.504
Contracted hours 37.077 9.120
Work arrangement
Covered by a collective bargaining agreement 0.321 0.469
Technology
Use computer 0.627 0.484
Use computer assisted design 0.130 0.337
Use other technology 0.249 0.432
Number of employees 18671

Table 3: Summary statistics - Workplace
2003

Mean Std.Dev.
Cost of absenteeism E(wa)
Vacancy rate 0.027 0.061
Layoff rate 0.099 0.376
Size
10-19 employees 0.451 0.478
20-99 employees 0.472 0.499
100-499 employees 0.067 0.250
500 employees and more 0.010 0.099
Number of workplaces 3767
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Table 4: Count model with unobserved heterogeneity on days of absence
NB RE NB Full

Log-wage 0.015 0.005 -0.111
(0.035) (0.028) (0.019)

Contracted hours 0.002 0.007 0.002
(0.001) (0.001) (0.000)

Income from other sources 0.000 0.000 0.000
(0.001) (0.001) (0.000)

Vacancy rate -0.335 0.113 -0.336
(0.377) (0.307) (0.500)

Layoff rate -0.004 -0.058 -0.003
(0.027) (0.025) (0.029)

Constant 0.867 -1.371 1.272
(0.144) (0.122) (0.102)

Standard errors in parantheses
Include occupation and industry dummies
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Table 4: Cont’d
NB RE NB Full

Women 0.227 0.247 0.198
(0.028) (0.023) (0.012)

Black 0.086 0.099 -0.006
(0.109) (0.081) (0.043)

Other race -0.010 -0.041 0.006
(0.029) (0.023) (0.013)

Married 0.036 0.010 0.054
(0.027) (0.021) (0.012)

Number of pre-school aged kids 0.055 0.034 0.055
(0.026) (0.021) (0.011)

Women * pre-school kids 0.012 0.025 -0.002
(0.043) (0.032) (0.017)

No activity limitation -0.228 -0.196 -0.214
(0.040) (0.031) (0.015)

Seniority 0.011 0.013 0.009
(0.005) (0.004) (0.002)

Seniority squared / 100 -0.041 -0.045 -0.031
(0.014) (0.011) (0.006)

Experience -0.014 -0.008 -0.012
(0.004) (0.003) (0.002)

Experience squared / 100 0.024 0.005 0.023
(0.009) (0.008) (0.004)

High school degree -0.017 0.013 -0.024
(0.046) (0.039) (0.020)

Less than bachelor degree 0.074 0.098 0.086
(0.042) (0.036) (0.018)

Bachelor degree -0.006 0.039 -0.001
(0.054) (0.045) (0.023)

Some higher education 0.003 -0.038 0.008
(0.066) (0.054) (0.028)

Collective bargaining agreement 0.279 0.210 0.276
(0.028) (0.022) (0.015)

Use a computer -0.028 0.097 -0.043
(0.031) (0.026) (0.014)

Use computer assisted design 0.100 0.117 0.080
(0.034) (0.027) (0.014)

Use other technology 0.112 0.069 0.103
(0.027) (0.021) (0.011)

20-99 employees -0.006 0.047 -0.003
(0.044) (0.037) (0.049)

100-499 employees 0.052 0.138 0.066
(0.047) (0.038) (0.051)

500 employees or more 0.036 0.070 0.045
(0.053) (0.043) (0.056)

Standard errors in parantheses
Include occupation and industry dummies24



Table 5: Dispersion parameters
NB RE NB Full

δ 1.765
(0.026)

a 42.502
(16.313)

b 261.597
(104.537)

ν 0.593
(0.010)

τ1 2.261
(0.194)

τ2 2.344
(0.157)

τ3 2.106
(0.093)

τ4 2.072
(0.108)

τ5 1.630
(0.286)

Standard errors in parantheses

Table 6: Goodness of fit
NB RE NB Full

Goodness of fit
ln(L) -38602.21 -38313.73 -37714.07
BIC 77641.03 77083.49 75922.99
AIC 77294.41 76721.46 75530.15

Correlation with Pearson residuals (p-value)
γ̂ij -0.003 -0.050 -0.001

(0.727) (<.0001) (0.908)
β̂Xij 0.000 -0.052 0.002

(0.955) (<.0001) (0.775)

Correlations with raw residuals (p-value)
γ̂ij -0.010 -0.052 -0.010

(0.210) (<.0001) (0.208)
β̂Xij -0.0061 -0.05221 -0.007

(0.435) (<.0001) (0.405)
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