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Abstract 
There is no consensus in the literature as to which model should be used to estimate stock 
returns and the cost of capital in the emerging markets. The Capital Asset Pricing Model 
(CAPM), which is most often used for this purpose in the developed markets, has a poor 
empirical record and is likely not to hold in the less developed and less liquid emerging 
markets. Various factor models have been proposed to overcome the shortcomings of 
the CAPM. This paper examines both the CAPM and macroeconomic factor models 
in terms of their ability to explain average stock returns using data from the Visegrad 
countries. We find, as expected, that the CAPM is not able to do this task. However, fac-
tor models, including factors such as the excess market return, industrial production, 
inflation, money, the exchange rate, exports, the commodity index, and the term structure, 
can in fact explain part of the variance in the Visegrad countries’ stock returns.  

1. Introduction 
Emerging markets have been studied quite extensively due to the large interest 

of investors, who view them as an attractive alternative to investing in more develop-
ed markets. Emerging markets are typically characterized by higher returns, but also 
by higher volatility of stock returns as compared to the developed ones.1  

However, there is no consensus in the literature as to which model should be 
used to explain the returns in these markets and estimate the cost of equity capital. 
The aim of this paper is to propose such a model for the stock markets in the Vise-
grad countries: the Czech Republic, Hungary, Poland, and Slovakia. More specifical-
ly, we will analyze how different models perform in explaining the variations in stock 
returns on the stock markets and which one of these models should be used to esti-
mate the cost of equity capital in these markets.  

The cost of equity capital is crucial information that is needed in order to as-
sess investment opportunities and the performance of managed portfolios. The cost 
of equity capital is used as a discount factor when calculating the net present value 
(NPV) of investment projects.2 In developed markets, the capital asset pricing model 
(CAPM) is commonly used by financial managers to calculate the cost of equity capi-
tal, as well as to assess the performance of managed portfolios such as mutual funds 
(Fama and French, 2004). The rationale behind using the cost of equity capital esti-
mated by the CAPM is the following: since the future payoffs from an investment are 

* I would like to express my gratitude to Petr Zemcik for useful comments and suggestions. I have also
benefited from discussions with Evzen Kocenda and Jan Hanousek.  

1 This fact is well documented in the literature. See, for example, Bekaert and Harvey (1997) and Rouwen-
horst (1999). 
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risky, i.e., not certain, the rate of return used to calculate the NPV of this investment 
should come from a comparably risky alternative investment opportunity. A good 
candidate for such an alternative is investment in the stock market. In fact, Graham 
and Harvey (2001) report that 75.5 percent of the 392 respondents to their survey 
use the CAPM to estimate the cost of equity capital, which is then used to calculate 
the NPV of investment projects, where the cost of equity capital is used as the dis-
count rate. Correct estimation of the cost of equity capital is key. If the estimate of 
the firm’s beta coming from the CAPM is biased upward it may lead to the rejection 
of profitable investment projects, i.e., when the internal rate of return is not greater 
than the upward biased hurdle rate. 

The CAPM, first formulated by Sharpe (1964), Lintner (1965), and Black (1972), 
describes the relationship between risk and expected return and is used to price risky 
securities. The very clear and intuitive link between the risk of an asset in relation to 
the risk of the overall market and the expected return on the asset is one of the main 
advantages of the CAPM and is key to understanding its widespread use. However, it 
is well documented in the literature that the CAPM fails to explain the cross sec- 
tion of average stock returns. While Black, Jensen, and Scholes (1972) and Fama and 
MacBeth (1973) find that the CAPM holds for the 1926–1968 period, more recent 
studies of the period from 1960 to date find otherwise. Among the first studies to re-
port the disappearance of the simple relation between the risk of an asset and the av-
erage return as predicted by the CAPM were Reinganum (1981) and Lakonishok  
and Shapiro (1986). There are two possible reasons proposed in the literature for 
the failure of the CAPM to explain average stock returns. First, there may be a num-
ber of priced risks that a single-factor model is not able to account for properly. Sec-
ond, time variation in either risk or the price of risk may cause unconditional models 
to fail.  

Following the first line of reasoning, a number of researchers have explored 
alternative risk factors and proposed various multifactor models.3 Fama and French 
(1993, 1996) propose a three-factor model which includes, in addition to market re-
turns, two factors related to the firm’s size (SMB) and the firm’s book value (HML).4 
They believe that their SMB and HML factors proxy for unobserved common risk in 
2 In principle, by using the net present value, investors want to verify whether the payoff of the investment 
exceeds its cost. The future payoffs expected from a particular investment need to be discounted so that they
can be compared to the costs of the investment that must be incurred at the present time. A good discus-
sion of the NPV methodology can be found in Brealey and Myers (1988). In short, the simple NPV for-

mula is as follows: 1 2
0 2 ....

1 (1 )
C CNPV C

r r
= + + +

+ +
,  

where C0 is the cash flow today (i.e., the cost of investment, a negative number), C1 is the payoff from 
the investment one period ahead, and r is the rate of return that investors demand for the delayed payment. 
This is the cost of capital.  
3 In addition to the ones mentioned in this section, see Breeden (1979), who developed the Consumption 
CAPM (CCAPM), and extensions of the CCAPM, including Campbell (1996), Cochrane (1996), Parker and
Juliard (2005), Jagannathan and Wang (2005), Piazzesi, Schneider, and Tuzel (2007), and Yogo (2006). 
4 In order to obtain these factors the stocks need to be grouped into portfolios on the basis of the firm’s 
size as well as the firm’s book-to-market value. Their three-factor model then consists of the excess mar-
ket return, the return on small stocks minus the return on big stocks (SMB), and the return on stocks with 
high book-to-market ratios minus the return on stocks with low book-to-market ratios (HML). 
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portfolios.5 In addition, factors related to some macro variables have proven to be 
able to explain the variation in stock returns. Chen, Roll, and Ross (1986) test wheth-
er additional sources of risk such as innovations in macroeconomic variables are 
priced in the stock market. They find that the spread between long- and short-term in-
terest rates, expected and unexpected inflation, industrial production, and the spread 
between high- and low-grade bonds are significantly priced and able to explain 
the variations in the stock market.  

As argued, the empirical failure of the CAPM may be also attributed to 
the static nature of this model and hence its inability to capture time-varying risk 
premia or correlation structures. There are several models put forth in the literature 
that use conditioning variables in order to improve the cross-sectional power of asset- 
-pricing models.6  

Wang (2005) provides an extensive overview of both strains of the literature, 
including multi-factor models and models with conditioning variables. In his paper, 
Wang runs a horse race among models composed of various combinations of eight 
factors and eight conditioning variables proposed in the literature. He finds that con-
ditional CCAPM conditioning on lagged business income growth has the smallest 
pricing error in all the tests.7  

As discussed above, the classical CAPM model does not always hold in prac-
tice when used to analyze the markets in developed countries. The markets in emerg-
ing markets, including the stock markets in the Visegrad countries, are generally 
smaller and less liquid compared to the developed markets and so it is likely that 
the CAPM model, especially in its classical formulation, may not be suitable for 
estimating the cost of capital for these economies. There have been very few studies 
analyzing these issues in the emerging markets. Harvey (1995) argues that the emerg-
ing markets are characterized by low betas and the CAPM model is not able to 
capture the relationship between the stock returns in these countries and the market 
portfolio. Based on this finding there are several studies that analyze various factors 
that influence the stock returns in the emerging markets and propose models suitable 
for estimating the cost of capital in these markets. Erb, Harvey, and Viskanta (1995, 
1996) find that country credit ratings are significantly related to stock returns, and 
they propose a model based on these indices. Similarly, Harvey (2004) argues that 
the country risk rating from the International Country Risk Guide affects the ex-
5 Other authors have shown that the HML and SMB factors may be viewed as proxies for various macro-
economic variables. Liew and Vassalou (2000) and Vassalou (2003) argue that these two factors contain
news related to future GDP growth. Petkova (2006), on the other hand, shows that Fama-French factors 
may proxy for more fundamental macroeconomic risks as they are correlated with innovations in the term 
spread and default spread.  
6 Dividend yields and term spreads have been successfully used in models by Jagannathan and Wang (1996) 
and Fama and French (1988). Lettau and Ludvigson (2001) argue that using log consumption to aggregate
the wealth ratio (cay) as a conditioning variable in both the CAPM and CCAPM models improves their 
power in explaining the cross section of average stock returns. 
7 Lewellen and Nagel (2006) and Lewellen, Nagel, and Shanken (2006) provide a critique of the standard 
asset pricing tests of the conditional CAPM. They point to a number of problems with these tests, includ-
ing relying exclusively on book-to-market and size-sorted portfolios, which are known to have a strong 
factor structure, ignoring theoretical restrictions in the cross-sectional slopes, and additional sampling issues.
They offer a handful of proposals aimed at improving the rigor of these asset-pricing tests and contrast 
the results obtained with their “modified” tests with the results found in influential papers in this strain of
literature. None of the five influential models proposed in the literature, including the Fama-French model, 
perform well according to a stricter set of empirical tests. 
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pected returns in emerging markets and so he incorporates these indices into his 
version of the CAPM model.  

The issue of the relative integration of the emerging markets with the global 
markets and its implications for the stock returns in these markets has been central in 
the literature. Bekaert and Harvey (1995) argue that the integration of the emerg- 
ing markets with the global markets has been a dynamic process and therefore also 
the cost of capital should be allowed to vary over time as the relative measure of in-
tegration with global markets changes. In a more recent paper, Bekaert and Harvey 
(2000) develop a model in which dividend yields are used as a measure of the equity 
cost of capital. They find that the cost of capital declines as the emerging markets 
become more integrated with global markets. In one of the few papers that study 
the markets in Central and Eastern Europe (CEE), Sokalska (2001) finds that stock 
prices in the Czech Republic, Hungary, and Poland move together. She argues that 
local macroeconomic fundamentals are of relatively small importance in those mar-
kets and that the key factors influencing the movements of stock prices are exoge-
nous. Specifically, she claims that it is the flow of foreign portfolio capital that can 
be traced to affect the movement of stock prices in those markets. De Jong and 
de Roon (2001) link the issue of time-varying market integration with expected re-
turns in emerging markets.8 They find, in line with the theory, that increasing market 
integration (or decreasing market segmentation) leads to lower expected returns and 
hence a lower cost of capital.  

There are some important data and methodological issues that need to be 
addressed in the Visegrad countries. First, the data available is of relatively short 
time span, which may influence the plausibility of our results. Second, there is a lim-
ited number of stocks traded on these stock exchanges,9 which makes some of the com-
monly used portfolio techniques difficult to apply. Taking these considerations into 
account, we used the Fama MacBeth (1973) (FMB) procedure to estimate our mod-
els. This procedure is extensively used by researchers to estimate factor risk premia 
in the analysis of linear factor models. Shanken (1985) and Shanken (1992) were 
the first papers to provide a rigorous econometric analysis of the FMB procedure. 
Jagannathan and Wang (1998) modify the standard FMB estimation to allow for con-
ditional heteroskedasticity of the time-series regression residuals. Skoulakis (2005) 
demonstrates that the standard FMB method provides reliable t-statistics under 
various scenarios, including small-sample estimates.  

The FMB method has several advantages. It gives unbiased estimates even 
when there is a correlation between observations on different firms in the same year. 
It also accounts for the variation coming from both time-series and cross-section re-
gressions, which is especially important when there is a limited number of observa-
tions, as is the case with the Visegrad countries’ data.  

In this paper we first estimated the CAPM by the standard FMB procedure to 
see how this model performs in the stock markets of the Visegrad countries. As 
 

8 They develop a model in which expected returns depend on the degree of market segmentation, measured 
as the ratio of assets in a given market that cannot be traded by foreign investors. Given that the degree of 
segmentation changes over time, they allow the expected returns also to vary with time. Using data from
30 emerging markets, including the Visegrad countries, de Jong and de Roon provide evidence that market
segmentation has a significant effect on the expected returns. 
9 The variability in the number of stocks traded in the sample is given in Figure 1 and Table 1.  
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Figure 1  Average Number of Stocks  
Annual average number of stocks (companies) for each of the Visegrad countries is reported. The sam-
ple spans from February 1994 to December 2007. The number of stocks in each month varies from 2 
to 74. 
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expected, the market factor alone was not able to explain the average stock returns. 
Given these results we proceeded to the estimation of various macroeconomic fac- 
tor models. It turned out that different macroeconomic factors are priced in each of 
the Visegrad countries. Multi-factor models perform much better than the simple 
CAPM in explaining the average stock returns in these countries. In addition, we 
employed models with principal components as factors. 

This paper is organized as follows. In Section 2 we discuss the CAPM and fac-
tor models in greater detail, as well as the testing procedures. In Section 3 we intro-
duce the data and discuss some of its limitations that make the use of some standard 
techniques impossible. Section 4 contains the empirical results from testing the CAPM 
and factor models in the Visegrad countries. In Section 5, we briefly summarize 
the findings of this paper and suggest some directions for further research.  

2. Methodology 
The main objective of this paper is to identify a suitable asset-pricing mod- 

el that can be used to estimate the cost of equity capital in the Visegrad countries. 
The first candidate is the Capital Asset Pricing Model (CAPM). According to this 
classical model specification, the expected return on a security or on a portfolio of 
securities should be equal to the risk-free rate plus a risk premium, which consists of 
the portfolio’s beta multiplied by the expected excess return of the market portfolio 
(the return on the market portfolio minus the risk-free rate). Specifically, for the ex-
pected return of asset i, E(rit), we have:  

                                ( ) ( )( )f m f
it t i t tE r r  = E r rβ− −                                         (1) 

where E(rit) is the expected return of the i-th stock (i = 1…N), N is the number of 
individual stocks traded in each country, f

tr  is the risk-free rate, and ( )m
tE r  is the ex-

pected market return. This model can be empirically tested using the following re-
gression equation: 

                               ( )f m m f
it t i i t t itr r  = r rα β ε− + − +                                      (2) 

where rit – f
tr

 is the excess market return on the i-th stock, m
tr  is the market return, 

iα  is the constant term, m
iβ  is the coefficient on the excess market return for each of 
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the i stocks, and itε  is the error term. Individual assets are assumed to be temporally 

i.i.d., although contemporaneous correlation across assets is allowed ( ) 0it jtE ε ε ≠ . 

The null hypothesis is that 0iα = . If this is the case, the pricing errors are zero and 
the CAPM is said to hold empirically. In addition, the coefficient on the excess mar-
ket return should be statistically significant, indicating that the model has explanatory 
power. 

In our analysis, we considered an extension of the classical CAPM – a multi- 
-factor model. Suppose there are k-factors that are believed to influence the stock 
returns in a given market. The k-factor model can be tested by using the following 
regression equation: 

                            ( ) ( )2
Kf m m f k k

it t i i t t i t itkr r r r rα β β ε
=

− = + − + +∑                           (3) 

where m
tr  is the local index return, k

tr  is the k-th factor return (k = 2…K), itr  is the re-

turn of the i-th stock, f
tr  is the risk-free rate, iα  is the constant term, and itε  is the er-

ror term. Similarly to the CAPM, this multi-factor model predicts that the constant 
terms, iα , should be insignificant ( )0 : 0iH α = . In addition, the coefficients on the ex-
cess market return and factor returns should be statistically significant, indicating that 
the model has explanatory power. 

In the literature one can find several ways of testing capital asset pricing 
models. They can be divided into the following three categories: tests involving time- 
-series regression, tests involving cross-sectional regression, and tests involving a com-
bination of the two.10 One of the most widely used methods is the Fama-MacBeth 
(FMB) procedure, which combines time-series and cross-section regressions. Sup-
pose we have N firms returns for any given month t, Rt. In the first stage we regress 
the excess stock return on the excess market return and other k-factors in order to 
obtain the CAPM cross-section betas, ˆ m

iβ  and ˆ k
iβ , where i is the firm subscript (i = 

= 1…N), m stands for the market return, and k is the factor subscript (k = 2…K).11 In 
the second stage we run the following cross-sectional Ordinary Least Squares (OLS) 
regression for any single month t: 

                                  0
ˆ ˆm m k k

i i i iR γ γ β γ β η= + + +                                          (4) 
where  

Ri = (R1, R2,…, RN) is an Nx1 vector of cross-section excess monthly stock 
returns;  

ˆ m
iβ  and ˆ k

iβ  are NxK matrices of CAPM betas (obtained in the first-stage re-
gressions); 

10 A detailed discussion of these various methods, including the Fama-MacBeth procedure, can be found in 
Cuthbertson and Nitzsche (2001). 
11 The first-stage regressions are based on 2-year window regressions, assuming that the betas are relative-
ly stable over that time period. Empirical tests developed in the literature often assume this window to be 
even longer, i.e., 5 years. See Lewellen and Nagel (2005) for a more detailed discussion of high-frequency 
changes in betas. 
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mγ  and kγ  are vectors of cross-section coefficients for each of the k-factors;  

0γ  is a scalar and an estimate of the intercept;  

iη  is an Nx1 vector of cross-section error terms.  
Then we repeat this regression as in (4) for each month t = 1,2,…T and obtain 

T estimates of 0γ , mγ , and kγ . Finally, we test the following null hypothesis H0: 

( )0 0E γ = , i.e., pricing errors are zero, indicating that the model holds empirically. 
In addition, for the model to have explanatory power, we test whether the market re-
turn and other factors are statistically significant. Assuming the returns are i.i.d. and 
normally distributed the following t-statistic is used: 

             
( )
ˆ
ˆ

k

k
tγ

γ
σ γ

= ,      where      ( ) ( ) ( )22
1

1ˆ ˆ ˆ
1

Tk k k
tT T

σ γ γ γ
=

= −
− ∑                    (5) 

Similarly, one can obtain t-statistics tγ  for mγ  and 0γ  and test all of the CAPM 
restrictions.12  

The FMB method has several advantages. It uses all the information available 
for a given data point, accounting for the variation coming from both sources: time- 
-series and cross-section. Given the relatively short time spans of the data available 
for the stock markets in the Visegrad countries, it is key to be able to use all the avail-
able data points to the maximum. More importantly, this method corrects for cross- 
-sectional correlation in the panel.  

There is one important caveat to the FMB approach. Since the estimates of 
betas, 

)m
iβ and 

) k
iβ , obtained in the first-stage regressions may be measured with error, 

we may encounter the “errors-in-variables” problem in the second-stage regressions. 
Specifically, if the estimates of 

)m
iβ  and 

)k
iβ  that we use in the second-stage regres-

sions contain measurement error, then the estimates mγ  and kγ  will be biased.13 A tra-
ditional approach to minimizing this problem is to group the stocks into portfolios14 
and estimate the portfolio betas instead of the stock betas in the first-stage regres-
sion. Then, in the second stage, the average excess return f

ir r− for each of the stocks  
is regressed on the appropriate portfolio beta. This approach reduces the measure-
ment error but it does not completely resolve this problem since it still uses beta 
estimates from the first step in the second-step regressions. Due to the limited 
number of companies listed on the Visegrad stock exchanges, there are not enough 
observations at each point of time to form portfolios of individual stocks. As a result, 
our estimates are based on the individual stock betas (i.e., not the portfolio betas). 
12 t-tests of mγ and 0γ will be misspecified when there is cross-sectional dependence in the error terms 

(when ( )Cov , 0;i j i jη η = ≠ ). Therefore, we calculate and test the time-series averages of mγ  and 0γ  (sim-
ple t-tests). 
13 In the least squares regressions, the errors in variables are likely to cause the estimates of the slope coef-
ficients to be biased downward and the estimate of the constant term to be biased upward. 
14 The portfolios can be formed based on the size, beta or book-to-market ratio of individual stocks ob-
tained from running the time-series regressions. 
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A superior method for dealing with the errors-in-variables problem is the Gen-
eralized Method of Moments (GMM), which allows for simultaneous estimation of 
betas and gammas and therefore avoids the two-stage procedure altogether. Given 
that our FMB estimates may be biased due to the errors-in-variables problem, we 
provide GMM estimates to support our results and to highlight the likely impact of 
the bias. The GMM estimator is defined by minimizing the following criterion func-
tion:15  

                                   ( , ) ( , ) ( , )t t t
t

m y A y m yθ θ θ∑                                          (6) 

where ( , )tm y θ  are a set of moment conditions that parameters θ  should satisfy and 
A is a weighting matrix.16 Following Cochrane (2005) we write the moment condi-
tions in the following way:  

                             

( )
( )

( )

0
0
0

e
t t

e
t t t

e

E R f

E R f f

E R

α β

α β

βγ

⎡ ⎤− −
⎢ ⎥ ⎡ ⎤
⎢ ⎥ ⎢ ⎥⎡ ⎤− − =⎢ ⎥ ⎢ ⎥⎣ ⎦
⎢ ⎥ ⎢ ⎥⎣ ⎦−⎢ ⎥⎣ ⎦

                                      (7) 

These moment conditions are written assuming one asset and one factor but 
can be easily extended to include N assets and K factors. In such a system there 
would be N(1+K+1) moment conditions since for each asset N we would have one 
moment condition for the constant, K moment conditions for the K factors, and one 
moment condition that allows us to estimate the gammas (the asset-pricing model 
condition). On the other hand, there would be N(1+K)+K parameters and hence n–K 
overidentifying restrictions. They can be tested with a chi-square test (the J-test for 
overidentifying restrictions). In this paper we use the GMM estimates to support our 
results and to underline that our FMB estimates are likely to be biased downward and 
therefore present a rather conservative estimate of the importance of the various fac-
tors. We present alternative results obtained for Poland using one-step GMM estima-
tion, in which the White’s optimal weighting matrix is obtained in an iterative process 
by sequential updating of the coefficients.17   

To summarize, in this paper we estimate several alternative models, including 
the classical CAPM, macroeconomic factor models, and the principal factor model, 
using the Fama-MacBeth procedure with individual stocks (i.e., without sorting 
the stocks into portfolios). This procedure is, however, prone to the errors-in-vari-
ables problem due to its two-stage estimation. In order to support our results, we 
obtained alternative estimates for Poland using the GMM one-step procedure, which 
allowed us to assess the potential importance of the errors in variables in our models.  

15 See Davidson and MacKinnon (1993) for a more detailed discussion of GMM estimation. 
16 While any symmetric positive definite matrix A will yield a consistent estimate of θ , it is possible to 
show that in order to obtain an asymptotically efficient estimate of θ  matrix A should be equal to the in-
verse of the covariance matrix of the sample moments. There are various methods of estimating this co-
variance matrix, including White’s heteroskedasticity-consistent matrix and the heteroskedasticity and 
autocorrelation (HAC)-consistent matrix. 
17 Unfortunately, we were not able to obtain similar estimates for other Visegrad countries due to the vari-
ance-covariance matrices not being positive definite, hence not invertible. 
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3. Data 
Data on individual stocks as well as local market indices needed in order to 

test the validity of the classical CAPM in Visegrad countries were obtained from 
Wharton Research Data Services. Other data were obtained from the IMF’s Interna-
tional Financial Statistics Database and from national bank and ministry of finance 
websites. A summary of these variables is presented in Table 1 (the first three vari-
ables in each country). 

As argued, the classical, one-factor CAPM does not always hold empirically 
and therefore various multi-factor models have been proposed in the literature. Fama- 
-French factors are the most commonly used in the literature as they turn out to be 
the most successful empirically. In order to obtain these factors the stocks need to be 
grouped into portfolios on the basis of the firm’s size and book-to-market value. Due 
to the limited number of stocks traded in the stock markets of the Visegrad countries, 
the portfolio grouping may not be optimal. 

Therefore, in this paper a second-best approach is used, namely, the macro-
economic factor model. It has been noted that observable economic time series such 
as inflation and interest rates can be used as measures of pervasive and common fac-
tors in stock returns. Chen, Roll, and Ross (1986) argue that stock prices can be ex-
pressed as expected discounted dividends: 

                                               ( )E cp
k

=                                                          (8) 

where c is the dividend stream and k is the discount factor. From this it can be 
deduced that the economic variables that influence the discount factors as well as 
the expected cash flows will also influence the expected returns. Chen, Roll, and 
Ross (CRR) use the following factors: industrial production growth, a measure of 
unexpected inflation, changes in expected inflation, the difference in returns on low- 
-grade corporate bonds and long-term government bonds (risk premia), the difference 
in returns on long-term government bonds and short-term Treasury bills (term struc-
ture), changes in real consumption, and oil prices. In our factor model, similarly to 
CRR, we included monthly industrial growth and the term structure. In contrast to 
CRR, we did not include two inflation variables in order to avoid likely correlations 
between them. Instead, we used only monthly inflation. Since there is no time-series 
data on corporate bond grading in the Visegrad countries, we did not incorporate any 
measure of risk premia into our model.18 To summarize, in our baseline factor model 
we used the following four factors: the market return, the monthly growth rate of 
industrial production, inflation, and the term structure. Changes in the level of indus-
trial production affect the real value of cash flows. In addition, a direct link between 
returns and production is specified in the business cycle models. Inflation influences 
the nominal value of cash flows as well as the nominal interest rate. Finally, the dis-
count rate is affected by changes in the term structure spreads between different 
 

18 Omitting risk premia in the model specification is likely to result in omitted variable bias in the co-
efficient on the term structure (being the variable most highly correlated with the risk premia according to 
CRR). This bias is likely to be negative as, according to CRR, the correlation between these two variables is 
negative and the likely sign of the coefficient on the risk premia is positive. All the other variables (the ex-
cess market return, inflation, and industrial production) are positively correlated with risk premia and 
therefore omitting risk premia is likely to create upward bias in the coefficients on these variables. 
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Table 1  Summary Statistics: CAPM and Factor Models 
Sample mean, standard deviation, and maximum and minimum values are reported for the variables used 
in the CAPM and multi-factor model regression. These statistics are reported for the cross-sectional 
distribution, where the number of firms varies from 2 to 74 depending on the country. All the variables 
are monthly returns or growth rates in local currency. All the series were tested for the presence of unit 
roots by the Augmented Dickey-Fuller test for trend stationarity. Stock_rt stands for stock return, 
market_rt is the local market return, and t-bill is the monthly return on short-term government securities. 
The time series for the term structure was obtained by subtracting the monthly return on Treasury bills 
from the monthly return on long-term government bonds. In the subsequent statistical analysis CPI 
inflation and the term structure were used in first differences since their original time series contain unit 
roots. Indprod stands for the monthly industrial production growth rate, infl represents monthly growth in 
inflation, ts is the term structure, exrate is the monthly appreciation/depreciation of the national cur-
rency against the euro, ger_indprod stands for monthly industrial production growth in Germany, money 
represents monthly growth in M1, commod stands for monthly growth in the all primary commodities 
index, and exports is the monthly growth in exports. 

Variable Obs. Mean Std. Dev. Min. Max. 

Czech Republic; Feb 1994–Dec 2007; No of Companies: 6–74 
stock_rt   4942 -0.0060 0.1649 -0.9250 10.5352 
market_rt  4942 -0.0052 0.0732 -0.2318   0.2275 
local t-bill 4942  0.0070 0.0028 0.0014   0.0129 
indprod  4936  0.0088 0.0935 -0.2390   0.2141 
infl   4942  0.0056 0.0068 -0.0078   0.0402 
ts   4942  0.0005 0.0011 -0.0032   0.0036 
exrate   4942  0.0008 0.0181 -0.0536   0.0677 
ger_indprod  4936  0.0061 0.0747 -0.1130   0.1914 
money    4936  0.0068 0.0329 -0.1049   0.2437 
exports   4942  0.0217 0.1137 -0.3016   0.2922 
commod 4955  0.0035 0.0299 -0.0990   0.0907 

Hungary; Feb 1993–Dec 2007; No of Companies: 9–18 
stock_rt   2409  0.0173 0.1619 -0.9000 2.2605 
market_rt  2409  0.0250 0.0969 -0.3606 0.5809 
local t-bill 2409  0.0128 0.0066  0.0045 0.0283 
indprod  2548  0.0117 0.0915 -0.1952 0.2619 
infl   2558  0.0093 0.0089 -0.0039 0.0439 
ts   1857 -0.0014 0.0012 -0.0042 0.0009 
exrate   2558  0.0056 0.0201 -0.0508 0.1220 
ger_indprod  2548  0.0050 0.0718 -0.1130 0.1914 
money    2548  0.0122 0.0294 -0.1013 0.0938 
exports   2538  0.0284 0.1287 -0.2921 0.4532 
commod 2559  0.0059 0.0351 -0.0990 0.0907 

Poland; Feb 1993–Dec 2007; No of Companies: 9–37 
stock_rt   4624  0.0158 0.1621 -0.9280 1.8950 
market_rt  4624  0.0204 0.1064 -0.3526 1.0593 
local t-bill 4624  0.0110 0.0066  0.0032 0.0278 
indprod  4751  0.0082 0.0661 -0.1989 0.2091 
infl   4751  0.0064 0.0085 -0.0090 0.0560 
ts   4624 -0.0010 0.0016 -0.0055 0.0016 
exrate   4751  0.0022 0.0259 -0.0426 0.1192 
ger_indprod   4719  0.0052 0.0706 -0.1130 0.1914 
money    4719  0.0167 0.0345 -0.1086 0.1554 
exports   4719  0.0201 0.0907 -0.1692 0.2913 
commod 4752  0.0068 0.0375 -0.0990 0.0907 
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Variable Obs. Mean Std. Dev. Min. Max. 

Slovak Republic; Feb 1996–Dec 2007; No of Companies: 2–20 
stock_rt   1476  0.0020    0.1912 -0.9811 2.1395 
market_rt  1476 -0.0001 0.0610 -0.1708 0.3582 
local t-bill 1476  0.0104 0.0053  0.0022 0.0217 
indprod  1476  0.0057 0.0621 -0.1441 0.1621 
infl   1476  0.0060 0.0093 -0.0037 0.0569 
ts   1358  0.0003 0.0019 -0.0041 0.0079 
exrate   1358  0.0010 0.0135 -0.0370 0.0358 
ger_indprod   1474  0.0057 0.0715 -0.1130 0.1650 
money    1474  0.0076 0.0460 -0.1158 0.3779 
exports   1476  0.0187 0.1004 -0.2309 0.2492 
commod 1513  0.0028 0.0352 -0.0990 0.0907 

 
maturities. In addition, we estimated alternative factor models, which included vari-
ables that we believe may be important in Visegrad countries. The additional variables 
included: the exchange rate, the all primary commodities index,19 German industrial 
production, money, and exports. Given that all these countries are relatively small, 
open economies, fluctuations in the exchange rate, commodity prices, exports, and 
the money base are likely to have a strong impact on other macroeconomic variables. 
The economic situation in Germany (proxied by its industrial production), one of 
the most important trading partners for the Visegrad countries, may have a significant 
impact on the economies of these countries and therefore may also influence their 
stock markets. The time series of all these additional variables were obtained from 
the IMF International Financial Statistics Database. A summary of these variables is 
presented in Table 1.  

In order to overcome the limitations of factor models with respect to the small 
number of variables that can be used in the estimation, we employed principal com-
ponent analysis to extract the main factors driving the economies of the Visegrad coun-
tries. This method is mainly used for forecasting purposes. It is based on the principle 
that there are a few forces driving the dynamics of all macroeconomic series. Since 
these forces are unobservable they need to be estimated from a large number of 
economic time series. Given that the Visegrad markets are transition economies and 
there is a limited span of data available, principal component analysis may be very 
useful for explaining the stock returns in these countries. The first three principal 
factors, which explained most of the variance of the average stock returns, were used 
as the factors in the alternative multi-factor model (principal factor model). In 
addition, the same number of factors as the baseline multi-factor model allowed a di-
rect comparison of the performance of these two models.20 

 

19 CRR also consider changes in consumption and oil prices in their model but find that these variables are
not significantly related to the stock returns. Due to a lack of available data on consumption we did not in-
clude it in the analysis. For oil prices we decided to use the following proxy: the All Primary Commodities 
Index from the IMF. 
20 The list of variables used to obtain the principal factors as well as a short description of the methodology 
is included in the Appendix available at the website of this journal: http://journal.fsv.cuni.cz/. In addition,
the summary statistics of the first three principal factors used in the principal factor model are available 
upon request. 
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Table 2  Results: CAPM  
We estimated the CAPM by the FMB procedure using the following regression equation: 

( )α β ε+ − +f m m f
it t i i t t itr - r  = r r , where rit  is the i-th stock return (i =1….N),  f

tr is the risk-free rate, m
tr  is 

the market return α i is the constant term and ε it is the error term. In the first stage, we regressed the ex-

cess stock return − f
it tr r on the excess market return −m f

t tr r in order to obtain the CAPM betas, β̂i , 
where i is the firm’s subscript. These beta estimates were then used in the second stage as the inde-
pendent variables in the following regression equation: γ γ β η− = + +0

ˆf m m
i i ir r . This regression was 

repeated for each month and we obtained T estimates of γ 0 and γ m . Specifically, first beta estimates 

were obtained for the first 24 months of data and then used to calculate the gammas ( γ 0 and γ m ) for 
the twenty-fourth month. Then, the betas were obtained for the period from the second to the twenty- 
-fifth month and used in the second stage to estimate obtain the gammas for the twenty-fifth month. 
This procedure of rolling regressions with a fixed window of twenty-four months was used to cover 
the whole data sample. Finally, we tested the averages of these T estimates to see if: ( )γ =0 0E  (i.e. pric-

ing errors are zero) and ( )γ > 0mE  (i.e. a positive risk premium on the excess market return). The month-

ly return on the local index was used as a proxy for the market portfolio return and the monthly return 
on the local T-bill was used as the risk-free rate. In Table 2 we report the average slopes and t-sta-
tistics (in parenthesis) from the month-by-month regressions of the excess stock returns on the betas of 
the excess market returns. *, **, and *** indicate a significant difference at the 10, 5, and 1 percent 
levels, respectively. 
 

Country Sample 
Local index 

( γ m ) 
Constant 

( γ0 ) Adjusted R2 

Czech Republic 
(4942 obs.) Feb 1994–Dec 2007 0.0000 

(0.6305) 
0.0063 

   (1.7814**) 0.1167 

Hungary 
(2409 obs.) 

Feb 1993–Dec 2007 0.0140 
  (1.5430*) 

-0.0099 
 (-1.3281*) 0.1090 

Poland 
(4624 obs.) 

Feb 1993–Dec 2007 0.0034 
 (0.4008) 

-0.0034 
(-0.5485) 0.0954 

Slovak Republic 
(1476 obs.) 

Feb 1996–Dec 2007 -0.0822 
   (-2.2423**) 

0.0696 
    (2.7071***) 0.0046 

 
4. Estimation  

The CAPM (single-factor model) was estimated using the regression equa-
tion (2) by the FMB procedure, where local market indices (obtained from Wharton 
Research Data Services) were used as proxies for the market portfolio21 and monthly 
returns on local T-bills represented the risk-free rate. The results obtained for the four 
Visegrad markets are presented in Table 2. 

These results indicate that the CAPM holds ( 0 0: ( ) 0H E γ =  should not be re-
jected) in Poland. However, the coefficient on the excess market return is insig-
nificant, indicating a lack of explanatory power. The CAPM should be rejected for 
the other Visegrad countries, as the constant terms were statistically different from 
 

21 Initially we considered using the following three alternative variables as a proxy for the market port-
folio: the local market index, the S&P 500 index, and the MSCI world index. We tested these various 
specifications for the Visegrad markets and found that the choice of market proxy did not influence the va-
lidity of the CAPM. Our findings are consistent with Low and Nayak (2005), who show that the choice 
of market portfolio is irrelevant for the validity of the CAPM. Therefore, we proceeded with the local mar-
ket index as a proxy for the market portfolio. 
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Table 3  Results: Baseline Multi-Factor Models 
We estimated the four-factor model by the FMB procedure using the following regression equa-

tion: ( ) ( ) ( )α β β β ε− + − + + + +2 2 4 4.....f m m f
it t i i t t i t i t itr r  = r r r r , where m

tr  is the local index return, k
tr

 is 

the k-th factor return (k = 2…4), itr  is the i-th stock return, f
tr is the risk-free rate, α i is the constant term, 

and ε it is the error term. The monthly return on the local index was used as a proxy for the market port-
folio return and the monthly return on the local T-bill was used as the risk-free rate. We considered 
the following four factors: excess market return, inflation, industrial production, and term structure. All 
the series are monthly growth rates or monthly returns. Inflation and term the structure are used in first 
differences since the unit root tests detected nonstationarity in these series. Similarly to the CAPM, this 
multi-factor model predicts that the constant terms, should be insignificant and the slope coefficients 
should be significantly different from zero. In the first stage, we regressed the excess stock return 

− f
it tr r on the four factors in order to obtain the betas, β̂ m

i and β̂ f
i , where i is the firm’s subscript, m indi-

cates the excess market return, and f is the factor subscript (f = 2…4). These beta estimates were then 
used in the second stage as the independent variables in the following regression equation: 

γ γ β γ β η− = + + +0
ˆ ˆf m m f f

i i i ir r . This regression was repeated for each month and we obtained T esti-

mates of γ0 , γ m and γ f (for each of the factors f). Specifically, the first beta estimates were obtained 

for the first 24 months of data and then used to calculate the gammas ( γ0 , γ m and γ f ) for the twenty- 
-fourth month. Then, the betas were obtained for the period from the second to the twenty-fifth month 
and used in the second stage to estimate the gammas for the twenty-fifth month. This procedure of 
rolling regressions with a fixed window of twenty-four months was used to cover the whole data sam-
ple. Finally, we tested the averages of these T estimates to see if: ( )γ =0 0E  (i.e. pricing errors are zero), 

( )γ > 0mE  and ( )γ > 0fE  (i.e. a positive risk premium on the excess market return and other factors f). In 

Table 3 we report the average slopes and t-statistics (in parenthesis) from the month-by-month 
regressions of the excess stock returns on the betas of the excess market returns, inflation, industrial 
production, and the term structure. *, **, and *** indicate a significant difference at the 10, 5, and 1 per-
cent levels, respectively. 
 

Country/ 
Adj. R2 Sample 

Excess Market 
Return 
( γ m ) 

Inflation 
( γ 2 ) 

Ind. Prod. 
( γ 3 ) 

Term 
Structure 

( γ 4 ) 

Constant 
( γ0 ) 

Czech 
Republic 
(0.1203) 

Feb 94–Dec 07 
(4936 obs.) 

0.0016 
(0.2035) 

-0.0010 
(-0.6687) 

-0.0115 
(-0.4836) 

-0.0001 
(-1.0935) 

0.0002 
(0.0301) 

Hungary 
(0.1387) 

Feb 93–Dec 07 
(1829 obs.) 

0.0111 
(1.0264) 

-0.0018 
(-1.0926) 

-0.0071 
(-0.3117) 

0.0001 
(1.1913) 

-0.0081 
(-0.9357) 

Poland 
(0.1001) 

Feb 93–Dec 07 
(4612 obs.) 

0.0089 
(1.1506) 

0.0017 
   (2.0011**)

-0.0065 
(-0.9165) 

  0.0000 
(-1.0032) 

-0.0054 
(-0.9771) 

Slovak 
Republic 
(0.0058) 

Feb 96–Dec 07 
(1338 obs.) 

-0.0168 
(-1.1553) 

-0.0072 
  (-1.5274*)

0.0279 
  (1.3154*) 

-0.0006 
(-1.2609) 

0.0196 
(1.2624) 

 
zero ( 0( ) 0E γ ≠ ). The poor performance of the CAPM model is not surprising and is 
in line with the literature covering the behavior of stock exchanges in the second half 
of the twentieth century. Therefore, we extended the single-factor model by adding 
additional macroeconomic factors. In the baseline factor model, we added the fol-
lowing three variables: industrial production, inflation, and the term structure. This 
extended four-factor model was also tested by following the FMB procedure. The re-
sults from these regressions are presented in Table 3. 

The baseline four-factor model holds for all the Visegrad countries, as the null 
hypothesis ( 0 0: ( ) 0H E γ = ) could not be rejected. In addition, some of the factors 
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turned out to be statistically significant in Poland and in Slovakia. In Poland, infla-
tion was able to explain part of the variation in the average stock returns. In Slovakia, 
two factors – inflation and industrial production – seemed to have some explanatory 
power. While none of the factors turned out to be significant in the Czech Republic 
and Hungary, some of the t-statistics were quite high, bordering on significance at 
the 10 percent level (for the term structure in the Czech Republic and for the term 
structure and inflation in Hungary). These lower values may be due to downward bias 
caused by the presence of errors in variables resulting from the two-step estimation in 
the FMB procedure. 

Given that few factors turned out to be statistically significant, we proceeded 
with alternative multi-factor models, in which we included additional variables to 
the excess market return, including the exchange rate, German industrial production, 
money, the commodity index, and exports. The results of these alternative estima-
tions are presented in Table 4. As with the baseline four-factor model, these alter-
native factor models hold for all the Visegrad countries, as the null hypothesis 
( 0 0: ( ) 0H E γ = ) could not be rejected. For the Czech Republic, a model including 
money, industrial production, and exports was the most promising, given that all 
three macroeconomic factors were statistically significant. For the other countries, 
there are two alternative models that appear equally plausible. For Hungary, the first 
model includes inflation and the exchange rate, with the latter factor being statisti-
cally significant. The other one includes the exchange rate, money, and the com-
modity index and all these factors turned out significant. In the case of Poland, 
the first alternative factor model includes inflation and money, in which all these 
factors are statistically significant, and the second one is expanded by the inclusion 
of the commodity index as an additional factor (albeit not significant). In the Slovak 
market, the first model includes industrial production, the term structure, and money, 
in which the market factor, the term structure, and money were all statistically sig-
nificant. In addition, a model with inflation, industrial production, the term structure, 
money, and the commodity index was also plausible, with both inflation and the term 
structure being statistically significant.  

We performed a series of tests of the added explanatory power of the macro-
economic factor models and the CAPM.22 For Hungary, Poland, and Slovakia the cor-
rect factor model appears to be the baseline four-factor model, which is superior  
to both the CAPM and the alternative factor models. In the Czech Republic, on 
the other hand, the baseline four-factor model is strongly rejected in favor of the al-
ternative model with the market factor, industrial production, exports, and money.  

In the next stage, we employed principal component analysis to obtain the key 
factors,23 which we then incorporated into a factor model together with the excess 
market return. This four-factor model (including three principal factors/components 
and the excess market return) was estimated using the FMB technique. The results of 
this estimation are presented in Table 5. 

According to the results presented in Table 5, Poland was the only country for 
which the principal factor model had to be rejected, as the constant term was statis-
tically significant ( 0( ) 0E γ ≠ ). In spite of the rejection of the model, all factors as 
 

22 These results are available upon request. 
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well as the excess market return were statistically significant. In Czech Republic, 
the second factor was statistically significant and was driven mainly by developments 
in imports and exports. In Hungary, the excess market return was significant, as were 
the second and third factors, which included primarily information on exchange rates, 
consumer prices, and prices of primary commodities. Finally, in Slovakia, none of 
the factors turned out to be statistically significant. 

As argued, the results obtained by using the FMB procedure are likely to be 
biased due to the errors-in-variables problem. In order to verify this hypothesis and to 
support our results we proceeded with an alternative GMM estimation in which all 
the slope coefficients (betas and gammas) are estimated simultaneously. We obtained 
satisfactory confirmation of this hypothesis for Poland. For the other countries, how-
ever, we were not able to obtain GMM estimates due to data issues. Specifically, it 
was not possible to obtain the inverses of the variance-covariance matrices of re-
siduals defined in (7) in these systems (these matrices were not positive definite). 
The estimates obtained for the four-factor model for Poland from the one-step GMM 
estimation are presented in Table 6. 

The results presented in Table 6 support the hypothesis that the FMB esti-
mates of the slope coefficients are likely to be biased downward. The estimates ob-
tained by the one-step GMM for the four factors are in all cases greater than the FMB 
estimates. More importantly, they all turned out to be statistically significant, as 
compared with only two factors – inflation and the term structure – being significant 
in the FMB case.24  
 

 

 

 

 

 

 

 

 

 

 

23 Given the relatively small samples and short time series it is difficult to argue with certainty that these 
unobservable factors are different across the Visegrad countries. Therefore, the following results should be 
viewed with caution. In the Czech Republic these three principal components accounted for 56 percent of 
the variance of the data used for the principal component analysis. The first factor was driven mainly by in-
terest rates, the second by imports and exports, and the third by prices of primary commodities. In Hungary, 
the three principal factors captured 82 percent of the variance. The first and third factors had similar com-
position to those for the Czech Republic, while the second factor was driven mainly by exchange rates 
(forint against USD and EUR) and consumer prices. In Poland, the three factors amounted to 49 percent of 
the variance. The first one primarily summarized developments in exchange rates (zloty against USD and 
EUR) and in producer prices. The second factor captured again developments in exchange rates as well as 
in prices of primary commodities. In Slovakia, the three principal factors captured 72 percent of the overall 
variance in the data. The first factor summarized movements in prices of primary commodities and the sec-
ond movements in both consumer and producer prices, while the third contained information mainly on 
changes in industrial production. 
24 These results are presented for a shorter sample and are meant to serve only for illustrative purposes. 
Due to the model being weakly identified, we were not able to replicate these results for all the Visegrad 
countries. 
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Table 4  Results: Additional Multi-Factor Models 
We estimated the multi-factor model by the FMB procedure using the following regression equa-
tion: ( ) ( ) ( )α β β β ε− + − + + + +2 2 8 8.....f m m f

it t i i t t i t i t itr r  = r r r r , where m
tr  is the local index return, k

tr
 is 

the k-th factor return (k = 2…8), itr  is the i-th stock return, f
tr is the risk-free rate, α i is the constant term, 

and ε it is the error term. The monthly return on the local index was used as a proxy for the market port-
folio return and the monthly return on the local T-bill was used as the risk-free rate. Compared to 
the baseline four-factor model (results in Table 3), we added up to five additional variables: exchange 
rate, German industrial production, money, the commodity index, and exports. All series represent 
monthly growth rates or monthly returns. Inflation and the term structure are used in first differences 
(unless otherwise indicated) since the unit root tests detected nonstationarity in these series. Similarly 
to the CAPM, this multi-factor model predicts that the constant terms, should be insignificant and 
the slope coefficients should be significantly different from zero. In the first stage, we regressed the ex-
cess stock return − f

it tr r on the four factors in order to obtain the betas, β̂ m
i and β̂ f

i , where i is the firm 
subscript, m indicates the excess market return, and f is the factor subscript (f = 2…8). These beta 
estimates were then used in the second stage as the independent variables in the following regression 
equation: γ γ β γ β η− = + + +0

ˆ ˆf m m f f
i i i ir r . This regression was repeated for each month and we ob-

tained T estimates of the gammas ( γ0 , γ m and γ f ) for each of the factors f. Specifically, the first beta 
estimates were obtained for the first 24 months of data and then used to calculate the gammas for 
the twenty-fourth month. Then, the betas were obtained for the period from the second to the twenty- 
-fifth month and used in the second stage to estimate the gammas for the twenty-fifth month. This 
procedure of rolling regressions with a fixed window of twenty-four months was used to cover the whole 
data sample. Finally, we tested the averages of these T estimates to see if: ( )γ =0 0E  (i.e. pricing errors 

are zero), ( )γ > 0mE  and ( )γ > 0fE  (i.e. a positive risk premium on the excess market return and other 

factors f). In Table 4 we report the average slopes and t-statistics (in parenthesis) from the month-by- 
-month regressions of the excess stock returns on the betas of the excess market returns, inflation, 
industrial production, the term structure, and the exchange rate, German industrial production, money 
and exports. *, **, and *** indicate a significant difference at the 10, 5, and 1 percent levels, 
respectively. 
 

Excess 
market 
return 

Infla- 
tion 

Ind.  
Prod. 

Term 
Structure

Ex-
change 

rate 

German 
Ind.  

Prod. 
Money Exports 

Com-
modity 
Index 

Con-
stant 

Czech Republic; 4936 obs.; Adj. R2 = 0.1250 
Term structure, inflation and money in first differences 

 0.0044 
(0.4786) 

  -0.0511 
(-2.0116**)

    -0.0215 
(-2.5540***) 

 -0.0412 
(-1.3224*)

  -0.0034 
(-0.3803) 

Hungary; 2409 obs. and 2399 obs.; Adj. R2 = 0.1124 and R2 = 0.1100 
Term structure, inflation and money in first differences 

0.0055 
(0.5885) 

 0.0000 
(-0.0192)

  -0.0073 
(-1.9198**)

    0.0003 
(0.0345) 

0.0137 
(1.2578) 

   
-0.0061 

(-1.6248*)
 

-0.0153 
 (-1.3693*) 

 
 0.0133 
(2.0324**) 

-0.0075 
(-1.0332) 

Poland; 4592 obs.; Adj. R2 = 0.0954 and R2 = 0.0958 
Term structure and inflation in first differences 

0.0075 
(0.9788) 

 0.0018 
(2.4678***)

    -0.0046 
(-1.3227*) 

  -0.0020 
(-0.3682) 

0.0087 
(0.9623) 

0.0011 
(1.4898*)

    
-0.0062 

  (-1.6624**)
 

0.0030 
(0.8225) 

-0.0056 
(-0.9906) 
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Slovakia; 1336 obs.; Adj. R2 = 0.0047 and R2 = 0.0057 
Term structure, inflation, money, and exchange rate in first differences 

0.0032 
(0.2086) 

-0.0122 
(-1.8047**)

0.0372 
(1.2154) 

-0.0011 
(-2.2190**)

  0.0319 
(1.2187) 

 -0.0163 
(-0.9600)

-0.0122 
(-1.0330) 

-0.0256 
(-1.7500**) 

 
0.0149 

(0.7169) 
-0.0012 

(-2.392***)
  

0.0389 
 (1.4128*) 

  
0.0192 

(1.2408) 

 
Table 5  Results: Principal Factor Models 

We estimated the principal model by the FMB procedure using the following regression equa-
tion: ( ) ( ) ( )α β β β ε− + − + + + +2 2 4 4.....f m m f

it t i i t t i t i t itr r  = r r r r , where m
tr  is the local index return, k

tr
 is  

the k-th principal factor return (k = 2…4), itr  is the i-th stock return, f
tr is the risk-free rate, α i is the con-

stant term, and ε it is the error term. The monthly return on the local index was used as a proxy for the mar-
ket portfolio return and the monthly return on the local T-bill was used as the risk-free rate. We obtained 
principal factors using the principal component analysis. Then, we used the first three as the principal 
factors in the asset-pricing model. Similarly to the CAPM, this multi-factor model predicts that 
the constant terms, should be insignificant and the slope coefficients should be significantly different 
from zero. In the first stage, we regressed the excess stock return − f

it tr r on the excess market return 

and on the three first principal factors in order to obtain the betas ( β̂ m
i and β̂ f

i ), where i is the firm 
subscript, m indicates the excess market return, and f is the principal factor subscript (f = 2…4). These 
beta estimates were then used in the second stage as the independent variables in the following 
regression equation: γ γ β γ β η− = + + +0

ˆ ˆf m m f f
i i i ir r . This regression was repeated for each month 

and we obtained T estimates of γ 0 , γ m and γ f (for each of the factors f). Specifically, the first beta 

estimates were obtained for the first 24 months of data and then used to calculate the gammas ( γ 0 , 

γ m and γ f ) for the twenty-fourth month. Then, the betas were obtained for the period from the second 
to the twenty-fifth month and used in the second stage to estimate the gammas for the twenty-fifth 
month. This procedure of rolling regressions with a fixed window of twenty-four months was used to 
cover the whole data sample. Finally, we tested the averages of these T estimates to see if: ( )γ =0 0E  

(i.e. pricing errors are zero), ( )γ > 0mE  and ( )γ > 0fE  (i.e. a positive risk premium on the excess 

market return and other factors f). In Table 5 we report the average slopes and t-statistics (in paren-
thesis) from the month-by-month regressions of the excess stock returns on the betas of the excess 
market returns and the first three principal factors. *, **, and *** indicate a significant difference at 
the 10, 5, and 1 percent levels, respectively. 
 

Country/ 
Adj. R2 Sample 

Excess 
Market 
Return 
( γ m ) 

Pc1 
( γ 2 ) 

Pc2 
( γ 3 ) 

Pc3 
( γ 4 ) 

Constant 
( γ0 ) 

Czech Rep. 
(0.1380) 

Jun 92–Dec 07 
(4660 obs.) 

0.0025 
(0.3007) 

0.1556 
(0.5982) 

-0.4919 
 (-1.5475*) 

0.1262 
(0.5825) 

-0.0036 
(-0.5204) 

Hungary 
(0.2881) 

Jun 92–Dec 07 
(1151 obs.) 

0.0143 
 (1.6145*) 

-0.0961 
(-0.3263) 

-0.1590 
  (-1.3168*) 

0.2186 
 (1.4278*) 

-0.0076 
(-1.2128) 

Poland 
(0.3564) 

Jun 92–Dec 07 
(2937 obs.) 

0.0127 
   (1.8266**) 

0.2290 
(1.3839*) 

-0.2090 
  (-1.6572**) 

-0.2424 
   (-2.2612**)

-0.0089 
  (-1.8761**) 

Slovak Rep. 
(0.0365) 

Feb 96–Oct 03 
(1348 obs.) 

0.0092 
(0.6514) 

-0.4116 
(-0.9029) 

-0.3366 
(-0.9837) 

0.0182 
(0.0464) 

-0.0095 
(-0.7632) 
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Table 6  Results: GMM 
We estimated the GMM system, in which moment restrictions allowed for joint estimation of betas and 
gammas, as specified in the FMB procedure. Based on Cochrane (2005) we wrote the moment 
conditions in the following way: 

                      ( )

( )
( )
( )

β β β

β β β

β β β

β β

− − − − −

− − − − −

− − − − −
=

− − − −

2 2

2 2

2 2 2

2 2

...

...

...

......................................................................

e m m k k
t i i i t i t i t

e m m k k m
t i i i t i t i t t

e m m k k
t i i i t i t i t t

e m m
t i i i t i t

E R a f f f

R a f f f f

R a f f f f
gT b E

R a f f( )
( )

β

β γ β γ β γ

⎡ ⎤
⎢ ⎥
⎢ ⎥⎡ ⎤⎢ ⎥⎢ ⎥⎢ ⎥ ⎡ ⎤⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ =⎢ ⎥ ⎢ ⎥⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎣ ⎦⎢ ⎥⎢ ⎥−⎢ ⎥⎢ ⎥⎣ ⎦⎢ ⎥
⎢ ⎥− − − −⎣ ⎦

2 2

0
0
0

...

...

k k k
i t t

e m m k k
ti i i i

f f

E R

 

 

where e
t iR  is the i-th stock excess return (the i-th stock return minus the risk-free rate), m

tf  is the local 

index excess return (the local index return minus the risk-free rate), and k
tf

 is the k-th factor return 
(k = 2…4). 
In this system there are N(1+K+1) moment conditions since for each asset N we have one moment 
condition for the constant, K moment conditions for the K factors and one moment condition that allows 
us to estimate the gammas (the asset-pricing model condition). On the other hand, there are N(1+K)+K 
parameters and hence we have n–K overidentifying restrictions. They can be tested with a chi-square 
test (the J-test for overidentifying restrictions). We estimated this system by the GMM, in which 
the optimal weighting matrix was obtained in an iterative process by sequential updating of the coef-
ficients. To test the overall model we calculated the J-statistic in the following way: 

( ) ( )−⎡ ⎤= ⎣ ⎦
1ˆˆ ˆ* * 'T TT J T g b S g b , where ( )ˆTg b  are the moment conditions evaluated at the estimated 

values of coefficients β  and γ , whereas −1Ŝ is the inverse of the optimal weighting matrix (the vari-

ance-covariance matrix). This statistic follows an approximately χ 2 distribution with degrees of freedom 
equal to the number of moment conditions minus the number of parameters. In our case the J-statistic 
was equal to 17.4, whereas the χ 2  critical value at the 95 percent level of significance with 39 degrees 
of freedom was 18.5. Since the J-statistic was less than the appropriate critical value we could not 
reject the model. In Table 6 we report the average slopes and t-statistics (in parenthesis) from a one- 
-step GMM estimation of the excess stock returns on the excess market returns, inflation, industrial 
production, and the term structure for Poland with a time span of January 1993 to February 2003. *, **, 
and *** indicate a significant difference at the 10, 5, and 1 percent levels, respectively. 
 

Excess Market 
Return 
( γ m ) 

Inflation 

( γ 2 ) 

Ind. Prod. 

( γ 3 ) 

Term  
Structure 

( γ 4 ) 

-0.0935 
   (-2.3566**) 

-0.0073 
 (-1.9595*) 

-0.0400 
 (-1.8555*) 

-0.0016 
   (-2.3029**) 
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5. Conclusions 
Emerging market returns have been studied quite extensively in the last dec-

ade. However, it is not clear which model should be used to explain the returns in 
these markets and to estimate the cost of capital. The cost of capital is important infor-
mation that is needed to evaluate investment opportunities as well as to assess the per-
formance of managed portfolios. In the developed markets, the Capital Asset Pricing 
Model (CAPM) is most often used to estimate the cost of capital, even though its em-
pirical record is quite poor. Factor models have been developed to overcome some of 
the CAPM’s shortcomings, in particular the inability of the excess market return alone 
to explain the variance of average stock returns. Factor models extend the CAPM by 
adding additional factors to the excess market return in order to improve the pre-
dictive power of the model.  

In this paper we tested various asset-pricing models and evaluated their rela-
tive performance in explaining average stock returns in the Visegrad countries. These 
models, as argued, can potentially be used to estimate the cost of capital, which is 
then used to evaluate investment opportunities. We began by formally estimating 
the CAPM by the Fama-MacBeth (FMB) procedure using data from the Visegrad 
markets to see how it performs. Having confirmed the low power of the CAPM in 
explaining the variance of average stock returns we then proceeded to estimate factor 
models. We employed a macroeconomic factor model based on the factors used by 
CRR (1986). In our baseline model we included the following four factors: excess mar-
ket return, industrial production, inflation, and excess term structure. We estimated 
this four-factor model using the FMB procedure. This model holds in all the Visegrad 
countries, as the null hypothesis ( 0 0: ( ) 0H E γ = ) could not be rejected. We perform-
ed tests of the added explanatory power between the CAPM (restricted model) and 
the baseline four-factor model (unrestricted model). In all countries we were able to 
reject the CAPM in favor of the baseline four-factor model.25  

We also estimated alternative macroeconomic factor models. While more of 
the factors were statistically significant in these models, they could be rejected in 
favor of the baseline four-factor models in tests of added explanatory power for Hun-
gary, Poland, and Slovakia. For the Czech Republic, an alternative four-factor model 
with industrial production, money, and exports turned out to be superior to the base-
line four-factor model.  

Even though these results turned out to be satisfactory, we decided to proceed 
with principal component analysis in order to extract the key factors that explain the var-
iability of stock returns in these countries. In Poland the model was rejected, as the con-
stant term was significant ( 0( ) 0E γ ≠ ). For the other three Visegrad countries, the model 
could not be rejected and various principal factors turned out to be statistically sig-
nificant (apart from Slovakia, where none of the factors was significant). In the Czech 
Republic, the second factor, summarizing the evolution of imports and exports, was 
statistically significant. In Hungary the excess market return was significant, along 
with the first and the second principal factors, driven mainly by changes in exchange 
rates, consumer prices, and primary commodity prices.  

25 In the Czech Republic, Hungary, and Poland we reject the CAPM in favor of the four-factor model at 
the 1 percent significance level, while in Slovakia we do so only at the 10 percent level. 
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Based on these results we concluded that macroeconomic factor models, 
rather than the CAPM or the principal factor models, are suitable for estimating 
the cost of capital in Visegrad countries. Our conclusion is supported by the results 
obtained for Poland when using the one-step Generalized Method of Moments (GMM) 
estimation method. These alternative estimates, free of the errors-in-variables prob-
lem, resulted in all the factors turning significant, confirming that the Fama-MacBeth 
estimates are likely to be biased downward. Even though due to empirical problems 
we were not able to obtain similar alternative estimates for the other Visegrad coun-
tries we can expect that the estimates obtained by the FMB procedure most likely 
undermine the significance of macroeconomic factors in explaining the average stock 
returns.  
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