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Abstract

We model residential land use constraints as the outcome of a political economy game between
owners of developed and owners of undeveloped land. Land use constraints benefit the former group
(via increasing property prices) but hurt the latter (via increasing development costs). More desirable
locations are more developed and, as a consequence of political economy forces, more regulated.
Using an IV approach that directly follows from our model we find strong and robust support for our
predictions. The data provide weak or no support for alternative hypotheses whereby regulations
reflect the wishes of the majority of households or efficiency motives.
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1. Introduction

Though relatively recent in human history, land tesgulations are by now ubiquitous. They
also have major economgonsequenceand impose enormous costs in cities such as New
York or London. Yet, little is known about thetausesor origins: the welfare economics
view holds that they are a prime policy instrumenthe benevolent planner who aims to
correct the many market failures in land markel® tlominant political economics view
suggests that local land use regulations correspmiide wishes of a majority of voters. To
date, the implications of both paradigms have remnbempirically tested in a rigorous and

systematic way. A key contribution of this papetaidill this gap.

Our prime contribution, however, is to propose & mxplanation to the land use regulation
patternsthe influential landowner hypothesi$/e start from the observation that one of the
most salient economic effects of land use reguiatics to increase the cost of future
developments. As a result, the most important ezoen@onflict that arises in this context
puts the owners of developed land (who have the toogain from regulations) against the
owners of undeveloped land (who have the most $e foom them). As the most obvious
winners and losers, these two groups have stroogntives to influence the regulatory
environment. We thus build an original and simpleory in which the degree of land use
regulation of a given jurisdiction is the result @flobbying game in which the owners of
developed land in the locality and the owners adaweloped land both lobby the planning
authorities to have their ways. We then take tleoiitical implications of the model to a
cross-sectional sample of the largest US cities ramda horserace among our influential
landowner hypothesis, the majority voting view atid welfare economics view. Our
paradigm finds strong and extremely robust supipaite data; the other two find weak or no
support. The implications of this set of resulta bardly be overstatethe current pattern of
land use regulations in the US is neither efficienr ‘democratic; in that it neither

maximizes social well-being nor satisfies the wisshta majority of households.

Our theory suggests a two-stage-least-square (TBk8Ymental-variable strategy to address
reverse-causation and omitted-variable issues. Wdrant our theory to the data ioth
stages of the econometric work to identify caudtdces. Our quantitative exercises reveal

that the mechanism we uncover is economically nmegni.

Understanding the roots of land use regulatiomssrtant for several reasons. First, housing
is the single most important component of both homreers and renters’ budgets, so the

welfare consequences of land use regulations diiesbbrder policy relevance. Second, land



use regulations are a recent phenomenon from aricit perspective. In the early 20
century, when only about a quarter of humans liwedrbanized areas, virtually no city had
any zoning laws. San Francisco in 1880 and New Yaitlt in 1916 were early exceptions.
Now that eighty percent of the US and over halthef world population live in cities (United
Nations 2007), land use regulations are ubiquitousll developed countries and present in
many others. Little is known about the causes isfgbhdden and profound change. Our theory
proposes a causal link from the increasing urbaioizaates (a demographic pattern) to the
spread of residential land use regulations (a ipalitpattern). Third, land use regulations
impose substantial restrictions on the properthtagf landowners, they take many forms
(e.g. zoning, growth boundary controls, buildingghé or minimum lot size restrictions), and
they serve various purposes (e.g. internalizingiali@nd fiscal externalities, rent-seeking).
Though they differ in purpose, kind and scope, nobshese regulations have one component
in common: they act as quantitative restrictiontatal use and, as such, they have a shadow
tax equivalent. These taxes can be extremely IGgheseret al. (2005a) estimate that the
‘regulatory tax’ makes up more than 50 percentaide values in places such as Manhattan
or San Francisco. The ‘regulatory tax’ also vagessiderably within and across countries
(Glaesetret al. 2005a, b; Cheshire and Hilber 2008). Though adtheaf literature studies the
effects of such regulations on a variety of outcomes, tiberature that studies the
determinantsof land use restrictions is sparse. In this pape, provide a theoretical
explanation for why residential land use restrizsiovary across space and we confront the
equilibrium predictions of our model to data frohetUnited States. By nature, our theory
cannot explain each specific form of land use raiguhs; instead, we take a general view of
how regulations are determined. The determinanemehasize in this paper ispalitical
struggle among conflicting economic interesitat does not only include residents but also

‘absentee landlords’ and owners of undeveloped. land

In a nutshell, our theory assembles the followingredients from the urban economics,
political economics and industrial organizatioegtures: (i) land use regulations restrict the
amount of land zoned for development or increasestcoction costs: either shifts the supply
of new housing up and to the left, raising pricEsis is good news for owners of existing
stock of developed land but the extra conversiost @® bad news for owners of hitherto
undeveloped land. (ii) As places grow over time, share of developed land rises — and with
it the economic power of the owners of developedi leelative to the owners of undeveloped
land. (iii) Assuming that relative economic powsmnonotonically transformed into relative

political power, the outcome is that places beconteeasingly regulated as they develop.
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The cross-sectional equivalent of this theoretpraliction is that places with a higher share
of developed land should be more regulated thaneplavith a lot of undeveloped land.
Figure 1 (panel a) plots the share of developeleatial land (or SDL, a measure that we
construct using 1992 satellite data as in Burctifiet al. 2006) against the Wharton
Residential Land Use Regulation Index (or WRLURMmaasure due to Gyourlat al. 2008
and pertaining to year 2005) for our reference danmb the 93 largest US Metropolitan
Statistical Areas (MSAS): the correlatign= .31 is statistically larger than zero. Figure 1
(panel b) suggests that this pattern was alreaslplgiin the data in the late 197Qs< .34)!
Figure 1 (panel c) uses the aggregate propertyevadu square meter of developable land in

the MSA as an alternative to SDL; its correlatiothWwVRLURI, p = .25, is also meaningful.

Note that the point of at least some regulatioio isone some areas away from development;
thus, if the cross sectional variation of the degoé restrictiveness of residential land use
regulations were totally random, then we would expe find anegativecorrelation between
the regulatory variable and the share residengaklbped land. The very fact that we find a
positive relationship between the two is suggedtna there is something to be explained in
the data. It also implies that the regression afemsure of regulatory restrictiveness (as the
dependant variable) on the share of developed (asdthe independent variable) will be
downwards biased. Hence we need an exogenous sofircariation that ‘explains’ the
variation of SDL but that is unrelated to the regoty index WRLURI; we then implement a
two-stage least-square (TSLS) procedure.

In our model each individual of a given populatibas to choose among a given set of
locations or cities. Locations differ in exogengqugiven characteristics, like topography and
natural amenities. These are our natural instrusnfemtthe TSLS procedure. Topography is
an important determinant of building costs that @ftected in housing prices. We use the
share of land that falls into the definition ofdpis’ as a (negative) proxy of these costs. We
use an MSA’s access to a major coast and its milttew temperatures as the natural
amenities people care about (Rosen 1979, Roback, 1Gkeseret al. 2001, Rappaport
2007). Individuals are obviously heterogeneousairtliking of such amenities. To capture
this idea, we model their location decisions asistrdte choice, with the idiosyncratic
preferences for these amenities following a knowndom distribution. The important
theoretical cross-sectional implications are tHatgs endowed with desirable amenities (a

! We construct the share of developed residential lzsing 1976 data collected by aerial photogragstis use
the regulatory index constructed by Saks (2008Bfoof the largest US MSAs.
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preference factor) or a large fraction of plainggat factor) will be more developed relative
to others (ceteris paribus). These theoreticaliptieds of the model find strong support in

the first stage of our TSLS strategy. A dynami@iptetation of the model also implies that
nice places are developed first. Past locationsttats reflect desirable characteristics of a
location that may change little over time: for tiesason, we also use historical population
density from 1880 as a first stage variable. Wel finat historical density is a reasonably
good predictor of SDL. We explain in the empirisglction why these are valid excluded
instruments that are highly unlikely to be influenge the contemporary regulatory

environment directly.

The rest of the paper is organized as follows. i&ec2 reviews related work. Section 3
presents the model, with special emphasis on teerétical predictions that we take to the
data. Section 4 describes the data and our ideatidn strategy and provides baseline results.
Section 5 reports robustness checks to which we kBabmitted our baseline specification.

Section 6 revisits the effect of land use regutetion city growth and Section 7 concludes.
2. Related literature

The restrictiveness of land use regulations vaiesgly across the United States (Glaeter
al. 2005a, b) and Europe (Cheshire and Hilber 2008g. firet empirical contribution of this
paper is to identify the origins of this cross-gawl variation. Evenson and Wheaton (2003)
and Glaeser and Ward (2009) regress measures iolisaypes of land use regulations on
historical and other characteristics of Massaclisigetvns. For instance, historical population
density (1915 in the case of Glaeser and Ward)yahaasitive effect on current minimum lot
size restrictions. However, they conclude from #xsrcise that ‘the bulk of these rules seem
moderately random and unrelated to the most obvexydanatory variables’ (Glaeser and
Ward 2009: 266). Our analysis shows that lookingpggregated measures of regulation
across the major US MSAs reveals systematic patfEne most closely related study to ours
is Saiz (2008) and the papers complement each wtheportant ways. For each MSA in his
sample, Saiz builds a measuredefvelopabldand and regresses WRLURI on this measure.
His findings suggest that cities with a relativeiyall fraction of developable land are more
regulated. By contrast, we create a measurdegtloped landSDL) that has developable

land at the denominat8rTherefore, we take the physical constraints toaegjng human

Z Saiz (2008) excludes water bodies, wetlands angesl of 15% or more to construct his measure of
developable land. We use a comparable datasetptette we base our definition of non-developahledl on
land cover data. In doing so, we follow Hilber avidyer (2009). See also Burchfiedd al. (2006).
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settlements in existing MSAs as given and, guidgdur theory, we aim to understand how
the fraction of landactually developedhfluences regulation, emphasizing political eanyo
mechanisms. Our model also suggests that the nesgtlile places should indirectly be the
most regulated. This accords well with Glaesteal. (2005a), who find that the regulatory tax
is highest in Manhattan and in the Bay area (exogetD% of house values), while they find
no evidence for a regulatory tax in places sucRitisburgh or Detroit. In addition, our paper
enables us to shed a new perspective on some oksldts unveiled by Burchfieldt al.
(2006). For instance, they find that cities withttbe natural amenities sprawl more than
others — likely because of minimum lot size resivits that reduce the capital-to-land ratio.
In the model, we attribute this phenomenon to erdogs land use constraints; in our
empirical work, we find that locations with moresdable amenities are more developed and

more regulated.

Like Fischel (2001) and Ortalo-Magné and Prat (20@& understand land use regulations as
the outcome of political economic forces at worke3e authors assume that local planning
boards cater to the interests of local residentsiamplement the policy chosen by majority
voting. In particular, Fischel's ‘homevoter hypatie postulates that homeowners — who
elect planning boards — favor regulations becausaises their property value and, in turn,
suggests that jurisdictions with a larger sharehomeowners should be more regulated.
Figure 1 (panel d) plots the homeownership ratenagthe WRLURI index of regulation; the
negative correlation rejects this hypothegis=( -.28). We systematically control for (and
address endogeneity concerns related to) the honesehip rate in our regressions. Our
findings provide at best weak support for the hootewhypothesis. By contrast, we assume
that landowners lobby and influence planning boandd that these implement policies that
maximize land value as a result. Such policiesgdigring to ‘land based interests’ (Molotch
1976), may then hurt consumers and overall welfasestressed by Brueckner (1995) and
Helsley and Strange (1995Fischel (2001) views his ‘homevoter hypothesis’applying
foremost to small, suburban areas (e.g. Deheingl. 2008). Thus, crossing his results with
ours suggests that local authoritreaytake democratic or efficient decisions on localies

but that they neglect the external effects thisdrathe metro area as a whole.

A dynamic interpretation of our model is consisteiith findings of Fischel (2004), Rudel
(1989) and Gyourket al. (2008). According to Fischel (2004), land use tagons originate

% Epple et al. (1988) also develop a model in which owners of tiped land (‘early arrivals’ in their
terminology) impose policies that hurt later entsamhen they control the political agenda.
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within larger cities and then zoning spreads quit¢&lthe suburbs and surrounding towns as
the city grows. The most direct evidence that timeng and restrictiveness of zoning is tied to
the distance from the central city comes from Ry{d@6B9) who shows that the Connecticut
municipalities located at a greater distance to Nenk City adopted land-use laws later than
those closer to the Big Apple. Gyourled al. (2008) document that municipalities within
MSAs tend to be more highly regulated than theunterparts outside of MSAs.

In our empirical analysis we find that regulaticgiew down new development, confirming
the findings of Quigley and Raphael (2005) for @ahia or Glaeser and Ward (2009) for
Boston. There is thus a two-way relationship betweagulation and urban development. Our
estimates imply that a one standard deviation idiffee in MSA-level SDL in 1976 results in
a roughly 2 percentage point-decrease in the graikthousing supply between 1990 and
2000 via differentially affecting regulatory restiveness during the late 1970s and 1980s.

This accounts for about 15 percent of the growthew construction during that period.

We contribute to the theoretical literature in tways. First, our combination of a discrete
choice model and of a standard monocentric city Q1@ odel for ‘macro’ (across-city) and
‘micro’ (within city) location decisions, respecdly, is unique in the urban economics
literature. This combination provides a useful geheation of the currently available
extreme versions of the MCC model, whereby eaghigiéither fully isolated (‘closed’) — the
population supply to each city is inelastic anditytvaries across cities — or small and fully
‘open’, that is, the utility level is exogenous apdpulation supply is infinitely elastic
(Brueckner 1987). In our model, both city sizes amdrage utility levels vary across MSAs
and are determined endogenously. Second, juriedgtset their policies non-cooperatively
and a jurisdiction’s policy spills over to othememunities because consumers are mobile, as
in Brueckner (1995) and Helsley and Strange (198b6pur model, the Nash equilibrium in
land use regulations exists and is unique undelyfaiild conditions; Helsley and Strange
(1995) use a model in which at least one jurisdicis inactive and acknowledge that ‘it is
not possible to consider population controls whdéincammunities are active without

substantially modifying [their] model’ (p. 456). Weopose one such modification.
3. The model

The set of players and the timing of the game artokows. In stage 1, the planning boards
of a set of jurisdictions simultaneously chooseoaizg policy, taking the other planning
boards’ choices as given. In stage 2, household® hogation decisions of two kinds. They

first choose a jurisdiction where to live; a bidgliprocess for land then allocates households



within each jurisdiction. Finally, payoffs are neald. The equilibrium concept is a (subgame
perfect) Nash equilibrium in zoning policies. Wewntormally describe the set of players,

their strategy sets and their payoff functions.
3.1. Households’ location choice

In stage 1, a continuum dfi households indexed bly[1[0, H] allocate themselves to a
numberJ > 1 of jurisdictions (or cities or MSASs) indexeg¢ pOI=4,...,J} . One way to
interpret this setting is to assume that there ie@esentative jurisdiction and hence a
representative planning board in each city or M8lauseholds established in cityderive
utility u.. Following the Random Utility Theory which finds its origins in psychology
(Thurstone 1927), we assume thipis a random variable and we model the fracfioof

households that choose to live in gitys
f, = Pr{uj = max, L{(} . (1)
Specifically, the household-specific realization @wf denoted asy(h), has a common

componentV; and an idiosyncratic, random households-specibenmonent g(h) with

cumulative densitys. These components add up as

u )=V +g((h, g (N ~iid Q. (2)
The common componel is deterministic and summarizes the costs andfit@frem living
in city j, expressed in monetary units; think about it @sitidirect utility or real income. The
idiosyncratic component, (h) is random (Manski 1977, Andersoet al. 1992) and
summarizes the idiosyncratic utility thdt derives from consuming local amenities.
Households are heterogeneous in their appreciafitimese amenities: ceteris paribus, skiers
prefer to live in Boulder and windsurfers in Samaraisco. In order to get simple, explicit
solutions, we assume that tlds are uniformly distributed over the interalo/2,0/2],
where g is proportional to the standard deviationGf The mean and mode &f are zero,

meaning that the average and median householdsiery indifferent about where to lie.
As a result of this and (2), the location choicelyabilities in (1) are equivalent to

* Specifically, Var€) = ¢?/12 andG(&) = (2¢ + 0)/(20). The deterministic case obtains at the limit 0. The
reader may be more familiar to modeling discretatimn decisions with the multinomial logit modéle show
in Appendix C (not intended for publication) thdtet equilibrium properties of the multinomial logite

qualitatively similar to the linear case. We chodsework with the linear model because we obtampée,

closed form solutions. There is a long traditiortha Political Economics literature to use lineectete choice
models to model voters’ decisions to cast theilob&br a candidate or another (Persson and TaihelD00).
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with f; = 0 orf; = 1 in an obvious manner if the RHS above fallsiole the unit interval and

VE ZKDDV,( /' J (throughout the paper, we use ‘upper bars’ to tkeagerages across cities).

An implication of (3) is that cities that commandh@her-than-average indirect utility;
attract more households than the average city. dwggee of household heterogeneiy
governs the sensitivity df with respect to the utility differential: heterog®us populations

are less sensitive to differences in the commonpoantsv,, ...,V, .

We assume that the common componénts a function of economic and non-economic
variables pertaining to jurisdictignlet

Vi=atwog-t, @)
whereg; is a measure of the observalojeality of local amenities (converted in monetary
units),w denotes the household’s incomg,captures the monetary costs of living associated
with j andt; is a local ‘regulatory tax’ levied on residentsofe on this below). Householts
global appreciation of citys amenities is thus equal &+ &(h). a summarizes the attributes
of local amenities that can be ranked across theage population (hence the term ‘quality’).
To fix ideas, return to our example of comparing Beu to San Franciscg € B, SP.
Ranking access to mountain slopes versus accele ticean is clearly a mater of individual
taste but most people prefer mild to very cold etiriemperatures: the latter implias- > ag.
Put differently, the distribution @&sr + &g stochastically dominates the distributioregf+ &
and, keeping the economic attributes \@&§f and Vsg in (4) equal, a larger fraction of
households would then choose to live in San Franaiather than in Boulder.
In this paper, the land market outcomes play thetrakrole, so we trealy andw as
parameters but we endogenize the cost of livindosws. Assume that city is a linear
monocentric city (Alonso 1964), in which the perfitutistance commuting cost is equalto
and the unit cost of converting land into housiagconstant and equal tg. Then, if H;

households live i, ¢ is equal torH; + m > Substituting this expression fgrin (4) yields:

® To see this, assume that all city dwellers consaneunit of land and that the central businessictiCBD)
is located atl = 0, so that a city of sizé; stretches out from O td;. Assume further that that the unit cost of
converting farm land for housing consumption isa&do m. Without loss of generality, we assume that the
opportunity cost of land at the urban fringe isozétach city dweller commutes to the CBD at a camtsper unit
distance cost > 0. The city residential land market is at an Bloguim when the sum of commuting costs and
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whereq summarizes the ‘fundamental’ (parametric) deteamis of welfare in city. We say
that a city characterized by a higly is a ‘desirable’ locationex ante (or that it is
fundamentally desirab)eThe congestion cost; and regulatory costare endogenous to the
model. The former rises with city size; the lateethe outcome of the political economy game
of section 3.2 below. Plugging (5) into (3) estsivéis that the fractiofy of households
wishing to live in cityj is decreasing in the regulatory tax it levies,rdasing in its level of

congestion and increasing in the desirability of giwhich includes amenities and wages.
Define the vectorst =[t,...,t;]' and H =[H,,...,H;]' . Households treat and H as

parameters. We define asogation equilibriumfor H a situation in which, given the induced
equilibrium values of (3) and (5), no household hes to relocate to another jurisdiction.

Formally, the actual fraction of households livimgj, H;/H, must be equal t§. Defining

H=H/J and using (5) and (3), we may define the loca¢iguilibrium as

DJDD f:i - izl_i_(a)j_tj_THj)_(w_t_—TH).

I H H o

(6)

That is, the fraction of people living inis increasing in the local well-being net of the
regulatory tax and congestion costs and decreasitige well-being net of regulatory tax and
congestion costs of other cities. Since househdld=sctly consume one unit of land for
housing purposes in the linear MCC model, the daruiim H; is also the equilibrium fraction

of developed land in city j. We readily obtain fodowing:

Proposition 1 (existence and unigueness of the Ildma equilibrium). Assume that the
fraction of households that wish to live in cjtys given by (3) and that the observable real
income is given by (5). Then the location equililoni defined in (6) exists and is unique.

Proof. See Appendix A.

Figure 2 illustrates the equilibrium concept. Thevdward-sloping schedule illustrates the
fact that as cities get more populated they getentongested and thus less desirable, ceteris
paribus. A highery and/or a lowet; shift this schedule upwards. Thus, at equilibrionore

desirable locations have more households. To seéotfmally, solve (6) explicitly foH :

land rent are identical across city locations (artmtrage condition), thus the equilibrium bid reohedule (net
of conversion costsy) isr(d) = 7 (H; —d). As a result, the cost of living & = tH; + m, the aggregate land rent
is equal torH2 andg = & +w - m, as in (5).



(a)j—cT))—(_tj _t_)_

A ™
A

Together with (5), (7) implies

I = H
V].:(1—/(0)(a)J—tj)+KO(a)—t)—rH, KOEJ:—-TH' (8)

At the location equilibrium, households obtain aliecome that is a weighted average of the
local fundamental desirability net of regulatoryea (the first term in the RHS above) and of
the average of the same object (the second term)snthe average congestion cost. The
weight ofj-specific characteristics (relative to the averagejeases i, our measure of the
intensity of idiosyncratic household preferencesléaal specificities. Several aspects of (7)
and (8) are noteworthy. First, cities that recaivare households than the averageeither
are fundamentally desirable, or have a low reguwatiax, or both, relative to the average city.
Second, the effect of either variable on the laratiutcome is decreasing in the heterogeneity
of householdss and in the overall crowding of citigdd . Third, all cities yield about the
same welfareex post congestion and labor mobility between cities tbhge ensure that in
each city the marginal household is indifferentwssEn staying put and living in its next best
alternative. All infra-marginal households aredty better off in the city of their choosing.

To get a sense of this, consider the differenci®freal incomes at the location equilibrium
for two arbitrary citie§ andk; using (8), we obtailV, -V, =(1-k,)| (@ ~@ )~ (f -1)]. At

the limit ¢ - 0 (homogeneous population), all populated citieddyiexactly the same
welfare. Otherwise, foo > 0 households do not enjoy exactly the samewagk everywhere
at the spatial equilibrium because they are willimgorego some economic benefits to live in
cities that offer the non-economic amenities thaytenjoy the most.

3.2. Planning boards choose regulation

We assume that each jurisdictiphas a planning board that regulates the use df laand
use restrictions can take many forms. To simphiy analysis, we assume that the main effect
of such regulations is to increase the individwatof living in the city of each household by
t. We interprett; as a ‘regulatory tax’ (Glaesest al. 2005a, b) and assume that it is
capitalized into the price of developed land (Oat869, Palmon and Smith 1998). This
capitalization effect captures in a parsimoniousy vike fact that land use regulations
reallocate the local demand for land away from pixdé new developments to existing ones

(keeping total demand for land; constant). In addition to thidirect effect that benefits
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owners of developed land at the expense of owrfeusideveloped land, a higher regulatory
tax inj decreases the desirability pfas per (5), which in turn reduces the equilibrium
population size and equilibrium amount of developead in cityj as per (6); the former
effect reduces the average land rent in the®cTtyus, the overaihdirect effect tends to hurt

all landowners.

Here, we depart from the standard literature byragsy that the planning board caters to the
landowners’ interests. In the wake of Bernheim #Whanston (1986) and Dixit al. (1997),
we assume that the owners of developed land andwhers of undeveloped land (or land
developers) form two competing lobbies that infleethe planning board by way of lobbying

contributions. Specifically, we assume that theaplag board maximizes aggregate lobbying

contributions C; EZAC]/\, with A0 {owners of developed land, land developers}. This

objective function conveys the idea that the plagrboard caters only to the interests of land
stakeholders. We return to this bold assumptiooweNote that land stakeholders include

absentee landlords, local landlords, land deveygemeowners and even renters when rent
controls are in place (de facto, rent controlsaactvay to share land rents between the owner

and the renter).

We also assume that each group offers a ‘menu’ootributions to the planning board,
contingent on the degree of regulatignactually chosen so thactjA:cJA(q) . Many
contribution schemes are possible (and thus marsh guilibria exist), but Bernheim and
Whinston (1986) show that the set of best respooseach lobby t@ny contribution scheme

chosen by the other players includes a linear sdbeaf the formc?(t;) = R"(1) - ¢, where

R].A is the aggregate land rent pertaining to lol#byand cJ.A IS a constant determined at

equilibrium.” Thus, the owners of developed land are offerimgrribution schedule that is
increasing in the degree of regulation; land dgvels’ contributions are decreasing;inThe

literal interpretation of this working hypothesssthat stakeholders bribe the planning boards

® This point is easily maderR EIOHJ r(ddt= rHj2 /2, so the average land rent (definedfd$ = TR / H)) is
linearly increasing ird;. It is not difficult to show thafR is increasing iH; also in nonlinear MCC models.
" The timing of the contribution game is as folloW&e lobbies (the ‘principals’) move first and siltameously,

the planning board (the ‘agent’) then chooses tejpicthe contributions or not and, contingent ocepting
some, both, or no contributions, choogeSince the principals move first, at equilibriuney choosa:;\ SO as

to ensure that the agent accepts the contributidneaforces a regulation that is closer to theréstis of lobby
A. These linear contribution schedules also haved#sirable property to produce the unique ‘coalitpyoof
Nash equilibrium’ of the game. Goldberg and Madgi99) show how a model in whithis set by cooperative
Nash bargaining produces a similar policy outcome.
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in order to sway its decisions. We may also undasthe word ‘influence’ in a broader and
more benign sense, such as pressure groups actingx@erts and conveying useful
information to the executives. By using legal cimitions so as to buy access to executives
(Austen-Smith 1995, Lohmann 1995), pressure gropg/ide credible information to
legislators® As a result of these assumptions, the planningdbosximizes total land rents

plus the regulatory tax revenue:
H
R (1) sjo r[ H ()~ x]d x+ { H ¢)

- , ©)
ZE[HJ(t)] +4,H; (),

whereH;(t) is given by (7). Note that maximizing only thesficomponent oR(t) above and
ignoring strategic interactions among jurisdictiamsuld lead planning boards to choose the
first best policy by the Henry George theorem; thauld bet; = O for allj since there is no

market failure in the model.
3.3. Subgame perfect equilibrium
We solve for a Nash (subgame perfect) equilibri8PE henceforth) in regulatory taxes.

Thus, j's planning board choosesl[], so as to maximize (9) subject to (7) taking the

vectortg ={t} as given (the superscript ‘0’ pertains to equilibr values). Then the

KOO\ j}
first order condition for this program may be waiitas

a 0 - 0 0 0 a 0 0
gRj(%’t-j) =H +(TH"+§)a_thq’t-i)t <0, =0, (10)

—10 —0
! 4=t i

with complementary slackneslsl;j0 is the equilibrium city size, namely (7) evaluatgdthe

Nash tax vectot® =[t?,...,t7]' (alsoH® =[H;,...,H]]"). The RHS consists of respectively
the direct effect (keeping the population constant) the indirect effect (allowing it to vary
in response) of an increase in the specific regojatx. Let

J-1 J-1 rH
Ky = —
J J o+1H

K

(11)

be a measure of the toughness of fiscal compettmang jurisdictionsk is increasing in the

number of jurisdictiond and decreasing in the heterogeneity of houselwld$en, using (7)

® The non-partisan research group Centre for ResgoR®litics (CPR) reports that the National Asation of
Realtors topped the CPR’s top-20 list of Politiéation Committees contributing to federal candigab®th in
2005/6 and 2007/8. The National Association of H@néders ranked #and 13", respectively.
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and (11) and assuming that the parameters of tlaelh@se such that the resultiﬂr@f’s in

(10) are all interior (precise conditions to follaw (16)), we may develop the first order

condition (10) to get a non-negative equilibriurfat®nship between population sitqo and
the regulation ta; :

1-kx
t? =—rHJ.°. (12)
K
Together, (7) and (12) compose a systemJoé@uations irH° andt®. Solving for individual

regulatory taxes and populations yields:

t;’:l_—KrH+i(wj -o), (13)
K

where the coefficient ofw, - ) is strictly positive and smaller than unity, and

- 1 « _
H’=H to— (w-w), (14)
2_/(_5

j =1,...J. All the properties of the location equilibriumrdmue to hold at the SPE that (13)
and (14) characterize. Four additional propertiesulting from strategic interactions are
noteworthy. First, the equilibrium regulatory taxcieases in own desirability and decreases
in the desirability of other cities; this effect sdronger, the higher the heterogeneity of
householdso and the lower the congestion costd are. The former cross-effect arises
because a homogenous population is more respotsiaay differences in amenities and
taxes across locations; the latter arises becausen congestion costs are large, cross-city
differences along other dimensions matter relagivess for households’ location choices.
Second, places that are more desirable are mosdoged at equilibriumdespite being more
regulated That is, endogenous regulation does not chargeattking of cities according to
their «; this follows by inspection of (13) and from< 1. Third, equilibrium tax rates are
decreasing in the number of jurisdictions and iasmg in the heterogeneity of workers,
ceteris paribus. This can be interpreted as a pnopetitive effect: aso rises, each
jurisdiction perceives &ower land-demand elasticity from households. Finalhe tverage
regulatory tax is increasing in the size of the yapon, keeping the number of cities
constant: as existing cities become increasingbyvded and developed, the political balance

tilts in favor of the owners of developed land.
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The second derivative & with respect td; is invariant and negative fanyt:

0° _K(2-k)

0>ERj O=-== (15)

So we may write:

Proposition 2 (existence and uniqueness of the SRBEXx setting game) The Subgame

perfect equilibrium characterized by (13) and (@dists and is unique.

Proof. See Appendix A.

We can also formally establish the subgame peégailibrium properties of our model:

Proposition 3 (properties of the subgame perfect egjibrium) . Assume:

@_2—/(—1/\] 2—K—1/JT
K

Then the SPE characteristics of the model, sumexdiiz (13) and (14), imply:

Ooo: TH<w <@+ -1) H . (16)

() Places that are fundamentally more desirable arere mdeveloped
w >a =H>H;

(i) Places that are more developed are megelated H >HJ =t’>t/.

Proof. See Appendix A

These are the properties that we test in sectidi i:the first stage of our TSLS instrumental
variable (IV) approach, whereas (ii) is the secstabe. The equilibrium properties of the

model that we do not directly test include:
Corollary 3.1 (further properties of the SPE).Assume that (16) holds. Then:

(i) Regulatory taxes are strictly positive forjall
(iv) The fundamental amenities of a jurisdiction are fudly capitalized into the

regulatory tax:aw >« = @, ~t) > o) —t7;
(v) Despite being more developed and more regulatediaimentally more desirable

places command a larger indirect utility > og =V >V,".

Proof. See Appendix A.
Our model can also shed light on the demographgingrof land use regulations:

Corollary 3.2 (urbanization and land use regulatiors). The overall extent of regulation
increases with the size of the urban populatiainéneconomy; furthermore, all cities are
affected:
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(vi) The average regulatory tax is increasing il and inH : 0t°/dH >0 and
0t°/oH >0;
(vii) The variance of the regulatory tax is decreasing in the sizetl# urban
population:o Var(t®) /oH < 0.
Proof. See Appendix A.
The parameter restriction (16) requires the vammtin the desirable fundamentals to be
bounded above relative to household heterogenedycangestion costs — not a very stringent
condition — and in doing so ensures that the dajuiin population in anyis positive for the

interior solutiont®. We make this assumption for analytical convergennly. Relaxing it

would require us to replace the strict inequalitteBroposition 3 by weak inequalities.

3.4. Lobbying, voting and benevolent planning

So far we have been assuming that planning boarsaater to ‘land-based interests’. A
utilitarian urban planner would choogeso as to maximise total welfate, (t, )V, (t ) + R (1)

one that seeks to please voters may maximise thiéareveof the current residents
H\V,(t)+aR (1), where a is the share of land rents earned by local retsdeA
parsimonious way to model the behaviour of a plaghioard that responds simultaneously to
social welfare, electoral considerations and lobypressure is to assume that it maximises
the weighted sun®; (t;) =b[ H; (t )V(t)+ R(1) ] +v[ HV(t) +aR(}) ]+~ b=y G(}1),
where parametetsandv respectively capture the ‘benevolence’ of the piagioard and its
responsiveness to the average voter’s well-bemgokingb =v = 0 as in e.g. Krishna (1998)

gives usQ(t;) = C,(t,) and yields clear cut results.

Removing this assumption has no bearing on Praposi (existence and uniqueness of the
SPE) but it has the following implications. Firshsofar as the regulatory tax benefits

landowners (at least when they are low to starhwdtt the expense of other residents and
voters, the equilibrium regulatory taxes tend tddweer than in (10) ib, v > 0. To see this,

rewrite Q(t,) as Q,(t;) =[1-v(@-a)] R (§)+{ vH Y (t)+ bH (1) V(t)} and note that the
term in the curly bracket, which is new with regpgec(9), is decreasing i by (5) and (7).
Then atjJ /db<0 and atjJ /ov <0 follow by the second order condition (15) and ¢éneelope

theorem. Second, ib and v are small enough (i.e. iIb+vw2-a)<1 holds) then the

qualitative results summarized in Proposition 3rycdhrough unaltered. Otherwise, if the
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planning board cares about social welfare or thergbwell being enough, then it can be
shown thatities that are more developed are less regulategigailibrium The implications

of our theory and those of two important alternatiypotheses are thus mutually exclusive.

4. Empirical Analysis

The main purpose of our empirical analysis is t@lawe the causal effect of physical
residential development on regulatory restrictigsnat the MSA-level. It follows from the
location equilibrium of our theory (7) and from thery purpose of regulation that residential
development is endogenous to the regulatory enwviemt. Therefore, we need an exogenous
source of variation of urban development in ordeidentify its effect on regulation. Our
theory readily suggests two sets of instrumentgirahamenities and topography: desirable
cities (those with a higla) and MSAs that contain a lot of plains (and hehage a low
average conversion cost) are more developed at equilibrium by (7). In main empirical
analysis we use land use data from 1992 to expl@ecausal effect of the share developed
residential land on regulatory restrictiveness atbR005.

4.1. Description of data

Our data is derived from various sources and gebgral levels of aggregation. We match
all data to the MSA level using GIS. Table 1 pr@dgummary statistics for all variables. The
top panel pertains to our main sample period (bfrB1% century); the bottom panel reports
the variables that belong to the earlier sampleufad 1980).

The more recent of our two land use datasets, @teohal Land Cover Data 1992 (NLCD
92), is derived from satellite images. The eartlataset, the Land Use and Land Cover
GIRAS Spatial Data, comes from aerial photos takesund 1976. Both datasets cover the
surface areas of all MSAs in our samplEhere is a considerable difference in map reswiuti
and in land use definitions between 1976 and 18%king direct comparisons of the data
difficult. The two datasets are described in magtad in Burchfieldet al (2006).

We define the share developed land in an MSA (HeniteSDL) as

_ developed residential land are.

SDL= : _ :
developable residential land are

(17)

° A special case is the MSA of Washington, DC. Whikehave data for the surface area of the MSA dettsie
District of Columbia, we do not have any informatir the District itself. Hence we imputed SDL &gsuming
that land uses within the District are similar batt at the boundaries. Since the District covely about 1
percent of the MSA'’s surface area, this adjustnmreases the SDL measure for the MSA by only abalita
percentage point. None of our results changes hoiflve assume that the District is either notalitor fully

developed nor if we drop the observation altogether
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where the ‘developable residential land area’ eéstthtal land area minus the surface area that
is covered by industrial land or ‘non-developablahd uses (i.e., soil that does not
sufficiently support permanent structures and/@xsemely costly to develop.SDLis our
proxy for H; in the model and captures the political influeméeowners of developed land

relative to the influence of owners of undevelofzed.

The homeownership rate$iQR henceforth) for 1980 and 1990 are extracted frove t
Neighborhood Community Database (NCDB). We comppbpulation densities in the
developed residential are®@PD) using NCDB and NLCD data.POPD and HOR

respectively control for the alternative welfar@eomics and homevoter hypotheses.)

We use the two regulatory indices as the countempahe data to the regulatory tgxn the
model. Each of these indices is derived from aedéfiit source and pertains to a different time
period. WRLURIis a measure of differences in the local land neggilatory climate across
more than 2600 communities across the US based2@0% survey and a separate study of
state executive, legislative, and court activitiess arguably the most comprehensive survey
to date. See Gyourket al. (2008) for details on the compilation. Saiz (20@§)ortsWRLURI
values for 95 MSAs (our sample consists of 93 MSAes;loose two observations for lack of
data on 1880 population density). WRLURI value of 1 implies that the measure is one
standard deviation above the national mean. JAKSmeasure was created by Saks (2008)
as a ‘comprehensive index of housing supply regraby using the simple average of six
independent surveys conducted during the secoricbhtiie 1970s and the 1980s (see Saks
2008 for a description of the underlying surveyd #re method of index construction). Saks
reports regulatory index values for 83 MSAs. Weskmowo observations for lack of land use
data and for lack of information on historic depsitSimilar to theWRLUR| the SAKSindex

is scaled to have a mean of 0 and a standard devisft1.

There is considerable variation in the degree ofdlaise regulation across US MSAs.
Gyourko et al. (2008) suggest that there is more variation actieas within MSAs. Other
empirically motivated reasons also lead us to ch@osun our regressions at the MSA level.

In many MSAs only few municipalities responded e surveys that are the foundation of

1 These land uses include barren, water, ice, wetlaand shrubland (1992 classifications) and ‘uinéef,
barren, water, ice, wetlands, shrub/brush land, s&iy flats, beaches, sandy areas, bare exposéd stip
mines, all categories of tundra except herbacamura (1976 classifications). We experimented didag all
tundra as ‘non-developable’ or ‘developable’. Resale virtually unchanged in all the specificasion follow.

! Glaeseret al. (2005a) estimate a regulatory tax for 21 MSAs gisif98 data. The interested reader may find
this regulatory taxXWRLUR| SAKSandSDL values for these cities in Table Ul (not for padtion). We also
report pair-wise correlations and rank correlatiohthese variables as well as of the homeownerrstigs.
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the WRLURIandSAKSmeasures and many potentially important contrdsazailable at the
MSA- or state-level only. See also Gyourkbal. (2008) and Saiz (2008) on the merits of
using MSA aggregates in this context. Our decigmmseaggregateindices — rather than
various measures of different types of land useletgn — allows us to capture the overall
regulatory environment, while avoiding the lossstatistical clarity associated with trying to

look at the effects of various types of regulatisimsultaneously (Glaeser and Ward 2009).

Our amenity measures and the region dummies areedeirom the Environmental Systems
Research Institute’'s (ESRI) Census 2000 MSA-levelps file. The sources for our other

(excluded) instruments and controls are listedhértote to Table 1.
4.2. Baseline empirical specification and results usin@LS

Our objective in this section is to test the predits of our model as directly as possible. The

key prediction, stated in Proposition 3 (i), falle from (10): places that are more developed

are more regulated, i.ét? /6Hj0 >0. The homevoter hypothesis argues that places avith

higher homeownership rate should be more reguldted.welfare economics view suggests
that regulation corrects for market failures in tilean economy (e.g. ‘externality zoning’).

We use population density as a proxy for the intgnsf these market failures. The

motivation for this is that all urban economic thes predict that externalities that are
conductive to agglomeration economies and urbamscae sensitive to distance: denser
places generate more non-market interactions acgnpey externalities, both conductive to
urban growth (e.g. knowledge spillovers, labor rearkatching) and to urban costs (e.g.

noise). These competing explanations can be téstedtimating the following model:
WRLUR| = 5, + B,(SDL, )+ B,(HOR, ) + B,( POPD) +B,( controlg+¢,,  (18)

whereWRLURIis our measure for the restrictiveness of regutatindg is the error term
with the standard assumed properties. The pricgsBar 0 by the ‘influential landowner’
hypothesis 5, < 0 by Fischel's ‘homevoter hypothesis afgt> 0 by the welfare economics
hypothesis. The variables in bold are potentiafigagenously determined. Putting this issue
aside, we start by running (18) by OLS. The costmotludeshare democratic voteaamely,
the state share of votes that went for the Demioccaindidate in the 1988 and the 1992
presidential elections (allowing for the fact tmagulatory restrictiveness may be driven by
political ideology),average household wade control for the possibility that the findingse

driven by income sorting), andegional dummies(to capture all other region-specific
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unobservable characteristics). The estimation tesuk reported in column (1) of Tablé?2.
The adjusted Rof 0.377 is reasonably high. Among the coefficieot interest, only3, has
the expected sign and is statistically significarttis preliminary finding is encouraging for
our influential landowner hypothesis. Turning atiem to the controls, we see that MSAs in
Democrat-leaning states are more regulated. Oarprdtation is that liberal voters (in North
American parlance) are ideologically more sympathéb regulation than conservative
voters™® This result is robust to adding an interactiomtdretweershare democratic votes
and average incomethe coefficient is insignificant, suggesting thdtie collar and white
collar Democrats do not hold significantly diffetefews on regulation¥' Region dummies
reveal that broad geographic patterns emerge, thvthVest being the most regulated region
and the Midwest (the omitted category) the leagtilised.

4.3. Identification strategy and results for IV-specifications

One important caveat with the OLS estimates of (@Bprted in Table 2 (column 1) is that at
least two of the explanatory variables are likelyd@genously determined, causing the
estimates to be biased. Among possible sourcesdrgeneity, it directly follows from our

theory that regulation works as an impediment teettgment by (7). This implies that the

estimation off; in (18) is biased downwards. We address this ibguastrumenting fo6DL

We rely on the model to find credible sources obgenous variations i8DL that are not
directly correlated with our regulatory measMV&LURI Our identifying assumption for the
SDL variable is that places endowed with desirable rdimes and located on plains are
developed earlier, attract more residents over &ngk as a result, are more developed in our
cross-section of MSAs, but that these charactesisdre not directly related to regulatory
restrictiveness. These predictions directly follimam Proposition 3 (i). Its first component is
a demand factor: ceteris paribus, people prefdivéoin nice places. We thus use a dummy
variable that equals one if the MSas a major border with a coastlinend average
temperatures in Januargs instruments fo6SDL January temperatures should not have a
direct and systematic influence on a broad indesesidential land use regulations. However,

12 Throughout the paper the standard errors areethibtby state because #teare of democratic votés state-
specific.

13 To ensure that our results may not be spuriousnatede one explanatory variable at a time. W fimat the
OLS coefficient of SDL varies from 1.34 when o8pL andHOR are included to around 2 when we include
the share Democrat votegariable. Thus, in addition to being an importarplanation on its own, ideology is
helpful in identifying the role c§DL See Table U2 (not intended for publication) fetals.

4 See Table U7 (not intended for publication), Cahsil) to (3) for details.
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the reader may worry that valuable ocean coastsreeqrotection in the form of regulation.
In practice, three properties of tiéRLURImMeasure suggest tHadrder with coasts a valid
instrument. First, thaVRLURI measure does not include attitudes towards reguolaif
coastal areas. Second, the majority of municigalitiesponding to the survey do not have
access to the coast; this is true even for muritgmthat belong to MSAs with access to the
coast. Finally, federal regulations that may prbtbe coast are excluded froddRLURIby

construction.

The second component of Proposition 3(ii) is a Supgctor: it is simpler and cheaper to
convert open land into developed land in plainsndée we useshare of plainsas an
instrument forSDL The way we defin&DL in (17) is crucial for this to be part of a valid
identification strategy. Indeed, some regulatiores/rhe designed purposely to protect some
local amenities; Saiz (2008) shows how land uselatigns correlate with the fraction of
undeveloped land in an MSA. These plots on whidh ftot practically feasible to build are

excluded from both the numerator and the denomircdt(l 7).

We also uséhistorical population densityrom 1880 as an additional instrument f8bL
This is consistent with a dynamic interpretationoaf model: desirable locations and plains
attracted people early and were developed fistore land use regulations became part of
the urban political life This variable captures all the unobserved ane-imaariant amenity
and cost factors not already included in our senhstruments that lead people to settle in a
specific place. It also captures historic amenitg &ost factors that were important a long
time ago and which started a dynamic developmestgss of cities. They may no longer be
important today, yet remain relevant because atimedurable housing, or the generation of

agglomeration forces.

These considerations lead us to run the followirsg $tage regression by OLS:

SDL =a, +al( coas]t)+az( temperatu;§a+ 03( share plajiﬁ 19)
19
+a, (historical density) +a,( controlg +¢&,
where ¢ is the error term. Our priors am ,a> , a3 , as > 0. The results are reported in
column (2) of Table 2. All coefficients have thepexted sign and are significant beyond the
five percent level with the exception af: share of plaings only weakly correlated with

SDL Nevertheless, the four instruments are jointgngicant. Households obviously value
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access to the seafront and mild winter temperatifes quantitative effects are strofy:
granting aborder with coasto a hitherto landlocked MSA increases its shdrdeveloped
land by 65.2% (+8.1 percentage points); an extestandard deviation iaverage January
temperatureandhistorical densityare respectively associated with a 52.7% (+6.5qmeage
points) and a 44.3% (+5.5 percentage points) iser@g&SDL As to our set of controls, MSAs
in the South have the lowest share of developed Emd MSAs that command a high
household average wage are more developed, corisistth the logic of our model of
household location. These effects are statisticsiipificant at the one percent level. The
adjusted R is reasonably high with 0.59. The second stageession results of (18) with
SDL being treated as the unique endogenous variableesported in column (5) of Table 2.
The TSLS coefficient oSDL is positive and significant at the five percentele It is larger
than the OLS coefficient ddDL, confirming the presence of a downward bias. Wavipe
more direct evidence about this feedback mechaims®ection 6. These findings provide
both direct and indirect evidence consistent witlr ¢heory. The coefficients on the
homeownership rateHOR) and contemporaneous population densiBOPD) remain
insignificant. The findings that Democrat-leanings®¥s and those in the West prefer above

average levels of regulation are very similar for OLS and TSLS specifications.

We conclude from these findings that the effecEDL on regulation is quite well identified.
The effect is also quantitatively meaningful. Ta fdeas, compare Kansas City to San
Francisco. The former has no access to coast, gevel@anuary temperatures are 28.5°F, its
share of developable land classified as plains3# @nd its historical population density is
52.3 people per kmSan Francisco has a border with the Pacific Qcismuary temperatures
average 48.2°F, it has no county that is classded plain and its population density in 1880
was 239.6 people per KniThe implied difference iSDLis 16.3 percentage points (a full 1.6
standard deviations). This, in turn, implies a 1st@ndard deviation difference WRLURI
between the two MSAs. Kansas City is tifel@astregulated city in our sample. Granting it
with San Francisco’s amenities and topography alypothetically makes it the #Imost

regulated city (SF is the {6nost regulated city).

The estimation of% in (18) may also be biased if there are omittedabées that are
correlated withHHOR or if land use regulations systematically influerthe incentive to own

one’s home. We use the MSA'’s share of householatsddnsist of married couples without

15 We report quantitative effects for all our mairesifications in Table U8 (not intended for publioa).
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children as a source of exogenous variatiorlOR in order to improve the identification of
its effect onWRLURI Married couples without children tend to havehleigand more stable
household incomes and are able to accumulate gneatdth over time compared to married
couples with children. This makes them more likelypvercome liquidity and down-payment
constraints and thus eases attaining homeownetglopeover, married couples tend to be in
more stable relationships compared to their unm@rcounterparts, implying a longer
expected duration in their property and, consedyegteater incentives to own rather than
rent. By contrast, we do not expect the share okbbolds that consists of married couples
without children to help us identify tHfeDL Our empirical results reported in column (3) of
Table 2 are consistent with this prior; by contrés¢ patterns of column (2) are unchanged or
even reinforced. Column (4) reports OLS estimafdb® effect of theshare households with
married couples and no childreand the various controls on the homeownership rate
predicted, the former is positive and highly stat&ly significant at the 1 percent level.
Historical population densityalso helps us to identify thdOR this finding makes sense
because denser places have taller buildings anhgenather than owning) is more efficient
in multi-unit buildings. The adjusted?Rof 0.658 is quite high. The results contained in
columns (2) to (4) thus establish that our propassttuments foiSDL andHOR fulfill the

necessary condition for being valid instruments.

The estimation of (18) with botBDL and HOR instrumented for are reported in Table 2,
columns (6) to (8) (we additionally instrument 8OPD in Section 5.2). Independent of
whether we use the TSLS estimator (column 6), theited Information Maximum
Likelihood (LIML) estimator (column 7) or the Jackke (JIVE) estimator (column 8) we
find that the coefficient oEDL is positive, statistically significant and largian the OLS
coefficient of column (1). These results confirne fhresence of a downward bias in the OLS
specification and reinforce our influential landawrhypothesis. We run the model using
LIML because it is approximately median unbiaseddweer-identified models (we have five
instruments and two endogenous explanatory vasatded produces a smaller bias than
TSLS in finite samples. Since its asymptotic prtipsrare the same as those of the TSLS
estimator, we hope to find similar coefficientstive TSLS and LIML regressions as a rule of
thumb (Angrist and Pischke 2009). We report theiltesof the regression using the JIVE
estimator for further reference only, so we posgdurther discussion of this estimation
technique. The stability of the magnitude of théinested B, across columns (6) to (8)

increases further our confidence in the robustméssur findings and strengthens our IV
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strategy. We also carry out the usual battery sitktthat assess the validity of the instrumental
variables, including over-identification tests aslias Hansen-J statistics and Kleibergen-
Paap rk LM statistics, and none of these testscates a problem at the usual confidence
levels. Therefore, we do not report these resnltgder to save space. The last line of Table 2
reports Kleibergen-Paap rk Wald F-statistics, & fmsweak instruments in the presence of
robust (clustered) standard errors. The test statis column (5) indicates with 95 percent
confidence that the maximum TSLS size is just aldd®o, implying that our instruments
taken together are reasonably strong (Stock ana 20§5; Kleibergen and Paap 2006). The
statistic in column (6) is much lower, raising cents that our instruments might be weak in
this case; this provides one additional motivatamreplicating the analysis using LIML (the
Kleibergen-Paap rk Wald F-statistic is the same thet critical values are lower than for
TSLS). The result in this case is extremely strahg:reported statistic in column (7) is well
above the critical value for a maximum LIML size X#%. This vindicates our identification
strategy.

To summarize, the robust results so far are styosgpportive of various aspects of the
influential landowner hypothesis. The theoreticaddictions of Proposition 3(i) and (ii) are

vindicated; the effect alegulationon SDL introduces a downward bias.
5. Further specifications and alternative dataset

We explore the sensitivity of our results to theafanstruments we include (Table 3), the set
of endogenous variables that we instrument fortaedestimator we use (Table 4), the proxy
we use for the relative influence of owners of deped land (Table 5) and the dataset and

time period we use (Table 6).
5.1. Instruments

In our baseline specificationve instrument folSDL and HOR using five instruments. We
replicate our baseline results in column (1) of [€aB for convenience. The remaining
columns in Table 3 report results for reduced sétmstruments. Panel A reports the first
stage estimated coefficients of our instruments (tependant variable 8DL) and Panels B
and C respectively report the second stage TSLS ldNtL coefficients of the share
developed land, the homeownership rate and thelgopu density in 1990. In columns (2) to
(5), we replicate these estimations dropping os&gument at a time. In columns (6) to (11),
we drop two instruments at a time. Inspection & twoefficients in Panel A reveals that
border with coastaverage temperatures in Januaayd historical densityare particularly

helpful in our quest to identify the effect 8DL on WRLURI they consistently have the
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expected sign, their magnitude is stable, and #éinestatistically significant at the one percent
level (exceptaverage temperatures in Januatlyat sometimes ventures in the five percent
zone). The effect ohare plainson SDL is also positive and statistically significant
throughout, though ‘only’ at the five or ten pertdevel. Finally, theshare of married
couples without children(our excluded instrument foHOR) is uncorrelated toSDL
throughout, as in our baseline specification.

Turning to Panels B and C of Table 3, the strikiesult is that the effect DL on WRLURI

Is positive and statistically significant in ninases out of ten: dropping boborder with
coastandshare plainscreates the only combination of instruments theldg a coefficient on
SDL that is — albeit positive — not quite significattthe 10 percent level. Dropping either
alone, however, or in combination of any otherrunsient,doesidentify the effect oSDL on
WRLURI The coefficients otHOR are stable but not statistically larger than zgvith one
borderline exception). The coefficients BOPD remain statistically insignificant throughout.

Ideology and regional dummies (not reported) rerstable and statistically significant.

The Kleibergen-Paap rk Wald F-statistics are ie lvith those of Table 2: the TSLS statistics
fluctuate around the critical values of maximum BSkizes of 15% to 20%; the LIML

statistics are all well above the critical value domaximum LIML size of 10%.
5.2.  Endogenous Population Density (POPD)
In Table 4, we endogenize tROPD variable in addition t&DL andHOR Various types of

land use controls — including minimum lot size riesbns — differentially affect the
population density, suggesting reversed causatidrbaased estimates. We expect two of our
excluded instruments to be useful for identifylPP@PD. The first of these instruments is the
share of plainsn an MSA. The identifying assumption is that sgrés easier in particularly
flat areas, where it is particularly easy to bui&hding us to expect a negative coefficient for
share of plainavhen the dependant variableHOPD (in contrast to th&DL variable) The
second instrument is historical MSA-level populatidensity from 1880. We expect the
MSAs that were densely populated in thé” X@®ntury (prior to the evolution of land use
regulation in the United States) to have a dengefpulated developable area today. Column
(3) shows thahistorical population densitandshare of plaindoth have the expected sign
and are statistically significant. Columns (1) g2yl of Table 4 report results for the first
stages of the variableSDL and HOR, respectively. The results are similar to the

corresponding ones in Table 2 (columns 3 and 4).
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The results of the second-stage using alternatstenators (TSLS, LIML, and JIVE),
reported in columns (4) to (6), are equally sugpertinstrumenting simultaneously f&DL,
HOR, andPOPD systematically increases the point estimate osdumnd stage coefficient of
SDL relative to the specifications with one or twotinmented variables in Table 2, columns
(6) to (8). These coefficients also remain stai@dly significant at the same confidence levels
as their Table 2 counterparts. The quantitativecefof SDL on WRLURIis also enlarged: a
one standard deviation increaseSBDL raisesWRLURIby more than one third of a standard
deviation; this is equivalent to a boost in theutatpry rate league table from the median
(rank 47) to the top third. By contrast, the secatage coefficients o0HOR and POPD
remain statistically insignificant in all three gecations reported in columns (4) to (6).

While we can calculate and report Kleibergen-PdapVald F-statistics for our TSLS and
LIML specifications to assess whether our instruteeme jointly ‘weak’, critical values are
not available from Stock and Yogo (2005) for speations with more than two endogenous
variables. To correct for thpossiblepresence of weak instruments, we therefore also re
estimate (18) using a JIVE estimator (Angrist, Imband Krueger 1999). JIVE gets round
the correlation between stage-one and stage-twaysehry predicting the value @DL of
MSA j by running the first stage fpon all MSAs buj and repeating the procedure for all 93
cities in the sample (thus, the procedure hassarse as many first stages as observations).
As a result, this IV estimator bias is smaller tihe TSLS bias but the standard errors are
larger. The regression results of column (6) amesibent with these priors. The estimated
coefficient forSDL using JIVE is of comparable magnitude to thos€®ifS and LIML. This
suggests that even if the instruments used toifgiehie endogenous variables were jointly

weak the resulting bias would be small.

The estimated coefficients on political ideologghdre democratic votesand the region

dummies are stable and remain statistically sigaifi.
5.3.  MSA boundaries and representative places

To test the robustness of our results to the MSikidien, we redefineSDL so as to include
only the land cover within a 20km radius from tleatte of each MSA. It turns out that ‘more
developed’ MSAs are more developed at any radios) fthe center than ‘less developed’
MSAs (see also Burchfielet al. 2006 on this), which leads us to expect our mesults to be
robust to this change. We also redefBBL in various ways that include industrial land or
exclude parks, or both. Finally, to immunize ousulés to the role of outlier places, we

attribute to the MSA th&DL of its average or median place. We report the tesidlvarious
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combinations of these robustness checks in Tableokymns (1) to (9). Column (10)
replicates the whole analysis using #ugregate property valuper nf of developable land

as the proxy variable for the relative influenceowiers of developed land relative to that of
owners of undeveloped land. This is the alternaiivédirect measure that we use in Figure 1
(Panel c). Panels A, B and C respectively repaffitist stage, second stage TSLS and second
stage LIML results. We instrument for boBDL andHOR as in our baseline specification

throughout; the results ought thus to be gaugethsigdnose of Table 2, columns (6) and (7).

The results are again strongly in line with ourdlia® specification. Thenajor access to
coast and historical population densityvariables are positive and highly statistically
significant in all specifications of Panel A. Aggede property values are strongly and
positively correlated withborder with coastand average January temperaturewhich is
consistent with the finding that desirable amesitage at least partly capitalized into land
prices (Gyourkeet al. 2006). The second-stage results reported in Tahle equally boldn

all 18 reported specifications using quite different definitions f@DL and two different
estimation techniques we find that SDL has a positive and statisticalighty significant
causal impact on WRLURThe coefficient oraggregate property valuan column (10) is
also statistically positive at the ten percent lemeboth panels. By contrast, the sign of the
coefficient on HOR s statistically insignificant in over half of thepecifications.
Reassuringly, the coefficients @fl variables are quite stable across specificatidfes.also
replicate all the regressions in Table 5 endogegizimultaneously folSDL, HOR and
POPD. Our results come out even stronger: the poimtnes¢ of the coefficient oBDL rises

in all twenty cases and it is statistically sigcddint at the one percent level throughout Panel B

and never below the five percent level throughandp C*®
5.4. The 1970/1980 sample

As an ‘out-of-sample’ check we apply our two-stagethodology to a different dataset and
time period. The dependent variable of interesthess SAKSindex of residential land use
regulations, pertaining to the late 1970s/early0E9&8ur measure f&8DL is derived from
aerial photos taken in the mid 1970s.

We regress (18) witBAKSreplacingWWRLURI Table 6 (Panel A) reports the results. Turn to
columns (1) to (3) for the first stage regressidnterestingly, at that time land development

seemed to be well explained layerage January temperatur@nd historical population

'8 For details, see Table U3 (not intended for puatbigm).
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density whereadorder with coaseindshare plainsplay a lesser role than in the 1992 data.
The second stage regressions, reported in colufrie (7), provide again strong support for
our influential landowner hypothesis. The estimategfficient of SDL is stable across
specifications (one or two endogenous variabled)estimators (TSLS and LIML). It is also
statistically significant at the one percent leaall quantitatively strong: one extra standard
deviation inSDL raisesSAKSby over two thirds of a standard deviation; tisiquivalent to

a boost in the regulatory rate league table froennttedian (rank 41) to the top quarter. This
earlier data also rejects the homevoter hypothasid the implications of the welfare
economics view. Political ideology, as measuredh®/share democratic votes the two
preceding presidential elections, is seemingly lated to regulatory restrictiveness in the late
1970s and 1980s. Finally, in line with our firsage findings, the Kleibergen-Paap statistics
suggest that our instruments are weaker than inbtseline case. We thus re-run our
regressions with the reduced set of statisticaliyicant excluded instrumentsiverage
January temperaturandhistorical population density The estimated coefficients are stable
and those orSDL remain significant at the one percent level; tHeilbergen-Paap statistic
also increases, as expected. In short, with theptian of the role of ideology, the patterns
that we have uncovered for the 1990/2000 data alezady present in the 1970/1980 data.

5.5. Additional robustness checks

We performed a variety of additional robustnesckbieSince they reinforce our main results
with only minor qualifications, we report them ordyiefly; also, we include the associated

tables (not intended for publication) in this verspf the paper for the sake of completeness.

The contemporaneous sample of cities has 93 MSAghanone pertaining to the late 1970s
has 81. Yet, only 63 MSAs are included in both sasidn Table U5, we replicate the simple
OLS as well as the first stage and second stageST8hd LIML results for both
contemporaneous regulation (as measurediVRLUR) in Panel A and older regulation (as
measured bySAKS in Panel B. The striking result is that the keyefficients of the
influential landowner hypothesis remain precisedyirrated and of the correct sign, despite
the sample size being quite small. This caveatsbdrly in producing relatively weak
Kleibergen-Paap statistics. The alternative explana (homevoter hypothesis and welfare

economics view) keep finding weak support at besihhé combined sample.

" See Panel A of Table U4 (not intended for pubiiogt
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NYC and many Californian cities have rent contréis.these controls might affect the nature
of the political economy game, we replicate ourlgsia excluding either or both sets of
cities. Table U6 reports the first stage resulan@ A) and the OLS and second stage TSLS
and LIML results (Panel B). It is readily verifigtat the influential landowner hypothesis
finds strong and stable support throughout. The goilification with our main findings is
that the homevoter hypothesis now finds suppotthen TSLS and LIML specifications as

well.

Finally, we drop the explanatory varialdbare of democratic voteend re-run our central
specification one more time. The results are rggom Table U7, columns (4) to (7). The
estimated coefficients o8DL drop somewhat but remain statistically significaolitical
ideology clearly reinforces the identification dfet influential landowner hypothesis in
addition to playing an important role on its owrexplaining land use regulation patterns.

6. Land use regulations and the supply of housing

The workings of the economic mechanism central uo iofluential landowner hypothesis
rests partly on the assumption that land use régot increase the cost of further
developments as per e.g. (7). To check whetheiigtadeature of the regulatory index in our

data, we run the following with OLS:

Oje = Vo + yi(regulatiorf,) + y,( ¢ )+, (20)
where g}ft is the growth rate of the housing stock in MS#etween time periotdand t+1 (in
number of housing units};;}*’t_1 is the equivalent growth rate between time petibdandt, )4
is the common trendegulatiorf, is the estimated level of regulatory restrictivener MSA
j at timet, and ¢ is the error termWe includeg}*,t_l to control for persistence in local

housing markets. Our theoretical prior leads uexjpect)s < O by a dynamic version of (7).
To reduce the importance of high frequency shoeksl for data availability reasons, we
compute the growth rates over 10-year time periBgishis token, we will have to wait until
2020 to assess the effectWRLURIon the ten-year growth of the housing stock. Havev

we can readily assess the effect of the (estim&@a#)Smeasure.
We back out the fitted values foegulatiorf, = SAKS from the estimations of Table 6,

Panel A. We report the regression results for {80Panel B. Because the regulatory index
measures are estimated values, we report bootstta@d robust) standard errors using
1,000 replications. They are also in line with puors: in all four specifications the predicted
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regulatory tax has a negative and statisticalhyhlyigignificant effect on the growth rate in
housing supply in the 19988 An increase of the predicté®AKSindex by one standard

deviation reduces the growth rate of housing sugply2.8 percentage points. This is
equivalent to a drop in the growth rate leagueetdtdm rank 41 to 54. Overall, our results in
Table 6 imply that while more desirable MSAs grewrenquickly in the past when little land

was developed and regulation was lax, their growth has later slowed down significantly
compared with less desirable MSAs. We attribute dfiiect to tighter land use controls. To fit
the spirit of our linear model more closely, weoatan (20) in first differences (results not

reported), with no effect on the qualitative resditat we report here.
7. Concluding remarks

Land use regulations vary tremendously in shapesange across space and have become
more widespread and stringent over time. They irap@s enormous cost on households.
Understanding the effects and causes of theseatsmnus is thus of primary economic policy
importance. Yet, perhaps because a large partestthosts are indirect, this area of research

remains relatively under-explored.

Our study contributes to the understanding of aliteconomics considerations that shape
land use restrictions. We focus exclusively ondesiial land use by the nature of the
regulatory data available. In practice, zoning aeparates incompatible land uses and the
business districts from residential areas. Witk tlaveat in mind, our results suggest that the
tightness of residential land use regulations i®lated to welfare economics considerations.
They instead point to land based interests. Thes,outcome is suboptimal. Crossing our
results with those of Glaeset al. (2005a, b), it appears that regulation in highdyeloped
places like Manhattan and San Francisco may beslgroser-restrictive. By the same token,
metro areas like Kansas City may be too little fegad. Land use regulations are multi-
dimensional and more work is needed to understdridmwpolicies in particular are the most

harmful — and which ones may have to be expanded.

8 The qualitative results go unaltered if we usey@merage January temperatuaad historical densityin our
set of excluded instruments. See Panel B in Tadl¢ndt intended for publication).
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Summary Statistics and Regression Tables

Table 1
Summary statistics
Variable N Mean Std. Min Max
Dev.

Wharton regulatory index¥RLURI ), 2005% 93 0.117 0.702 -1.25 2.07
Homeownership rate, 1990 93 0.628 0.070 0.325 0.739
Developed residential land as % of developableindostrial land 93 0.124 0.122 0.0119 0.761
(“share developed residential”), 1992
Alternative measures for robustness checks

Devel)oped land as % of developable land (“shareldped”), 93 0.154 0.134 0.0198 0.847

1992°¢

Share developed, 20km radius, 1692 93 0.363 0.208 0.0580 1

Share developed residential, 20km radius, 1992 93 0.309 0.204 0.0436 1

Share developed, excluding parks, 1892 93 0.149 0.139 0.0204 1

Share developed residential, excluding parks, £992 93 0.121 0.132 0.0124 1

Share developed of average place, 1992 93 0.462 0.164 0.0976 1

Share developed residential of average place, 2992 93 0.419 0.168 0.0822 1

Share developed of median place, 1992 93 0.463 0.188 0.0947 1

Share developed residential of median place, 992 93 0.414 0.190 0.0793 1

Aggregate property value pef f developable land, 1990 93 17.9 35.4 1.3 237.5
Population density in developed residential ares (), 19909 93 0.00264 0.00125 0.00116 0.0107
%Democratic votes in state, av. presidential adesti1 988/95) 93 48.8 4.9 34.4 58.8
Average household wage, 1990 93 30.0 5.2 17.0 46.5
Region = Midwest (omitted) 93 0.215 0.413 0 1
Region = North Ead 93 0.183 0.389 0 1
Region = Soutf 93 0.376 0.487 0 1
Region = West 93 0.226 0.420 0 1
Metro area has major border with colst 93 0.247 0.434 0 1
Average temperature in January, measured betweth 1970 93 38.2 125 11.8 67.2
Share land in topography classification that caagi$ plains” 93 0.546 0.432 0 1
Population density in metro area (pef)n1880°, x 10° 93 125.5 490.3 0.1 4698.6
% Households with married couples and no childi®80® 93 0.291 0.028 0.236 0.427
Saks-index of housing supply regulati@KS), late 1970s/808 81 0.00544 0.997 -2.399 2211
Homeownership rate, 198 81 0.636  0.0739 0.278 0.764
Developed residential land as % of developable,|48@6° 81 0.118 0.104 0.0119 0.501
Population density in the developed area (pdr 1980% 81 0.00231 0.00113  0.000254 0.00896
%Democratic votes in state, av. presidential edectil972/76 81 43.8 3.1 31.6 51.9
Average household wage, 1980 81 16.0 2.4 9.2 22.0
Region = Midwest (omitted) 81 0.210 0.410 0 1
Region = North Ead 81 0.160 0.369 0 1
Region = Soutf 81 0.383 0.489 0 1
Region = West 81 0.247 0.434 0 1
Metro area has major border with cobst 81 0.284 0.454 0 1
Average temperature in January, measured betweth 19709 81 39.4 12.8 11.8 67.2
Share land in topography classification that cassi§ plains” 81 0.534 0.431 0 1
Population density in metro area (per’km880” 81 75.3 110.0 0.0278 647.7
% Households with married couples and no childt©80® 81 0.299  0.0357 0.203 0.451
Percent change, housing units, 1990-2800 81 0.135 0.0874 0.0266 0.484
Percent change, housing units, 1980-1890 81 0.207 0.154 0.0134 0.637

Sources:? Saiz (2008);” US Census and Neighborhood Community Database (NCBBjational Land Cover Data
(NLCD) 1976 and 1992 from the U.S. Geological Survdissing map cells for 1976 were obtained fromddi€Puga at
http://diegopuga.org/data/sprawiap data was unavailable for Santa Cruz, Califoemid a mis-projected map for Erie,
Pennsylvania necessitated the removal of fourtéfestad census tract& Derived from NLCD and NCDB? Dave Leip’s
Atlas of Presidential Election®;Derived from ESRI's Census 2000 MSA-level shape ﬁﬁe_Natural Amenity Scale Data
from the Economic Research Service, United Statgmibment of Agriculture® Saks (2008)? Interuniversity Consortium
for Political and Social research (ICPSR) study #288€asure is based on historical MSA boundary dédims.
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Table 2
Base specification: Determinants of restrictiverafdand use regulation®=93)

First-stage Second-stage
OLS TSLS TSLS LIML JIVE
(€] 2 ®3) “4) ®) (6) @) 8
Dependen WRLURI  SDL 1992 SDL 1992 HOR 199Q WRLURI WRLURI WRRI WRLURI
Share developed residential land (SDL), 1992 1.981*** 1.993** 2.299** 2.372** 2.599*
(0.512) (0.953) (0.911) (0.985) (1.424)
Homeownership rate (HOR), 1990 0.594 -0.221 0.599 3.674 4.248* 10.25*
(0.977) (0.175) (0.842) (2.275) (2.556) (5.958)
Population density in developed residential area  -48.29 -3.480 0.207 -6.623 -48.69 42.35 58.58 253.5
(POPD), 1990 (75.63) (9.956) (13.22) (12.74) (83.91) (106.1) A1) (236.1)
Share democratic votes in state, 0.0429** -0.00254 -0.00232 -0.000687 0.0429** 0.846 0.0471* 0.0514**
average 1988 and 1992 (0.0196) (0.00262) (0.00255) (0.00140 (0.0192) 0195) (0.0199) (0.0246)
Household wage (in thousand dollar), 1990 0.0167 0.00307***  0.00346*** -0.000953 0.0167 0.@22 0.0240 0.0373*
(0.0141) (0.00101) (0.00116) (0.00117 (0.0138) 0165) (0.0172) (0.0218)
Region = Northeast 0.458* 0.0338 0.0389 -0.0271 0.457* 0.486** 0.490*  0.577*
(0.253) (0.0227) (0.0247) (0.0178) (0.237) (0.227)  (0.228) (0.291)
Region = South 0.323* -0.109*** -0.104** -0.00546 0.323** 0.436™ 0.457** 0.691**
(0.168) (0.0314) (0.0326) (0.0145) (0.159) (0.169) (0.173) (0.289)
Region = West 0.833** -0.0808* -0.0706 -0.0315 0.833*** 0.991**  1.020*** 1.334%*
(0.169) (0.0448) (0.0435) (0.0218) (0.159) (0.206) (0.217) (0.354)
Metro area has major border with coast 0.0786*** 0.0809*** -0.0207*
(0.0227) (0.0219) (0.0114)
Average temperature in January, 1941-1970 0.00510** 0.00523*** -0.00101
(0.00189) (0.00189) (0.000674
Share metro area that is classified as consisfing o 0.0201 0.0220 9.63e-07
plains (0.0148) (0.0143) (0.0138)
Population density in 1880 105+ 112%+* -4.04e-05*
(18.2) (22.) (2.18e-05)
Share households with married couples and no -0.147 1.324%**
children in 1990 (0.350) (0.263)
Constant -3.361** 0.119 -0.0214 0.384*** -3.368** -6.011**  -6.508*** -11.60**
(1.429) (0.197) (0.214) (0.141) (1.284) (2.214) 463) (5.249)
AdjustedR-squared 0.377 0.594 0.586 0.658
Kleibergen-Paap rk Wald F-statistic 12.0 5.6 6 5.

Notes: Robust standard errors in parentheses (@igaTs are clustered by US state). *** p<0.01p¥0.05, * p<0.1Bold coefficients are instrumented.

34



Table 3

Robustness check: Drop one instrument or any caatibmof two instruments at a tinld=93)

1) 2) 3) 4) (5) (6) (1) (8) ©) (10) 11)
PANEL A: First-stage / Dependent variable: Shaneetiiped residential land (SDL), 1992
Excluded instruments:  Baseline Drop one excludeglungent at a time Drop two excluded instruments tine

Major border with coast ~ 0.0809*** 0.110%** 0.0838*** 0.0796*** 0.117*** 0.105*** 0.0862***

(0.0219) (0.0351) (0.0220) (0.0257) (0.0386) (0.0368) (0.0263)
Average January 0.00523*** | 0.00639*** 0.00541**  0.00447** 0.00674***  0.00563** 0.00479**
temperature (0.00189) (0.00229 (0.00194) (0.00199) (0.00242) (0.00237) (0.00208)
Share plains 0.0220 0.0334** 0.0394* 0.0470** 0.0620* 0.0580** 0.0588**

(0.0143) (0.0163) (0.0232) (0.0199) (0.0354) (0.0218) (0.0255)
Population density in 1880 112*** b il Q5*** 118 87*** 121 %+ 105+

(22.3) (25.1) (23.3) (22.9) (30.3) (26.4) (22.4)
Share married and no -0.147 0.178 0.202 -0.220 0.119 0.799 0.0843 0.438 0.0905 0.389 -0.0132
children (0.350) (0.454) (0.319) (0.354) (0.377) .6(0B) (0.474) (0.485) (0.331) (0.355) (0.412)
Other controls and constant  Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
AdjustedR-squared 0.586 0.534 0.499 0.587 0.507 0.392 0.531 0.458 0.492 0.445 0.494
PANEL B: Second-stage / TSLS / Dependent variablRLURI

Share developed 2.299** 1.963** 2.962** 2.114%* 2.865%** 2.869** 1604 2.566** 2.598** 3.805*** 2.463***
residential land (SDL) (0.911) (0.994) (1.186) (0.921) (0.940) (1.369) ory) (1.064) (1.155) (1.340) (0.953)
Homeownership rate 3.674 3.947* 3.395 3.563 2.800 3.453 3.939 3.102 3848. 2.259 3.082
(HOR) (2.275) (2.319) (2.211) (2.329) (2.445) (Bp4 (2.408) (2.494) (2.268) (2.496) (2.423)
Population density in 42.35 67.28 2.013 47.13 -13.87 8.301 83.66 10.32 .5518 -76.06 14.47
developed residential area (106.1) (1202.8) (121.1) (105.0) (126.9) (123.6) (200.5) (126.1) (118.7) 9B} (119.4)
Share democratic votes 0.0463** 0.0444* 0.0503** 0.0451* 0.0494*** 0.048* 0.0421* 0.0477** 0.0480** 0.0550*** 0.0471*

(0.0195) (0.0199) (0.0196) (0.0197) (0.0187 (0919 (0.0205) (0.0188) (0.0200) (0.0191) (0.0192)
Other controls and constant  Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
Kleibergen-Paap statistic 5.6 7.4 12.4 6.9 11.2 6.6 9.8 7.5 16.4 8.2 12.4

PANEL C: Second-stage / LIML / Dependent variab#RLURI

Share developed 2.372%* 1.962* 3.081** 2.128** 2.962%** 3.007* 1.60 2.608** 2.619** 3.872%** 2.478**
residential land (SDL) (0.985) (1.082) (1.315) oy (1.036) (1.708) (2.075) (2.297) (1.188) (1.403) (0.987)
Homeownership rate 4.248* 4.448* 3.719 3.739 3.079 3.764 3.941 3.406 ATB 2.288 3.203
(HOR) (2.556) (2.565) (2.379) (2.419) (2.683) (B18 (2.409) (2.755) (2.315) (2.561) (2.506)
Population density in 58.58 84.49 7.540 52.48 -8.812 12.52 83.76 18.78 .7020 -78.16 17.88
developed residential area (114.0) (110.7) (128.6) (107.5) (137.2) (143.5) (100.5) (139.1) (120.9) 4Dy (122.9)
Share democratic votes 0.0471* 0.0446* 0.0512** 0.0453** 0.0502*** 0.058* 0.0421* 0.0481** 0.0482* 0.0555*+* 0.0472*

(0.0199) (0.0204) (0.0200) (0.0198) (0.0189 (0920 (0.0205) (0.0191) (0.0201) (0.0193) (0.0193)
Other controls and constant  Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
Kleibergen-Paap statistic 5.6 7.4 124 6.9 11.2 6.6 9.8 7.5 16.4 8.2 12.4

Notes: Robust standard errors in parentheses (@tigmBrs are clustered by US state). *** p<0.01p%0.05, * p<0.1Bold coefficients are instrumented.
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Table 4
Robustness check: Endogenize population densdgweloped residential ar@d=93)

Second-stage

First-stage TSLS LIML JIVE
Dependent variable: SDL HOR PDDR WRLURI
(€] 2 3) 4 ®) (6)
Share developed residential I 3.114%*= 3.432* 3.185*
(SDL) (0.939) (1.372) (1.634)
Homeownership rate (HOR) 0.618 -0.188 4.846
(3.802) (5.885) (7.876)
Population density in developed -185.6 -252.8 -17.36
residential area (POPD) (216.3) (355.8) (424.8)
Share democratic votes -0.00232 -0.000785 1.47e-05 0.0502%** 0.0518%*** BB+
(0.00251) (0.00136) (1.66e-05) (0.0179) (0.0182) .0104)
Household wage (in thousand 0.00346*** -0.000866 -1.31e-05 0.0155 0.0133 0.0244
dollar) (0.00118) (0.00113) (1.82e-05 (0.0188) 0237) (0.0213)
Region = Northeast 0.0389 -0.0265 -9.34e-05 0.437* 0.418 0.484*
(0.0246) (0.0165) (0.000289) (0.243) (0.265) (0)262
Region = South -0.104*** -0.000763 -0.000708** 0.269 0.221 0.442
(0.0321) (0.0158) (0.000262) (0.227) (0.322) (0)407
Region = West -0.0706 -0.0294 -0.000307 0.847*** 0.808** 1.059**
(0.0433) (0.0221) (0.000264) (0.231) (0.316) (0)426
Major border with coast 0.0810** -0.0244 0.000558**
(0.0231) (0.0153) (0.000258)
Average January temperature 0.00523*** -0.00112* 1.66e-05*
(0.00187) (0.000642) (9.44e-06
Share plains 0.0219 0.00300 -0.000453*1
(0.0148) (0.0127) (0.000212)
Population density in 1880 113+ -5 1.6%**
(9.8) (5.9) (:11)
Share married and no children  -0.150 1.427%* -0.0155%**
(0.307) (0.270) (0.00398)
Constant -0.0200 0.342** 0.00646*** -3.456 -2.796 -7.069
(0.206) (0.138) (0.00156) (3.469) (5.202) (6.579)
AdjustedR-squared 0.591 0.657 0.672
Kleibergen-Paap statistic 2.0 2.0

Notes: Robust standard errors in parentheses (aigers are clustered by US state). *** p<0.01, €(Qp05, * p<0.1Bold

coefficients are instrumented.
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Table 5

Robustness check: Use alternative measures to fooxglative influence of owners of developed |§Ne93)

(€]

) (©)] “) ©) (6) @) (8) () (10)

PANEL A: First stage / Dependent variable: Alteimaproxy measures for the relative influence oherg of developed land

Alternative measures of share developed land (SDL) Aggr. property

Developed 20 km radius, 20 km radius, Excluding Excluding Average plact Av. place in Median place Median place value per
residential + residential + residential parkland, parkland, in MSA, MSA, in MSA, in MSA, developable
industrial industrial only res. +ind. res. only res. +ind. res. only res. +ind. res. only land
Major border with coast 0.0896*** 0.127** 0.120** 0.102%** 0.0932%*** 0.107** 0.110%** 0.113** 0.121%** 21.33**
(0.0236) (0.0563) (0.0536) (0.0284) (0.0275) (0139 (0.0387) (0.0452) (0.0443) (8.653)
Average January 0.00557*** 0.00622 0.00694 0.00619* 0.00614* 0.0660 0.00684** 0.00735** 0.00785** 0.749***
temperature (0.00203) (0.00445) (0.00444) (0.00322) (0.00314) (0.00320) (0.00337) (0.00338) (0.00360) (0.225)
Share plains 0.0244 0.0725 0.0763 0.0227 0.0219 0.0523* 0.0450 .0710* 0.0615 -3.828
(0.0165) (0.0525) (0.0517) (0.0200) (0.0174) (0130 (0.0306) (0.0392) (0.0386) (4.819)
Population density in 1880  115*** 1470%** 163*** 60** 61* 130%** 148*** 127%** 147%** 28,700%**
(22.6) (48.5) (50.6) (24.) (23.2) (34.8) (36.9) M3 (46.6) (8,820)
Other controls and constant  Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
AdjustedR-squared 0.579 0.242 0.278 0.376 0.357 0.322 0.359 0.325 0.357 0.755
PANEL B: Second-stage / Dependent variable: WRLURSLS
Share developed residential 2.205*** 2.115%** 1.875%** 2.184x*x 2.217%** 1.770%** 1.586%** 1.556%** 1.416*** 0.0105*
land (SDL) (0.852) (0.768) (0.686) (0.797) (0.807) (0.642) (0.591) (0.564) (0.530) (0.00614)
Homeownership rate (HOR) 3.797 5.485** 5.055** 3.469 3.332 2.926 2.883 2.676 2.607 4.118*
(2.324) (2.277) (2.325) (2.397) (2.352) (2.091) o) (2.112) (2.108) (2.371)
Population density in 38.37 106.4 105.5 65.44 69.49 72.93 74.21 72.02 5271. -40.17
developed residential area (108.0) (110.3) (110.4) (105.5) (103.7) (101.8) (101.8) (101.1) (102.3) q53
Share democratic votes 0.0483** 0.0498** 0.0467** 0.0500** 0.0474* 0.0438 0.0413* 0.0473** 0.0437** 0.0455**
(0.0198) (0.0215) (0.0208) (0.0204) (0.0198) (0®19 (0.0196) (0.0199) (0.0201) (0.0215)
Other controls and constant  Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
Kleibergen-Paap statistic 4.9 4.4 5.4 2.8 2.7 8.9 231 8.9 11.6 8.4
PANEL C: Second-stage / Dependent variable: WRLURML
Share developed residential 2.289** 2.323** 2.054** 2.309** 2.344** 1.897** 1690** 1.665*** 1.513%* 0.0122*
land (SDL) (0.924) (0.911) (0.799) (0.923) (0.935) (0.721) 687) (0.622) (0.583) (0.00687)
Homeownership rate (HOR) 4.377* 6.040%* 5.629** 4.046 3.902 3.257 3.255 293 2.887 4.977*
(2.604) (2.425) (2.487) (2.667) (2.615) (2.262) 263) (2.263) (2.281) (2.648)
Population density in 53.82 115.1 116.5 80.81 85.13 80.60 83.83 77.85 2878. -42.83
developed residential area (115.9) (114.4) (115.4) (114.0) (112.1) (107.5) (108.3) (106.5) (108.4) IBH
Share democratic votes 0.0492** 0.0517* 0.0484** 0.0513* 0.0486** 0.0448 0.0422* 0.0485** 0.0447* 0.0480**
(0.0203) (0.0223) (0.0213) (0.0211) (0.0204) (0M19 (0.0197) (0.0200) (0.0202) (0.0223)
Other controls and constant  Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
Kleibergen-Paap statistic 4.9 4.4 5.4 2.8 2.7 8.9 231 8.9 11.6 8.4

Notes: Robust standard errors in parentheses (@iiers are clustered by US state). *** p<0.01p%0.05, * p<0.1Bold coefficients are instrumented.
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Table 6
Robustness Check: Use data on land use and regufedim late 1970s/early 1980s and explain growath m housing suppl{N=81)

1) (2) 3) 4) (5) (6) )
PANEL A: First-stage and second-stage results @mrlg restrictiveness of land use regulation)
OLS (First-stage) TSLS LIML TSLS LIML
Dependent variables:: SDL 76 SDL 76 HOR 80 SAKS Raguy Index
Share developed residential land, 1976 (SDL 76) 6.851*** 7.506%*** 6.437*** 6.824***
(1.450) (1.704) (1.492) (1.597)
Homeownership rate, 1980 (HOR 80) -0.113 -0.724 -0.568 -3.269 -3.281
(0.1212) (2.997) (2.076) (2.372) (2.424)
Population density in developed residential ar8801 1.534 4.425 -9.262 -26.81 -43.18 -96.34 -109.4
(11.63) (12.20) (7.434) (130.3) (134.4) (147.3) 19
Share democratic votes in state, average 1972l 1 -0.00224 -0.00151 -0.00248 0.0245 0.0267 0.00936 0100
(0.00315) (0.00314) (0.00156) (0.0294) (0.0294) 0206) (0.0296)
Major border with coast 0.0314 0.0301 -0.0265
(0.0265) (0.0226) (0.0160)
Average January temperature 0.00451** 0.00440** -0.00172*
(0.00175) (0.00176) (0.000908)
Share plains 0.0388 0.0355 0.0186
(0.0427) (0.0428) (0.0154)
Population density in 1880 0.000316** 0.000365***  -0.000261***
(0.000129) (0.000116) (8.78e-05)
Share married and no children 0.145 1.203**
(0.220) (0.298)
Other controls (incl. household wage) and constant Yes Yes Yes Yes Yes Yes Yes
AdjustedR-squared 0.307 0.305 0.642
Kleibergen-Paap statistic 4.2 4.2 3.6 3.6
PANEL B: Explaining growth rate in housing suppl
Dependent variabl Percent change in housing units 1990 to 2000
Predicted Saks-Index of Housing Supply Regulation -0.0310*** -0.0293*** -0.0280*** -0.0271%**
(0.00882) (0.00826) (0.00890) (0.00898)
Percent change, housing units, 1980-1990 0.364*** 0.364*** 0.360*** 0.360***
(0.0810) (0.0825) (0.0897) (0.0855)
Constant 0.0600*** 0.0600*** 0.0608*** 0.0608***
(0.0133) (0.0140) (0.0149) (0.0139)
AdjustedR-squared 0.468 0.467 0.453 0.453

Notes for both Panels: *** p<0.01, ** p<0.05, * p40Bold coefficients are instrumented. Notes for PandRébust standard errors in parentheses (obs. asterdd by US state).
Region fixed effects and constant included (yes)eN for Panel B: Standard errors are (robust)sh@qt standard errors (using 1000 bootstrap rejgiteiand clustering by US state.)
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Figures

Figure 1. Regulatory restrictiveness and potengatrminants.
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Appendix A. Proofs of Propositions

Proof of Proposition 1By inspection, the RHS of (6) is decreasingfjrand it belongs to the
unit interval for anyH, [0, H] (with complementary slackness), so there alwajst®a city

j such that a positive mass of households desiréigetan j. Conversely, the LHS of (6) is
linearly increasing irtH; and it spans over the unit interval, &l| [J[0,H]. It follows that
there exists at least orjél[] such that the LHS and the RHS intersect exacttean the
interior of the unit interval; in general, the LH®d the RHS intersect at most once for any
kOO. QED.

Proof of Proposition 2Since the (necessary) second order conditionH{akls for any vector
of taxest, it is also sufficient to ensure th&ltin (13) characterizes the unique SPE of the
game and that this equilibrium exis@ED.

Proofs of Proposition 3 and Corollaries 3.1 and .3'Phe proofs of Proposition 3 and
Corollary 3.1 follow by inspection of (13) and (1%Ye now lay out the algorithm that we use
to derive these expressions, which is also hefigfuduild the intuition for these results. It is

convenient to start with (iii). Using (10F; is increasing at; =0 by (11) andR(} is
concave by (15). Alsol,—ljO [0(0,H) by (16). ThustjO >0. Then (ii) immediately follows from
(12). Next turn to (i). Since (12) holds for allit must also hold for the average city:
t_j0 =rH(-«)/k . Using this, (7) and (12) into gives (13) and (If#0m which (i) follows.
Then (iv) follows from the fact that the coeffictenf («) — ) in (13) belongs to the interior
of the unit interval. (v) is a corollary of (iv) bg8). Part (vi) follows by inspection of
t°=1H(1-K)/xk=@Qo+71H)/(I-1). (vi)) It follows from (13) that the variance ¢f is
equal to

2

Var(t!) = 1—K1 Var(w ),
2-K——
J

which is decreasing ir and hence decreasing i by (11).QED.
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Appendix B. Appendix Tables not intended for publication

Table Ul
MSA-level rankings of measures of regulatory resitreness and land scarcity
(1) (2) (3) (4) (5)
Regulatory Ta: Regulatory Share Share
in % of Regulaton Index Developed Developed
House Value Index2005 late 1970s Land in % Land in%
Metropolitan Area 1998) Rank " Rank & 1980s” Rank 1992" Rank 1976™ Rank
San Francisco 531 1 0.78 5 2.10 2 20.8 10 25.4 8
San Jose 469 2 0.21 10 1.65 3 199 12 25.2 9
Los Angeles 339 3 0.50 8 1.21 4 44.2 1 54.7 1
Oakland 321 4 0.63 7 0.10 14 26.6 5 27.6 6
Washington, D.C. 219 5 0.21 10 0.86 6 10.2 17 16.1 16
Newport News, VA 207 6 0.12 12 “) 175 13 205 14
Boston 186 7 1.67 2 0.86 7 33.2 4 33.9 3
New York 12.2 8 0.67 6 2.21 1 43.9 2 50.7 2
Manhattan >50
Salt Lake City 119 9 -0.03 17 0.96 5 23.3 6 28.8 4
Chicago 57 10 0.01 16 -1.01 20 22.4 7 26.2 7
Baltimore 1.8 11 1.65 3 0.80 8 142 15 183 15
Birmingham 0 12 -0.24 18 -0.46 16 48 21 75 21
Cincinnati 0 12 -0.58 21 0.16 12 9.3 18 148 18
Detroit 0 12 0.07 14 -0.69 19 22.3 8 229 11
Houston 0 12 -0.30 20 -0.52 17 148 14 12.3 19
Minneapolis 0 12 0.38 9 -0.16 15 111 16 94 20
Philadelphia 0 12 1.13 4 0.47 9 211 9 27.8 5
Pittsburgh 0 12 0.08 13 0.26 11 85 19 154 17
Providence 0 12 2.07 1 0.35 10 206 11 222 12
Rochester 0 12 0.04 15 -0.68 18 53 20 21.8 13
Tampa 0 12 -0.24 18 0.16 13 35.6 3 242 10
Rank Rank
Pair: Correlation Correlation Correlation Correlation
HOR 1990, (4) -0.61 -0.44 (2), HOR 1990 -0.24 20.3
HOR 1980, (5) -0.69 -0.39 (3), HOR 1980 -0.64 50.4
), @ 0.12 0.37 Q), (4) 0.33 0.36
2), (3) 0.68 0.65 @), 4) 0.28 0.31
(1), HOR 1990 -0.52 -0.68 3), (5) 0.50 0.34

Sources’ Estimated regulatory tax values are from Glaesel. (2005a).” Regulatory index values are from Saiz (2008)
and Saks (2008 respectively}. The share developed land measures are derivedthieri992 and 1976 National Land
Cover Data. Homeownership rates (HOR) are from t18® Hhd 1980 US Census (tract level data geographicaltched

to the metropolitan area level).
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Table U2
Relationship between land scarcity and restrictégsrof land use regulatio(f$=93)

Method: OLS
Dependent Variable: WRLURI from 2005
1) (2 (3) (4) (5) (6) )
Share developed, 1992  1.778*** 1.340* 1.411* 2.018*** 1.950*** 1.950*** 1.981***
(SDL) (0.598) (0.621) (0.554) (0.498) (0.555) (0.555) 5(@)
Homeownership rate, -1.729* -1.976 -1.296 -1.045 -1.045 0.594
1990 (HOR) (0.969) (1.249) (1.083) (1.140) (1.140) (0.977)
Population density in -26.56 -82.67 -78.23 -78.23 -48.29
developed area, 1990 (84.99) (80.12) (82.71) (82.71) (75.63)
Share democratic votes in 0.0625**  0.0586***  0.0586*** 0.0429**
state, average 1988/1992 (0.0180) (0.0189) (0.0189) (0.0196)
Household wage (in 0.0145 0.0145 0.0167
thousand US dollar), 19¢ (0.0138) (0.0138) (0.0141)
North East 0.458*
(0.253)
South 0.323*
(0.168)
West 0.833***
(0.169)
Constant -0.104 1.036 1.252 -2.155* -2.557** -2.557** -3.361
(0.101) (0.628) (0.962) (1.260) (1.258) (1.258) 4pB)
Adjusted R-squared 0.086 0.100 0.092 0.259 0.261 2610. 0.377

Notes: Robust standard errors in parentheses (@i are clustered by US state). *** p<0.01, ®Qu05, * p<0.1.
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Table U3

Robustness check: Replicate Table 5 but with 3 gewlous variable@N=93)

(€]

)

(©)] “) ©) (6) @) (8) () (10)

PANEL A: First stage / Dependent variable: Alteimaproxy measures for the relative influence oherg of developed land

Alternative measures of share developed land (SDL) Aggr. propery

Developed 20 km radius, 20 km radius, Excluding Excluding Average plact Av. place in Median place Median place value per
residential + residential + residential parkland, parkland, in MSA, MSA, in MSA, in MSA, developable
industrial industrial only res. +ind. res. only res. +ind. res. only res. +ind. res. only land
Major border with coast 0.0913%** 0.115** 0.105* 0.102%** 0.0914%* 0.0957* 0.0967** 0.102** 0.107** 25.38***
(0.0247) (0.0549) (0.0523) (0.0297) (0.0285) (0340 (0.0396) (0.0460) (0.0452) (8.735)
Average January 0.00562*** 0.00587 0.00650 0.00618* 0.00609* 0.0257  0.00643* 0.00702** 0.00746** 0.869***
temperature (0.00199) (0.00446) (0.00447) (0.00321) (0.00316) (0.00317) (0.00336) (0.00333) (0.00358) (0.215)
Share plains 0.0231 0.0822 0.0885* 0.0230 0.0234 0.0616* 0.0560 0.0806* 0.0724* -7.116
(0.0164) (0.0532) (0.0524) (0.0203) (0.0180) (0MH34 (0.0348) (0.0433) (0.0423) (4.395)
Population density in 1880  120*** 107*** 127 %** Qg 56*+* 98+ 109*** 96**+* 109*** 40,200%**
(10.8) (24.8) (24.6) (16) (15.4) (16.1) (16.7) @n. (19.9) (3300)
Other controls and constant  Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
AdjustedR-squared 0.584 0.245 0.278 0.383 0.365 0.322 0.356 0.328 0.356 0.737
PANEL B: Second-stage / Dependent variable: WRLURSLS
Share developed residential 2.913*** 2.483*** 2.287%** 2.383*** 2.439%** 2.313%** 2.145%** 1.896*** 1.808*** 0.0217***
land (SDL) (0.886) (0.865) (0.749) (0.823) (0.824) (0.765) (0.708) (0.598) (0.577) (0.00751)
Homeownership rate (HOR) 0.923 3.465 2.767 2.129 1.913 -0.337 -0.562 -0.0288 -0.476 -0.802
(3.757) (3.433) (3.578) (3.607) (3.640) (3.850) IM) (3.714) (3.901) (4.684)
Population density in -177.7 -42.97 -62.53 -22.25 -22.52 -137.6 -148.5 7.19 -121.7 -590.5*
developed residential area (214.5) (198.5) (202.5) (178.5) (179.5) (201.8) (205.8) (190.4) (201.3) (06c)
Share democratic votes 0.0523*** 0.0519* 0.0489** 0.0511*** 0.0484** 0.@61* 0.0433** 0.0496*** 0.0458** 0.0577*
(0.0180) (0.0209) (0.0202) (0.0192) (0.0186) (0m)18 (0.0185) (0.0192) (0.0194) (0.0242)
Other controls and constant  Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
Kleibergen-Paap statistic 2.0 2.1 2.0 2.4 2.4 1.9 81 2.0 1.9 1.4
PANEL C: Second-stage / Dependent variable: WRLURML
Share developed residential 3.177** 2.671** 2.481%** 2.494** 2.567** 2.540** 2407** 2.079%* 2.013*** 0.0267**
land (SDL) (1.2412) (1.044) (0.937) (1.115) (1.152) (2.007) 01B) (0.759) (0.779) (0.0115)
Homeownership rate (HOR) 0.323 3.497 2.665 2.710 2.388 -1.101 -1.631 -0.709 -1.431 -2.620
(5.641) (3.917) (4.276) (5.573) (5.805) (5.007) 4195) (4.890) (5.376) (6.735)
Population density in -232.7 -59.04 -86.54 -2.614 -8.636 -189.9 -219.6 42:4 -183.0 -809.3
developed residential area (341.1) (233.6) (251.2) (296.4) (308.3) (270.7) (301.6) (257.1) (285.9) ()
Share democratic votes 0.0540%*** 0.0534** 0.0503** 0.0523*** 0.0495** 0.@74* 0.0445* 0.0512%* 0.0472* 0.0632**
(0.0183) (0.0214) (0.0206) (0.0199) (0.0190) (0M18 (0.0187) (0.0195) (0.0198) (0.0284)
Other controls and constant  Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
Kleibergen-Paap statistic 2.0 2.1 2.0 2.4 2.4 1.9 81 2.0 1.9 1.4

Notes: Robust standard errors in parentheses (@iiers are clustered by US state). *** p<0.01p%0.05, * p<0.1Bold coefficients are instrumented.
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Table U4

Replicate Table 6 with reduced set of (statistycaignificant) excluded instrumentis=81)

1) (2) 3) 4) (5) (6) )
PANEL A: First-stage and second-stage results @mrlg restrictiveness of land use regulation)
OLS (First-stage) TSLS LIML TSLS LIML
Dependent variables:: SDL 76 SDL 76 HOR 80 SAKS Raguy Index
Share developed residential land, 1976 (SDL 76) 7.015%** 7.091%** 6.620%** 6.628***
(1.533) (1.555) (1.535) (1.537)
Homeownership rate, 1980 (HOR 80) -0.0958 -0.685 -0.667 -2.419 -2.419
(0.142) (2.043) (2.052) (2.303) (2.304)
Population density in developed residential aréaRB), 1980 0.141 3.469 -9.679 -30.91 -32.81 -74.58 -74.83
(12.40) (13.31) (7.386) (130.3) (130.7) (139.6) 93
Share democratic votes in state, average 1972l 1 -0.00266 -0.00182 -0.00307** 0.0250 0.0253 0.0145 .0165
(0.00277) (0.00277) (0.00133) (0.0299) (0.0299) 0209) (0.0299)
Household wage (in thousand US dollar), 1980 0.0117%* 0.0132** 0.000599 -0.0210 -0.0213 -0.26 -0.0267
(0.00313) (0.00257) (0.00330) (0.0418) (0.0419) 0400) (0.0410)
Average January temperature 0.00576*** 0.00543*** -0.00228**
(0.00162) (0.00179) (0.00100)
Population density in 1880 412%** 453*** -312%**
(104) (85.3) (71)
Share married and no children 0.235 1.151%**
(0.242) (0.292)
Other controls and constant Yes Yes Yes Yes Yes Yes Yes
AdjustedR-squared 0.301 0.303 0.631
Kleibergen-Paap statistic 5.0 5.0 3.9 3.9

Dependent variable:

PANEL B: Explaining growth rate in housing suppl

Percent change in housing units 1990 to 2000

Predicted Saks-Index of Housing Supply Regulation -0.0316*** -0.0314*** -0.0296** -0.0296***
(0.0107) (0.0111) (0.0124) (0.0115)
Percent change, housing units, 1980-1990 0.365*** 0.365*** 0.362*** 0.362***
(0.0818) (0.0814) (0.0873) (0.0853)
Housing units (in million units), 1990 2.75e-09 2.73e-09 1.48e-09 1.48e-09
(1.22e-08) (1.33e-08) (1.35e-08) (1.29e-08)
Constant 0.0580*** 0.0580*** 0.0595%*** 0.0595%***
(0.0186) (0.0193) (0.0195) (0.0185)
AdjustedR-squared 0.461 0.461 0.451 0.451

Notes for both Panels: *** p<0.01, ** p<0.05, * p40Bold coefficients are instrumented. Notes for PandRébust standard errors in parentheses (obs. asterdd by US state).

Region fixed effects and constant included (yes)eN for Panel B: Standard errors are (robust)sh@qt standard errors (using 1000 bootstrap rejgiteiand clustering by US state.)
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Table U5

Robustness Check: Findings for ‘contemporaneous™ &ds/80s’ specifications
restricted to joint sample of metropolitan ar@ds63)

—— Second-stage
First-stage oLS TSS LML
@) 2 3 4)
PANEL A
Dependent variables: SDL WRLURI, 2005
Share developed, 1992 (SDL) 1.979*** 3.565%** 4.677**
(0.611) (0.977) (1.821)
Homeownership rate, 1990 (HOR) 0.593 2.408 3.537
(1.183) (1.867) (2.367)
Population density in developed area, 1990 23.80** -19.54 -11.29 -11.55
(POPD) (11.63) (94.60) (125.7) (153.2)
Share democratic votes in state, -0.00504* 0.0257 0.0382* 0.0468**
average 1988 and 1992 (0.00264) (0.0231) (0.0206) (0.0219)
Household wage (in thousand US dollar), 0.00263 0.0248 0.0259 0.0265
1990 (0.00155) (0.0178) (0.0181) (0.0201)
Major border with coast 0.0831*
(0.0359)
Average January temperature 0.00500**
(0.00200)
Share plains 0.0567*
(0.0263)
Population density in 1880 42
(145)
Share married and no children -0.112
(0.423)
Region fixed effects Yes Yes Yes Yes
Constant 0.0709 -2.826* -4.859*** -6.161**
(0.226) (1.626) (1.854) (2.383)
Adjusted R-squared 0.451 0.315
Kleibergen-Paap-statistic 4.4 4.4
PANEL B
Dependent variables: SDL SAKS, late 70s/early 80s
Share developed, 1976 (SDL 76) 2.362%* 6.911%** 10.16%*
(0.653) (1.548) (3.798)
Homeownership rate, 1980 (HOR 80) -3.406** -1.207 1.262
(1.571) (3.166) (4.124)
Population density in developed area, 1980 -5.112 -34.94 -87.86 -89.41
(POPD 80) (21.74) (76.32) (145.4) (213.0)
Share democratic votes in state, average 1972 -0.00202 0.00159 0.0212 0.0395
and 1976 (0.00316) (0.0312) (0.0264) (0.0305)
Household wage (in thousand US dollar), 0.000291 -0.0250 0.0116 0.0452
1980 (0.00480) (0.0576) (0.0605) (0.0694)
Major border with coast 0.0520*
(0.0296)
Average January temperature 0.00440**
(0.00198)
Share plains 0.0421
(0.0480)
Population density in 1880 266
(165)
Share married and no children -0.852
(0.774)
Region fixed effects Yes Yes Yes Yes
Constant 0.278 2.123 -1.195 -4.573
(0.275) (2.248) (3.800) (5.113)
Adjusted R-squared 0.295 0.270
Kleibergen-Paap-statistic 1.8 1.8

Notes: Robust standard errors in parentheses (@i are clustered by US state). *** p<0.01, ®Qu05, * p<0.1.

Bold coefficients are instrumented.
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Table U6

Additional Robustness Checks: Remove Californiatron@reas, New York City, or both

Exclude CA Exclude NYC Exclude CA and NYC
PANEL A: First-stage / Dependent variable: Shansetigped land
1) (2) 3) 4) (5) (6) (1) (8) 9)
Major border with coast 0.0787** 0.0770** 0.0727**
(0.0260) (0.0203) (0.0252)
Average January temperature 0.00636*** 0.00542**+* 0.00620**
(0.00227) (0.00181) (0.00234)
Share plains 0.0160 0.0191 0.0166
(0.0175) (0.0148) (0.0181)
Population density in 1880 108*** 137+ 136+
(25.3) (21.8) (32.1)
Share married and no children 0.0820 -0.143 0.0917
(0.333) (0.349) (0.322)
Other controls and constant Yes Yes Yes
Observations 82 92 81
Adjusted R-squared 0.621 0.582 0.614
PANEL B: Second-stage / Dependent variable: WRLURI
OLS TSLS LIML OLS TSLS LIML OLS TSLS LIML
Share developed residential land ~ 2.336***  2.841**  2,955** 1.081**  2.395%*  2490* 2.332%* 2,024%*  3.042%*
(SDL) (0.483) (0.988) (1.073)  (0.510) (0.924) (1.001) 481) (1.017) (1.104)
Homeownership rate (HOR) 0.976 4.817* 5.584* 0.598 3.978** 4.448** 0.900 5.466***  6.039***
(1.085) (2.595) (2.990) (1.026) (1.984) (2.145) 1eW) (2.025) (2.205)
Population density in developed -31.86 76.94 98.08 -48.43 30.62 39.86 -29.04 75.04 86.22
residential area (POPD) (82.91) (103.3) (111.5) (77.95) (87.93) (89.60) .1% (83.66) (83.78)
Share democratic votes 0.0475*  0.0531** 0.0543** 0.0429* 0.0462** 0.0469* 0.0477* 0.0527**  0.0536**
(0.0189) (0.0196) (0.0203) (0.0198)  (0.0199) (0120 (0.0191)  (0.0204) (0.0209)
Other controls and constant Yes Yes Yes Yes Yes Yes Yes Yes Yes
Observations 82 82 82 92 92 92 81 81 81
Adjusted R-squared 0.369 0.372 0.362
Kleibergen-Paap statistic 4.9 4.9 5.2 4.9 9 4.

Notes: Robust standard errors in parentheses (aiigmrs are clustered by US state). *** p<0.01p®0.05, * p<0.1Bold coefficients are instrumented.
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Table U7
Additional Robustness Checks: Add interaction ‘shd@mocratic voters’ x household wage
and drop variable ‘share democratic vot€l=93)

Add interaction SDV x wage Drop variable ‘sharenderatic voters’
PANEL A: First-stage / Dependent variable: Shaneettged land
@ @) 3 4 ®) 6)
Major border with coast 0.0797** 0.0784**
(0.0224) (0.0216)
Average January temperature 0.00519** 0.00541***
(0.00197) (0.00190)
Share plains 0.0219 0.0262*
(0.0141) (0.0134)
Population density in 1880 114+ 117%+*
(23.7) (20.7)
Share married and no children -0.175 -0.116
(0.409) (0.342)
Other controls and constant Yes Yes
Adjusted R-squared 0.582 0.586
PANEL B: Second-stage / Dependent variable: WRLURI
OoLS TSLS LIML OoLS TSLS LIML
Share developed residential ~ 2.039*** 2.609** 2.812* 1.571%* 1.699* 1.740*
land (SDL) (0.496) (1.060) (1.209) (0.543) (0.949) (1.012)
Homeownership rate (HOR) 0.803 4.421 5.438 0.307 3.437 4.009
(1.016) (2.768) (3.366) (1.170) (2.243) (2.508)
Population density in develog  -38.75 70.30 99.07 -37.93 63.27 80.97
residential area (POPD) (79.19) (115.0) (129.6) (85.62) (105.4) (112.6)
Share democratic votes 0.0897 0.201 0.234*
(0.115) (0.127) (0.142)
Share democratic votes x -0.00154 -0.00509 -0.00612
household wage (0.00370)  (0.00405) (0.00449)
Household wage 0.0938 0.277 0.329
(0.189) (0.207) (0.231)
Other controls and constant Yes Yes Yes Yes Yes Yes
Adjusted R-squared 0.371 0.326
Kleibergen-Paap statistic 34 3.4 6.4 6.4

Notes: Robust standard errors in parentheses (ais®y are clustered by US state). *** p<0.01, ¥(Qp05, * p<0.1.
Bold coefficients are instrumented.
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Table U8
Quantitative effects

Relative change in land scarcity
(Change in percent)

Absolute change in land scarcity
(Change in percentage points)

Effect of major access to coast line

Table 2 (3) +65.2% +8.1%
Effect of one std. dev. increase in January tentpera
Table 2 (3) +52.7% +6.5%
Effect of one std. dev. increase in ‘share plains’
Table 2 (3) +7.7% +0.95%
Effect of one std. dev. increase in historic pagioh density
Table 2 (3) +44.3% +5.5%

Effect of increase of share developed land bystaedard deviation
(+12.2 / +10.4 percentage points) on regulatoryrictiyeness

Change in regulatory index

Change in rank order

Table 2 (1) (OLS) +0.24 49 37
Table 2 (6) (TSLS) +0.26 43 36
Table 2 (7) (LIML) +0.27 47 36
Table 4 (4) (TSLS) +0.35 4% 33
Table 4 (5) (LIML) +0.38 47 31
Table 6A (6) (TSLS) +0.67 4 21
Table 6A (7) (LIML) +0.71 41 20

Effect of an increase in the homeownership rateri®/standard deviation

(+7.0 / +7.4 percentage points) on regulatory igsteness

Change in regulatory index

Change in rank order

Table 2 (1) (OLS) (+0.042) (47> 46)"
Table 2 (6) (TSLS) (+0.26) (47> 36)"
Table 2 (7) (LIML) (+0.30)* (47> 35)*
Table 4 (4) (TSLS) (+0.043) (47> 46)"
Table 4 (5) (LIML) (-0.013y (47 - unchanged)
Table 6A (6) (TSLS) (-0.23) (41> 50)*
Table 6A (7) (LIML) (-0.23)" (41> 50)

Effect of increase in predicted regulatory ind8RKS) by one standard deviation
(+1.0) on the growth rate of housing supply

Change in the growth rate of housing Change in rank order
supply between 1990 and 2000
(Change in percentage points)
Table 6B (6) -2.8% 41 - 54
Table 6B (7) -2.7% 41 - 54

Notes: The marginal effects are measured at thesmafahe independent variables. The marginal effec
having major access to a coast is measured fors# tlat does not have major access to a coast cethfa
one that has access. The change in rank ordelcidatad for the MSA with the median regulatoryémdand
the median growth rate, respectivel§ffect is not statistically significant! Effect is only marginally
statistically significant.

48



Appendix C. Multinomial logit discrete choice model (not intencekd for
publication)

In this appendix we replace the multinomial unifadtiscrete choice model of section 3 by the
multinomial logit (MNL) discrete choice modelhe aim is to show that the theoretical
predictions of Proposition 2 also hold in this case
We replace (2) by

u(h)=InV +¢&(h
and assume that thgls are iid distributed according to the double exgatial distribution
with dispersion parameter. As a result, we replace (2) by

_ exp( InV, /0)
P> exp(Inv, /o)’

koo

(21)

Simplifying (21) yields

The determinants of; are the same as in the model of Section 3. Théimgum condition

(6) can now be rewritten as

_ H. H  (w-t-7H, )l’”
ooo,: f=-—»t = L= L ey (22)
" H H > (g-t,-tH)"

kOO+

That is, the fraction of people living jnis increasing in the well-being net of the regogat
tax of j and decreasing in the well-being net of regulatasy of citiesk# j. It follows from
(22) that the most desirable locations have a tatigen average population. To see this,
substitute the variables pertaining to locafiom (22) by the corresponding averages and take

the ratio of the two to get:

which implies ()w -t, =@-T - H, =H and (i) givenH , dH, /d(e -t; )> 0. Together,

these in turn impyH, >H - w -t >@-1 , as was to be shown.
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The location equilibrium exists and is unigtiee method of proof is equivalent to the one of
Proposition 1 in the main text.

In order to obtain closed form solutions for bdth andVj, let us next normalize the variance

of § so thato= 1. In this case, solving (22) fe; and plugging the outcome into (5) yields:

T e BV —tj){l— _”q_] (23

i
H -t w-1
Planning boards maximize (9) non-cooperativelyicgrdting (23). The first order conditions

that solve this program and replace (12) can beemrimplicitly as (Jj 00 0):

Y o maxd 0 w-1° _1H
A ’(E)—TO)— w —t.o)/J w-1°-1H
] J
0 . e .
whereV" is the level of welfare (23) evaluated at the suhg perfect equilibrium (SPE).

Finally, replacing assumption (16) iyH <@/ 2, one can show that the S8} E{j :t? >O}

is not empty and, using the same method of prodb@Proposition 2 in the main text, one
can show thathe properties of the SPE are qualitatively idealtim the MNL model to the

ones of the multinomial uniform mogdas was to be shown.
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