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Abstract

Both economic growth and exchange rate theories suggest that the exchange rate regime could have consequences for
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(FDI) and Exports - in the case of Vietnam - a successful example of a transitional economy.
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1. Introduction

An important question of ongoing debate in inteioral economics is whether the exchange rate
policy influences economic growth. Both economiovgith and exchange rate theories suggest
that the exchange rate policy could have conse@secioc the medium-term growth of a country,
directly, through its effects on the adjustmenskwcks, and indirectly, via its impact on other
important determinants of growth, such as foreigvestment, international trade. Ghosh et al.
(1997) tested for this relationship in a sampl&®8 countries over the period 1960 — 1989. They
find no systematic differences in growth rates ssrexchange rate regimes. This result was
confirmed over the extending period from 1960 te thid-1990s by the International Monetary
Fund (IMF) (1997). Bailliu et al. (2001), in a syudf 25 emerging market economies over the
period 1973-1998, report a positive linkage betwiendegree of exchange rate flexibility and
economic growth. Levy Yeyati and Sturzenegger (198891 that less flexible exchange rate
regimes are associated with slower growth in deaetp countries. They suggest, however, that
the exchange rate regime has no significant impacigrowth in the case of industrialized
countries.
A further problem relating to this literature isatht focuses on the nominal exchange rate rather
than the real exchange rate (RER). Moreover, suiprising that there was little empirical work
investigating indirect relationship between thelex@e rate policy and economics growth in the
case of a specific country. We, therefore, attetmll the gap by econometrically testing for the
indirect linkages between RER and economic growth co-integration framework through the
RER impacts on two important determinants of growtheign direct investment (FDI) and
Exports in the case of Vietham, which is a sucegssfample of a transitional economy, over the
period 1990-2007.
We begin our empirical research with a test forgbssible linkages among RER, Exports and
FDI, which is performed in three steps. The finséds to test for the presence of unit root in each
variable. The second one, having established tther @f integration, employs the heterogeneous
panel co-integration technique developed by Ped(d8B9) to investigate the long run co-
integrated relationships between the variables uastion. In the last step, the Fixed-effects
model will be used to assess explicitly the chamrtbfough which the variables studied can
affect each other. In order to reinforce our sutigashat RER policy may indirectly influence
economic growth via exports and FDI channels, wge gkrform an additional Granger causality
test among three variables: Exports, FDI and growth
The paper’s remainder is organised as follows. i@2 provides a brief data description.
Section 3 specifies the methodology employed aralyaes the empirical results. Section 4
discusses Vietnam’s exchange rate reform and ifga@s on economic growth. Section 5
concludes the paper.

2. Data

As stated above, our paper provides two separalgsas. The first one investigates the linkages
among RER, FDI and Exports. In order to affirm tRER can indirectly influence Vietnam
economic growth through FDI and exports channdls, gecond one will test for the possible
relationships among FDI, exports and Vietnam ecoagmowth.

Firstly, to evaluate the impacts of RER on FDI axgorts, we use the panel annual data from
1990 to 2007 covering FDI inflows, exports and teital RER between Vietnam and its ten
partner countries: Japan; The U.S.; France; Thdil&ingapore; Australia; Malaysia; Hong
Kong SA; Taiwan; Korea. All variables are transfedrinto logarithms and identified as follows:

« EX: Exports from Vietnam to country at yeart in million constant US dollars 1995
(source: Vietnam Ministry of Industry and Trade);
« FDI/: Foreign direct investment flows into Vietnam frozountryi at yeart in million
constant US dollars 1995 (source: Vietham MinigifyPlanning and Investment). In this
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work, we use the implemented FDI inflows data. Téason is that many foreign investors
that invested in Vietnam during the period failedégister their projects with the Ministry of

Planning and Investment in advance. They registéhair investment projects in the

following years after they started the projectsisTheason explains why the officially

registered FDI cannot be used as a consistent@uleie measurement for FDI activities in
Vietnam for our work and also for other rigorousearches.

+ RER: Bilateral real exchange rate between Vietnam eodntry i at yeart, which is

calculated as the product of the nominal excharmge and relative price levels in each
country. The real exchange rate between foreigntcpuand Vietnam at timeis thus:

RER =g, x Du 1)

VN
t

where p” is the price level of Vietnampi*’t is the price level in foreign countryande is the

nominal exchange rate (IMF, International Finan&8#dtistics, line 00rf) between the VN dong
and the currency of foreign countrye is expressed as the number of VN dong units pefdor

currency unit, so thag rises with an depreciation of Vietnam currengguation 1suggests that

we should expect to find a positive coefficient the real exchange rate in all estimated
regressions, where an increase in the bilaterkesednange rate represents a real depreciation of
the VN dong. To construct bilateral RER betweentihaen and foreign country, we use the most
commonly used price series that are consumer prdiees (CPI) (IMF, International Financial
Statistics, line 64, base year 1995). These haee aitivantage of being timely, similarly
constructed across countries and available forda wange of countries over a long time span.
« GDP: GDP of countryi at yeart in million constant US dollars (source: United Nas
Division Statistics).
Secondly, to explore the relationships among ecangnowth, FDI, and exports, our analysis is
based on the aggregate quarterly data coveringflei@l into Vietnam, exports and real GDP
Vietnam from 1990 to 2007. Three variables aretified as follows:

- EX, : Vietnam total exports of goods and services atithet;
- GDR : Vietnam GDP at the timig

- FDI, : FDI flow into Vietnam at the time

All of these three variables are also transfornmtd iogarithms and measured at constant price.
Aggregate data on FDI are obtained from the Forégestment Agency, Ministry of Planning
and Investment (FIA — MPI). Aggregate data on GDE exports are collected from the annual
reports of General Statistics Office (GSO).

3. Methodology and empirical results
3.1. Relationship among RER, FDI and Exports

Firstly, we examine the presence of unit root in panel data. Secondly, having established the
order of integration, we use the heterogeneous|pam@tegration technique developed by
Pedroni (1999)to investigatethe possible long-run co-integrated relationshipsorg the
variables in question. In the last step, the Fixedfects model will be performed.

3.1.1. Panel unit root tests

Unit root tests are traditionally used to testtfoe order of integration or to verify the statiabar

of the variables. Among many recent methods, theelpanit root tests of Levin, Lin and Chu
(2002) (LLC test) and Im, Pesaran and Shin (19873 (est) are the most popular. Both of these
tests are based on the ADF principle. The LLC assumes homogeneity in the dynamics of the
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autoregressive (AR) coefficients for all panel mensb In detail, the LLC test assumes that each
individual unit in the panel shares the same AR@gfficient, but allows for individual effects,
time effects and possibly a time trend. Lags ofethelent variable may be introduced to allow for
serial correlation in the errors. This test mayvimwed as a pooled Dickey-Fuller test, or an
Augmented Dickey-Fuller (ADF) test when lags areluded, with the null hypothesis that of
non-stationarity (I(1) behavior). After transfornuet, the t-star statistic is distributed standard
normal under the null hypothesis of non-statioyarithe IPS test is more general than the LLC
test because of allowing for heterogeneity in dyicapanel. Therefore, it is called as a
“Heterogeneous Panel Unit Root Test”. It is patddy reasonable to allow for such
heterogeneity in choosing the lag length in the ABdt when imposing uniform lag length is not
appropriate. In addition, the IPS test allows fatividual effects, time trends, and common time
effects. Based on the mean of the individual Diekeller t-statistics of each unit in the panel,
the IPS test assumes that all series are nonssayiaunder the null hypothesis. Lags of the
dependent variable may be introduced to allow fmiat correlation in the errors. The exact
critical values of the t-bar statistic are givenIRS test. The IPS test has thus considered a
technique, which has higher power than other téstdding the LLC test. Statistic results of
LLC test and IPS test are reportediable 1

In the LLC test for the levels of FDI and exportise small negative statistics values for each
variable do not exceed the critical values (in &lisoterms). However, when we take the first
difference of each variable, the large negative Idt&tistics indicate rejection of the null of non-
stationarity at least 5% level of significance falf variables. Given the short span of the
individual series, we are more confident to actleptmore powerful IPS panel test results, which
also support that all variables are only statioredtgr being differenced. According to the LLC
and the IPS results, we conclude that all variahtesnon-stationary and integrated of order one
in level but integrated in order zero in their ffidifference at least 5% significance level. Having
established that FDI, GDP, RER and Exports seriesnéegrated of the first order, the panel co-
integration approach is employed to determine #tare of the long-run relationship.

3.1.2. Panel co-integration

Dealing with panel co-integration test, most of theent researches utilised the heterogeneous
panel co-integration technique developed by Ped(®99). This technique allows different
individual cross-section effects by allowing fortér®geneity in the intercepts and slopes of the
co-integrating equation, and makes use of a rekithsed ADF test. The Pedroni test for the co-
integrated relationship, for example among FDlateital RER and Vietnam exports, is based on
the estimated residuals from the following long-maodel:

AFDI' = B, + B,AEX; + AGDR +ARER +¢, )
where i =1,...10countries andt=1,...18period observations. The termis the difference
operator. The terng,, = p,& ., + ¢y is the deviations from the modeled long-run refaghip.

If the series are co-integrated, should be a stationary variable. The null hypothes$iPedroni

procedure is whethexis unity. In addition, the Pedroni technique pesnit test for the possible

co-integrated relationship in four different modé¥odel with heterogeneous trend and ignoring
common time effectM1); Model without heterogeneous trend ignoring comntione effect
(M2); Model with heterogeneous trend allowing commaonet effect M3); Model without
heterogeneous trend allowing common time effét4)( All of the Pedroni’s statistics under
different model specifications are reported able 2

The Pedroni results include seven different stetish two groups. The first group is termed
“within dimension” including: the “panel v-stat” dnthe “panel rho-stat” are similar to the
Phillips and Perron (1988) test; the panel pp{§tahel non-parametric) and the “panel adf-stat”
(panel parametric) are analogous to the singletemquaADF-test. The second group calling
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“between dimensions” is comparable to the group meanel tests of Im et al. (1997). This
group includes three tests: group rho-stat; gropystpt; and group adf-stat. The test statistics
reject the null hypothesis of absence of co-intégmaat 1% of significance level for both FDI
and Exports regressions. We can, therefore, coactbd long-run co-integrated relationship
among the variables studied. Moreover, we noticestsuntially larger panel co-integration
statistics in the FDI regression, meaning that npeeceptible and strong correlation between
FDI flows into Vietnam and bilateral RER.

3.1.3. Fixed — effects estimation

The previous section concluded a long-run co-irategg relationship among the variables, but
did not indicate the channels through which themgables may interact. Applying the Fixed —
effects estimation, this section discusses our eaapifindings on the linkages among bilateral
RER, FDI and exports of Vietnam. In the FDI regir@ssthe dependent variable is value of FDI
flows into Vietnam. Independent variables includ®Rsand lagged GDP of the FDI home
country, exports and lagged exports from Vietnantht® FDI home country, bilateral RER and
lagged bilateral RER between Vietnam and the FDi@country. In the exports regression, the
dependent variable is exports from Vietnam to i Bource countries. Independent variables
include both contemporaneous and lagged valuedatétal RER, FDI flows into Vietnam and
GDP of the FDI source country. In each of two regiens, we add a dummy varialdd)
accounting for the appearance of Asia financiasisyiwhich obviously affected Vietnamese
economy and its trade partners. This dummy takesatue of 1 from 1997 to 1999, and 0O in all
other period. The Fixed — effects estimations dkerfull panel is presented in Table 3.
Beginning with discussion on the FDI regressiosuits, we find that when Vietnam currency

depreciate with respect to the foreign currency éikample, wherRER_, increases), there is a

corresponding increase in FDI. In detail, 1% dejatéan in the VN dong causes an increase in
FDI into Vietnam of 0.92%. There are several pdssidhannels through which bilateral RER
may affect FDI. In Vietnam, the most important ahelns that a depreciation of the bilateral real
exchange rate reduces the cost of domestic lakemd ¢Other productive inputs) relative to
foreign production costs. The depreciation incredabour demand and employment, thereby
raising the return on capital. Thus, an increas€Dr in to response to a money depreciation.
This issue is consistent with a positive value lnd bilateral RER’s coefficient in the FDI
regression, meaning that an increase in the balaRER represents a real depreciation of the VN
dong. Moreover, the bilateral RER may also affdat iato Vietham through an imperfect capital
markets channel. In this case, a real depreciaftidfietnam currency raises the wealth of foreign
investors relative to that of domestic investord #rereby increases FDI. This channel also has
the prediction that a real depreciation increadek Fhe imperfect capital markets channel for
RER effects may be more relevant in merger and isitigimn bids than in the green-field
investments which prevail in Vietnam. Turning te@ texports regression, our results also show
that a RER depreciation has the positive expedfedteon Vietham exports: 1% depreciation of

lagged RER RER_,) or contemporaneous RERRER) with respect to the foreign currency

causes an increase in exports from Vietnam of 0.680027%, respectively.

Additionally, the Fixed-Effects estimation providéher important findings. Firstly, a rise of 1%
in lagged GDP of the FDI home country may caus&%.1Increase of FDI into Vietham and
0.22% increase of exports from Vietnam. Secondly, result suggests that during the Asian
financial crisis period, FDI into Vietham and Viamn exports decrease 15% and 29%,
respectively. Finally, we find out a weakly caubakage between FDI flows into Vietham and
exports from Vietnam to the FDI home country. Trasult suggests an open question whether
FDI into Vietnam plays an important role in pronmgfithe exports from Vietnam to other
countries and does not aim at increasing the exfiarin Vietnam to the FDI home country. We
leave this issue for our future research.
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3.2. Relationship between economic growth, FDI and expts

In this section, we investigate the Granger catysatnong GDP, FDI and exports. Similar to the
previous section, our investigation is performedhiree steps: Unit root test; Co-integration test
and Granger causality test for three time serieisbies: EX ,FDI,,GDR.

3.2.1. Time series unit root test

The Augmented Dickey-Fuller test (ADF) (1979), tRaillips-Perron test (PP) (1988), the
Kwiatkowski—Phillips—Schmidt—Shin test (1992) (KBS&nd the Zivot and Andrews test (1992)
(ZA) are used to verify the stationarity of GDP, IRFihd EXP variables. The ADF and the PP
tests consider the existence of a unit root amthehypothesis against the alternative that the
series has no unit roots. The KPSS test differsmfADF test and PP test by having a null
hypothesis of stationarity. In the literature, KIeSS test is sometimes used to verify the results
of ADF and PP because their probability of rejegtine false hypothesis is low. To capture the
effect of any possible structural break over thtmedion period, the ZA endogenous structural
break test is used, which is a sequential testwhtdizes the full sample and uses a different
dummy variable for each possible break date. THE hypothesis of the ZA test is that the
variables contain a unit root with a drift that kextes any structural break, while its alternative
hypothesis is that the series is a trend-statiopavgess in which a one-time break in the trend
variable occurs at an unknown point in time. TheFAIPP and KPSS results are reported in
Table 4and the minimum t-statistics of the ZA test aggoréed inTable 5

The ADF, PP and KPSS statistics allow us to coreclight all variables are non-stationary and
integrated of order one in level but integratedoader zero in first difference at 1 % level of
significance. In the other hand, following the ZA&sults, we observe that the estimated
breakpoint for EXP series is in December, 1996,3@P series is in April, 1997 and for FDI
series is in January, 1998. These results coinegittethe appearance of Asian financial crisis in
1997, which obviously affected the exports, FDI #meh economic growth of Vietnam.

3.2.2. Johansen Co-integration test

Since the variables under consideration are ndiestay, we apply the Johansen (1988)
maximum likelihood method within a vector autoresgige (VAR) framework determine the
nature of the long-run relationship among the \deis of interest. Before testing for the
Johansen co-integration, we choose the lag lengtrder of the VAR framework by using the
Akaike Information Criterion (AIC) and Schwarz Baj@n Information Criterion (SBIG) The
AIC and SBIC tests (seBable § have both chosen a VAR model with two lags (p)=Adter
choosing the optimal lag, the Johansen co-integrgbrocedure is employed to determine the
number of co-integration equationg a vector error correction model (VECM).

We begin with discussion on results from the madebring deterministic trend. Because the
trace statistic at r = 0 of 55.08 exceed theiiaaitvalues 29.68, we reject the null hypothesis of
no co-integrating equations. In contrast, sincetthee statistics at r = 1of 6.00 is less than its
critical value 18.17 we cannot reject the null hyyesis that there are one or fewer co-integrating
equations. Since Johansen’s method for estimatisgo accept ag the firstr for which the null
hypothesis is not rejected, we acceptl as our estimate of the number of co-integrategiors
among GDP, EXP and FDI variables. Irrespectivehef ¢hoice of deterministic trend, there is
also strong support for one co-integrating veconrge the trace statistics at r = 0 of 59.92 exceed
their critical value 34.55. In sum, the presencdeterministic trend did not change the nature of
at least one long-term relationships between thiamas studies.

L A brief outline of the AIC, the SBIC and the Jokan procedure is presented in Appendix A and AppeBd
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3.2.3. Granger causality test

Having established a long-run co-integrating relahip, the Granger causality tests will be
performed with all variables transformed into fidstferences and including an error correction
mechanism (ECM). To investigate the causal relatgn between three variables, the test
involves specifying a multivariatd” order VECM as follows:

nFDIL] [a] Bs Ba Ba|INFDIT [4 &y
@-L) NEXR |=|a, |+D-(A-L) By Bu B | INEXR, |+| 3, [ECTL]+| &, (3)
InGDR| |a,| B P B |INGDR. | |5, £

In addition to the variables defined aboy&iL) is the lag operatoECT;; is the lagged error-
correction term derived from the long-run co-intggrg relationship between the variables
studied (this term is not included if the variable® not co-integrated) asag, s, ands, are

serially independent random errors with mean zewb fanite covariance matrix. In this model,
the dependent variable is regressed against pdsesvaf itself and other variables. The
significance of the vector of coefficiens which ca be tested by Wald test, implies the tshor
Granger causality. Long-run causality, on the otieand, can be investigated by testing for the
significance of coefficient® by t-test value. We use the same lag length foarttié Johansen
co-integration testp(= 2) in testing for Granger causality in order to ntain consistency with
the co-integration rank estimation. THestatistics in each model indicates the statistical
significance of the short-run causal effect. Tistatistics indicates the statistical significate
the long-run causal effeciable 8reports results of Granger causality tests.

In the model studied, the null hypothesis thatekegenous variables do not “Granger cause” the
endogenous variable in the short-run is rejectedesiher statistics on the explanatory variables
exceed its critical value at the 5% level or beti#®e can thus conclude that there is bidirectional
Granger causality between three variables in questor the long-run, thestatistics values
show that there is also a bidirectional causaktyneen GDP, FDI and EXP variables. This result
suggests that FDI inflows and exports are two irtgrdr determinants of the Vietnamese
economic growth. Moreover, we can argue that FI Wietham is oriented to exports or in the
other words, FDI inflow encourages Vietnamese egporhis finding is consistent with the
theory by Helpman (1984) that the headquarters tenelxport capital equipment and factors
services, such as R&D, to the host country, anéturn, the host country exports input resources
to the home country. In sum, our major findinghattthe RER regime has positive effects on
attracting FDI and promoting exports, which, inntuencourage Vietham’s economic growth.
Hence, in the next section, we briefly present saeas which may be relevant to evaluating
Vietnam’s exchange rate reforms.

4.  Vietnam Exchange rate regime: Reform and Current Poblems

Before the “Doi Moi” Reform, Vietnam had triple-dignflation (774 % per annum in 1986),
multiple exchange rates, and a rapidly depreciatungency in the parallel market. In the early
1990s, Viethnam began to overcome these problemeohtaining inflation and stabilizing its
currency. In the final stage of disinflation, thet® Bank of Vietham (SBV) kept the VND/USD
exchange rate at around 11,000 from late 1991y #897. The exchange rate was, moreover,
virtually fixed at that level from early 1994 totda1996. This “11,000 VND policy” can be
interpreted as an attempt to secure lasting ptedeilgy by the discipline of a dollar peg. This
reform in the exchange rate finally succeeded dluceng inflation to a very low level. However,
the side effect of this policy was gradual overatibn. From the 1996 summer, the SBV began
to effectively depreciate VND by broadening the dwaiath around the official central rate.
During the 1997 Asian financial crisis, VND becaroeervalued relative to the regional
currencies which fell sharply, while Vietnam wast mirectly attacked by speculators. The
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exchange rate band was further broadened to +5%elmuary 1997 and to £10% in October
1997. In February 1998, the official central rateelf was devalued from 11,175 to 11,800
VND/USD. These adjustments brought the actual exgbarate to 12,980, at the most
depreciated end of the revised band. In Februa®@,1he SBV introduced a new exchange rate
mechanism. The central rate was now set dailyeattterage of interbank exchange rates on the
previous transaction day with a very narrow band®fi%. With this mechanism, VND started
to crawl (depreciate) very slowly towards the prédevel of around 15,600 (December 2003)
and around 16,073 in 2007.

Reforms in exchange rate regime have significapibgitive consequences for Vietham's
economic growth through its impacts on FDI and etgpdviore precisely, frorfrigure 1, we can
observe that economic growth, exports and FDI Wigtnam have been stimulated by a RER
depreciation. This indicates the success of Vietimaimproving the efficiency of exchange rate
regime in a way that contributes to significantonsistent economic growth.

Although of success in improving the efficiencyedfchange rate regime, the current exchange
rate mechanism of Vietnam based on averaging optééous day’s interbank exchange rates is
imperfect since it is merely a technical procedwithout analytical linkage with economic
fundamentals. Since exchange rate policy is nahéeéfin terms of economic fundamentals, it is
hard to evaluate whether or not the current le¥&N Dong is appropriate. Vietham, therefore,
needs to reformulate its exchange rate policy imag that clarifies its economics objectives,
which may be include the followingi)(Competitiveness;iij Price Stability; i{i) Domestic
financial stability; {v) Minimizing the impact of various external shock®; Stimulating growth,
capital accumulation particularly FDI.

Basing these economic objectives, Vietham must taitgpolicy goals to initial conditions and
changing circumstances but cannot pursue all thesés simultaneously. Just becoming 150
member of WTO, mixing the two most fundamental gazl competitiveness and price stability
should actually the most basic strategy for Vietnatence, these two goals are achieved,
Vietnam may orient to the fifth goal of stimulatiggowth and FDI. However, competitiveness
and price stability goals are conflicting requiremeBecause competitiveness requires flexible
adjustment of the exchange rate to eliminate oweati®n, but price stability requires using the
nominal exchange rate. In order to achieve simatiasly competitiveness and price stability,
the budget and money must be under control, theedbeneconomy is healthy, and no serious
external shocks exist. In other word, the currestie¢ for Viethamese policy makers is to choose
an exchange rate mechanism, which Vietnam shouwgtad achieve the best mix of exchange
rate flexibility and stability.

5.  Closing remarks

Several conclusions can be drawn from our resedicstly, our research provides a number of
statistically significant linkages among FDI, RERdaexports of Vietnam. On one hand, a real
depreciation of Vietham dong with respect to theeifgn currency increases both FDI into
Vietnam and exports from Vietnam. On the other hame also find an evidence of a causal
relationship between FDI and Vietnam exports. Tihisage puts evidence on the export-oriented
FDI policy of the Vietnamese government and the fl Vietham exports growth in attracting
FDI in Vietham. Our second major finding supportsteong causal link running from exports
and FDI to economic growth, and vice versa. Thiamsethat the Viethamese government has
succeeded in the export-oriented development giyatad in attracting FDI inflows to promote
economic growth. Thirdly, this set of relationshgdbws us to conclude the determinant role of
exchange rate policy in encouraging Vietnam econognowths through two main channels —
FDI and Exports. For conclusion, our paper candamsas a complement to the recent empirical
studies since it investigates the relationships regneconomic growth, bilateral real exchange
rate, foreign direct investment and exports at once
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APPENDIX

APPENDIX A: Akaike Information Criterion (AIC) & Sc hwarz Bayesian Information
Criterion (SBIC)

T T M
T T

where T is the number of observatiofyss the total number of parameters in the mokheis the
natural log, and.L is log likelihood for a VARY) (see further Hamilton, 1994) calculated as
following:

LL = Gj[mﬂﬁﬂ)— K In(271) - K (A3)

In Equation (A2) K is the number of equations, arf@is the maximum likelihood estimate
of E[utut'] , Whereu is the K x1 vector of disturbances.

APPENDIX B: Brief outline of the Johansen procedure

Let y,denote apx1 vector of variables which are not integrated ofoader higher than one,
then y, will be formulated as a VAR model of order

y, =M.y, +M,y,., +\+1,y,, +Deterministic components &, (B1)
where £, is independently and normally distributed, angn,,A,IM,_, are coefficient matrices.
The VAR model can be rewritten to yield a basic \KE@llowing:

Ay, =T Ay, + A+ T LAY,y +TY,, + Deterministic componentset (B2
where ¢, is a (K x1) vector of normally distributed errors that is alyi uncorrelated but has
contemporaneous covariance matr@@, and I,I,I_,_,,and [ are coefficient matrices.
Letr =rank(I'), then if0<r < p, the matrixI" can be portioned intg xr matricesa and Sis
such thatl =af'and 'y, is 1(0) (Johansen and Juselius, 1990). The nummbeo-integrating

relationships isr and each column offis the co-integrating vector. The null hypothesfs o

Johansen’s method is that there are no more thamintegrating relations. This method starts
testing ar = 0 and accepts asthe first value of for which the null hypothesis will be rejected.



Table 1: Panel unit root tests

Pand A: LLC unit root test

Variables
Model Level First difference
EX FDI GDP RER EX FDI GDP RER
1 -157 -1.02 -124 -2.18 -5.45** 5 53*  -433** .5 g8g**
2 -1.77 -1.15 -1.44 -2.26 -4.84%**  5.62% -4 71** .5 4%
3 203 -231 -129 232 -6.65*** -5, 71*** _4,96*** _5 g2x**

(1): Model with heterogeneous intercepts and tmgeneous trend. (2): Model with heterogeneous oatgts. (3):
Model without heterogeneous intercepts. *** (**)gRction of the null hypothesis at the 1% and Sgificance
level respectively.

Panel B: IPS unit root test

Model Variables
eve irst difference
Level First diff

A EX FDI GDP RER EX FDI GDP RER
(1)? -2.08 -1.77 -2.06 -1.52 -2.95%** 3 GE***x D Q1*** D 7H**
(2)IO -0.81 -0.99 -0.73 0.01 -2 45%%% D AT*R* LD 04%*  -2.24%%*

B EX FDI GDP RER EX FDI GDP RER
(1)? -2.27 -2.41 -2.19 -1.72 -2.83%  -2.92%%*_2 Q1% * D 81**
(2)IO -1.16 -1.25 -1.75 -1.88 -2.41%%* .2 3%+ 2,17 -2.08**

(A): Model with common time effect. B: Model withoammon time effect. The critical value at 1%, 5% and 10%
is -2.84, -2.63 and -2.52 respectivélyThe critical value at 1%, 5% and 10% is -1.89.99 and -2.21 respectively.
(1): Model with heterogeneous intercepts and hefeneous trend. (2): Model with heterogeneous iefas only.
**% (**): Rejection of the null hypothesis at thé/d and 5% significance level respectively.

Table 2: Pedroni panel co-integration test

Test FDI regression Exports regression
statistics M1 M2 M3 M4 M1 M2 M3 M4
panel v-stat -0.34 -221 0.29 -1.69 -0.98 -2.83 .720 -2.19
panel rho-stat -4.84 -6.74 -579 -4.28 -3.24  -3.213.78 -3.04
panel pp-stat -11.57 -12.85 -14.19 -18.69 -6.70 .887 -6.47 -6.43
panel adf-stat -6.60 -5.65 -5.22 -11.53 -4.96 13.9-4.48 -4.84
group rho-stat -557 -529 -426 -4.83 -4.14  -3.504.39 -5.20
group pp-stat -14.94 -14.32 -17.73 -18.88 -7.36 .048 -8.21 -8.69
group adf-stat -9.01 -597 -519 -6.60 -454  -3.325.33 -5.71
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Table 3: Fixed — effects Model Estimations

Dependent FDI regression Exports regression
variables Coefficient  Standard error Coefficient  Standard error
estimated estimated
RER’ 1.28 0.89 0.27** 0.024
RER’_l 0.92** 0.32 0.58*** 0.044
FDIti - - -0.05 0.02
|:|:)|ti_1 - - 0.001* 0.0003
EX| -0.49 0.31 - -
EXti—l 0.003** 0.0009 - -
GDFg‘ -3.13 2.30 1.38** 0.63
GDFt"_l 0.18*** 0.002 0.22** 0.0016
DU -0.15%** 0.022 -0.29** 0.059
constant 0.96** 0.17 0.73*** 0.24

The adjusted R-squared of FDI regression is 0.95@ adjusted R-squared of Exports regression is
0.961. *** (**): Significance at the 1% and 5% |dyeespectively.

Table 4: Unit root tests to individual series

Variables Models ADF PP KPSS
Level First Level First Level First
Difference Difference Difference
EXP (1) -1.29  -13.74*** -1.18  -19.46*** 1.84*** 0.19
(2) -2.51  -13.68*** -2.57  -19.81*** 0.74%** 0.02
(3) 1.29 -12.60*** 1.23 -13.35%** - -
GDP Q) -0.18  -11.171%** -0.51  -13.37*** 1.89*** 5
(2) -3.08  -11.03*** -1.19 -11.28*** 0.48*** 0.02
(3) 1.51 -8.20*** -0.63 -8.20*** - -
FDI (1) -1.73 -9.83*** -1.66 -9.88*** 1.54%** 0.8
(2) -2.27 -9, 79*** -2.13 -9.85*** 0.52%** 0.28
(3) 1.12 -9.18*** 1.33 -9.16%** - -

ADF: Augmented Dickey — Fuller. PP: Phillips — Pent. KPSS: Kwiatkowski—Phillips—Schmidt—Shin. (@ndel
with constant only. (2): Model with constant andedministic trend. (3): Model without constant. AlRd PP
critical values are taken from MacKinnon (1991). $P critical values are sourced from Kwiatkowskijllipis,
Schmidt and Shin (1992). *** (**): Rejection of timaill hypothesis at the 1% and 5% significancelleve

Table 5: Zivot - Andrews minimum t-statistics

Variables t-statistics Periods
EXP -2.64*** 28
GDP -2.59%** 30
FDI -3.79*** 33

T-statistics values are estimated from a breaktarcept and trend model. Critical values are thoesgorted in
Zivot and Andrews (1992). Results show no rejecaifamit root hypothesis.
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Table 6: AIC and SBIC results

Lags
p=0 p=1 p=2 p=3 p=4
AIC -5.22 -5.78 -6.85* -5.81 -5.07
SBIC -5.12 -5.38 -6.17* -5.44 -5.26

AIC: Akaike Information Criterion. SBIC: Schwarzy®aian Information Criterion. *; The optimal lag

Table 7: Johansen tests for existence of co-intedi@an vectors

1) (2
Null Alternative Trace test 5% critical Trace test 5% critical
hypothesishypothesis statistics value statistics value
r=0 r>1 59.92 34.55 55.08 29.68
r<i” r>2 11.99 18.17 6.00 15.41
r<2 r>3 0.67 3.74 0.41 3.76

(1) Model with deterministic trend. (2) Model witltodeterministic trend. Critical values are those
reported in Johansen (1995).

Table 8: Granger Causality Test8

Granger causality Wald test (F statistics) t-statistics
N‘,d'vi AlnFDI, AInEXR AINnGDR ECTi1
Dep.va
AlnFDI, - 19.11*** 28.99*** -0.71**
(0.00) (0.00) [0.28]
AInEXR 11.37* - 16.29*** -0.52%**
(0.02) (0.00) [-3.32]
AInGDP 12.59%** 13.94%** - -1.17%*
(0.00) (0.00) [-3.55]

& A shift dummy, DU (which takes the value of 1 fi®@8, January to 2001, December, and 0 in all ofpexiods),
was included in each of the VECM. Dep.var: Depehdariable. Ind.var: Independent variable. Valuasbrackets
are t-statistics. Values in parentheses are p-\valagsociated with Wald test statistics. ** (***) migtes statistical

significance at the 5% and 1% levels respectively.

Figure 1: Exchange rate, FDI and Exports movements Vietnam
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Source: Created from UNSD database; Vietham Mipisfrindustry and Trade;
Vietnam Ministry of Planning and Investment
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