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#### Abstract

We provide a parsimonious axiomatisation of the complete class of absolute nequality indices. Our approach uses only a weak form of decomposability and does not require a priori that the measures be differentiable.
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## 1 Introduction

Absolute inequality indices have the property that, for any income distribution, if any given number of dollars is added to (or subtracted from) every income, inequality remains unchanged. This means that such indices have the property that they are defined for negative incomes: this is particularly important in empirical applications where one is interested in applying inequality indices to the distribution of wealth (net worth may often be substantially negative) or to specific components of income (for example business income). Decomposability of inequality indices requires that, for an arbitrary subgroup of the population, if inequality in the subgroup increases then, ceteris paribus, inequality overall increases. Previous descriptions and characterizations of the class of indices that has these properties have invoked additional assumptions about structure - see section 4 below. Our approach (in sections 2 and 3) is deliberately minimalist in that it uses just the axioms required to define (a) an inequality measure (b) the "absolutist" property and (c) the population structure.

## 2 Setting

The income of individual $i$ is a real number $x_{i}$, and the income distribution for a population of $n$ individuals is a vector $\mathbf{x}:=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ in $\mathbb{R}^{n}$. The set of income distributions for $m$ or more individuals is $X_{m}:=\bigcup_{n=m}^{\infty} \mathbb{R}^{n}$. For an income distribution $\mathbf{x}$, we write $n(\mathbf{x})$ for the dimension and $\mu(\mathbf{x})$ for the mean. A vector of dimension $n$ of which all components are equal to 1 is denoted by $\mathbf{1}_{n}$.

An inequality measure is a continuous function $I: X_{1} \rightarrow \mathbb{R}$ with the property that $I(\mathbf{x})=0$ if $\mathbf{x}$ is an equal income distribution. The higher the value of the function $I$, the higher income inequality. To give meaning to $I$ it is standard to assume the following two properties:

Anonymity. For every $\mathbf{x} \in X_{1}, I(\mathbf{x})=I\left(\mathbf{x}^{\prime}\right)$ if $\mathbf{x}^{\prime}$ is obtained from $\mathbf{x}$ by rearrangement of components.

Transfer principle. For every $\mathbf{x} \in X_{2}$ and any positive real number $\delta$, we have that if $x_{i}<$ $x_{i}+\delta \leq x_{j}-\delta<x_{j}$, then $I\left(x_{1}, \ldots, x_{i}, \ldots, x_{j}, \ldots, x_{n}\right)>I\left(x_{1}, \ldots, x_{i}+\delta, \ldots, x_{j}-\delta, \ldots, x_{n}\right)$.

The essential property for an abolute inequality measure is this:
Translation invariance. For every $\mathbf{x} \in X_{1}$ and any real number $\delta$,

$$
\begin{equation*}
I(\mathbf{x})=I\left(\mathbf{x}+\delta \mathbf{1}_{n}\right) \tag{1}
\end{equation*}
$$

Finally, the following two axioms describe the relationship between population structure and inequality:

Decomposability. There exists a function $A$ such that, for all $\mathbf{x}, \mathbf{y} \in X_{2}$,

$$
I(\mathbf{x}, \mathbf{y})=A(I(\mathbf{x}), I(\mathbf{y}), \mu(\mathbf{x}), \mu(\mathbf{y}), n(\mathbf{x}), n(\mathbf{y}))
$$

where $A$ is continuous and strictly increasing in its first two arguments.
Replication invariance. For every $\mathbf{x} \in X_{1}, I(\mathbf{x}, \mathbf{x})=I(\mathbf{x})$.

## 3 Result

Our result characterizes the class of inequality measures satisfying the five properties listed in section 2.

Theorem. An inequality measure I satisfies anonymity, the transfer principle, replication invariance, decomposability and translation invariance if and only if there exists a real number $c$ and a continuous and strictly increasing function $f: \mathbb{R} \rightarrow \mathbb{R}$, with $f(0)=0$, such that, for all $\mathbf{x} \in X_{1}$,

$$
f(I(\mathbf{x}))= \begin{cases}\frac{1}{n(\mathbf{x})} \sum_{i=1}^{n(\mathbf{x})}\left\{e^{c\left[x_{i}-\mu(\mathbf{x})\right]}-1\right\} & \text { if } c \neq 0  \tag{2}\\ \frac{1}{n(\mathbf{x})} \sum_{i=1}^{n(\mathbf{x})}\left[x_{i}-\mu(\mathbf{x})\right]^{2} & \text { if } c=0\end{cases}
$$

Proof. The inequality measures given in (2) satisfy anonymity, the transfer principle, replication invariance, decomposability and translation invariance. We focus on the reverse implication.

If $I$ satisfies anonymity, the transfer principle, replication invariance and decomposability, then (Shorrocks, 1984, Theorem 4) there exist functions $F$ and $\phi$ such that

$$
\begin{equation*}
F(I(\mathbf{x}), \mu(\mathbf{x}), n(\mathbf{x}))=\sum_{i=1}^{n(\mathbf{x})}\left[\phi\left(x_{i}\right)-\phi(\mu(\mathbf{x}))\right], \tag{3}
\end{equation*}
$$

where $\phi$ is continuous and strictly convex, and where $F$ is continuous in $I$ and $\mu$, strictly increasing in $I$, additive in $n$, with $F(0, \mu, n)=0$. Choose any $\mathbf{x}_{1}$ and $\mathbf{x}_{2}$ in $X_{2}$, and write $\mathbf{x}_{12}:=\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right), I_{k}:=I\left(\mathbf{x}_{k}\right), n_{k}:=n\left(\mathbf{x}_{k}\right)$ and $\mu_{k}:=\mu\left(\mathbf{x}_{k}\right)$. We may write

$$
\begin{equation*}
I\left(\mathbf{x}_{12}\right)=H\left(F\left(I_{1}, \mu_{1}, n_{1}\right)+F\left(I_{2}, \mu_{2}, n_{2}\right), \mu_{1}, \mu_{2}, n_{1}, n_{2}\right) \tag{4}
\end{equation*}
$$

where $H$ is a function implicitly defined by

$$
\left.F\left(H\left(z, \mu_{1}, \mu_{2}, n_{1}, n_{2}\right)\right), \mu_{1}, \mu_{2}, n_{1}, n_{2}\right)=z+n_{1} \phi\left(\mu_{1}\right)+n_{2} \phi\left(\mu_{2}\right)-n_{12} \phi\left(\mu_{12}\right) .
$$

Define $\lambda:=e^{\delta}$ and $\theta_{k}:=e^{\mu_{k}}$. Then $\lambda \theta_{k}=e^{\mu_{k}+\delta}$, and (4) and (1) imply

$$
\begin{aligned}
& H\left(F\left(I_{1}, \ln \left(\theta_{1}\right), n_{1}\right)+F\left(I_{2}, \ln \left(\theta_{2}\right), n_{2}\right), \ln \left(\theta_{1}\right), \ln \left(\theta_{2}\right), n_{1}, n_{2}\right) \\
& \quad=H\left(F\left(I_{1}, \ln \left(\lambda \theta_{1}\right), n_{1}\right)+F\left(I_{2}, \ln \left(\lambda \theta_{2}\right)\right), \ln \left(\lambda \theta_{1}\right), \ln \left(\lambda \theta_{2}\right), n_{1}, n_{2}\right),
\end{aligned}
$$

or, with appropriate definitions of $G$ from $F$ and of $J$ from $H$,

$$
\begin{aligned}
& J\left(G\left(I_{1}, \theta_{1}, n_{1}\right)+G\left(I_{2}, \theta_{2}, n_{2}\right), \theta_{1}, \theta_{2}, n_{1}, n_{2}\right) \\
& \quad=J\left(G\left(I_{1}, \lambda \theta_{1}, n_{1}\right)+G\left(I_{2}, \lambda \theta_{2}, n_{2}\right), \lambda \theta_{1}, \lambda \theta_{2}, n_{1}, n_{2}\right)
\end{aligned}
$$

From Lemma 1 in Shorrocks (1984):

$$
\begin{aligned}
G\left(I_{1}, \lambda \theta_{1}, n_{1}\right) & =c G\left(I_{1}, \theta_{1}, n_{1}\right), \\
G\left(I_{2}, \lambda \theta_{2}, n_{2}\right) & =c G\left(I_{2}, \theta_{2}, n_{2}\right),
\end{aligned}
$$

from which it follows that

$$
c=\frac{G(I, \lambda \theta, n)}{G(I, \theta, n)}=c(\lambda)
$$

independent of $I, \mu$ and $n$. Therefore

$$
\begin{aligned}
G(I, \lambda \theta, n) & =c(\lambda) G(I, \theta, n) \\
& =c(\lambda) c(\theta) G(I, 1, n) \\
& =c(\lambda \theta) G(I, 1, n) .
\end{aligned}
$$

Because $c(\lambda \theta)=c(\lambda) c(\theta)$ for all positive $\lambda$ and $\theta$, we have $c(\theta)=\theta^{c}$ (Aczél, 2006, Theorem 4, p. 144). Consequently

$$
\begin{aligned}
& G(I, \theta, n)=\theta^{c} G(I, 1, n) \\
& F(I, \mu, n)=e^{\mu c} F(I, 0, n)
\end{aligned}
$$

and (3) yields

$$
\begin{equation*}
F(I(\mathbf{x}), 0, n)=e^{-\mu c} \sum_{i=1}^{n}\left[\phi\left(x_{i}\right)-\phi(\mu)\right] \tag{5}
\end{equation*}
$$

In the case of two individuals,

$$
0=F\left(I\left(\mathbf{x}+\delta \mathbf{1}_{2}\right), \mu(\mathbf{x})+\delta, 2\right)-e^{c \delta} F(I(\mathbf{x}), \mu(\mathbf{x}), 2)
$$

and writing $\mathbf{x}:=(u, v)$ this becomes

$$
\begin{equation*}
0=\left[\phi(u+\delta)+\phi(v+\delta)-2 \phi\left(\frac{u+v}{2}+\delta\right)\right]-e^{c \delta}\left[\phi(u)+\phi(v)-2 \phi\left(\frac{u+v}{2}\right)\right] . \tag{6}
\end{equation*}
$$

If we define

$$
\begin{equation*}
\psi(u, \delta):=\phi(u+\delta)-e^{c \delta} \phi(u) \tag{7}
\end{equation*}
$$

then (6) becomes

$$
0=\psi(u, \delta)+\psi(v, \delta)-2 \psi\left(\frac{u+v}{2}, \delta\right) .
$$

This is a Pexider equation with solution (Aczél, 2006, p. 142)

$$
\begin{equation*}
\psi(u, \delta)=a(\delta) u+b(\delta) \tag{8}
\end{equation*}
$$

From (7),

$$
\begin{align*}
\psi(u, \mu+\delta) & =\phi(u+\mu+\delta)-e^{c[\mu+\delta]} \phi(u) \\
& =\psi(u+\mu, \delta)+e^{c \delta} \phi(u+\mu)-e^{c[\mu+\delta]} \phi(u) \\
& =\psi(u+\mu, \delta)+e^{c \delta} \psi(u, \mu) \tag{9}
\end{align*}
$$

Substitute from (8) into (9) to get

$$
a(\mu+\delta) u+b(\mu+\delta)=a(\delta)(u+\mu)+b(\delta)+e^{c \delta}[a(\mu) u+b(\mu)],
$$

which implies

$$
\begin{align*}
a(\mu+\delta) & =a(\delta)+e^{c \delta} a(\mu)=a(\mu)+e^{c \mu} a(\delta)  \tag{10}\\
b(\mu+\delta) & =a(\delta) \mu+b(\delta)+e^{c \delta} b(\mu)=a(\mu) \delta+b(\mu)+e^{c \mu} b(\delta) \tag{11}
\end{align*}
$$

There are two cases to consider.
Case $1(c \neq 0)$. In this case (10) gives

$$
\begin{aligned}
a(\delta)\left(e^{c \mu}-1\right) & =a(\mu)\left(e^{c \delta}-1\right) \\
a(\mu) & =\frac{a(\delta)}{e^{c \delta}-1}\left(e^{c \mu}-1\right),
\end{aligned}
$$

so that, for any given value of $\delta$ and all $\mu$,

$$
a(\mu)=\frac{k_{1}}{k_{2}}\left(e^{c \mu}-1\right),
$$

where $k_{1}:=a(\delta)$ and $k_{2}:=e^{c \delta}-1$ can be taken as constants (conditional on the chosen $\delta$ and the arbitrary value of $c$ ). So the only solution is

$$
a(\mu)=\alpha\left(e^{c \mu}-1\right) .
$$

Therefore, from (11)

$$
b(\mu+\delta)=\mu \alpha\left(e^{c \delta}-1\right)+b(\delta)+e^{c \delta} b(\mu)=\delta \alpha\left(e^{c \mu}-1\right)+b(\mu)+e^{c \mu} b(\delta)
$$

so that

$$
\begin{aligned}
\mu \alpha\left(e^{c \delta}-1\right)+b(\mu)\left(e^{c \delta}-1\right) & =\delta \alpha\left(e^{c \mu}-1\right)+b(\delta)\left(e^{c \mu}-1\right), \\
b(\mu)\left(e^{c \delta}-1\right) & =[\delta \alpha+b(\delta)]\left(e^{c \mu}-1\right)-\mu \alpha\left(e^{c \delta}-1\right), \\
b(\mu) & =\frac{\delta \alpha+b(\delta)}{e^{c \delta}-1}\left(e^{c \mu}-1\right)-\mu \alpha .
\end{aligned}
$$

Since this must be true for arbitrary $\delta$ and $c$, the solution is

$$
\begin{equation*}
b(\mu)=\beta\left(e^{c \mu}-1\right)-\alpha \mu . \tag{12}
\end{equation*}
$$

Case $2(c=0)$. Here (10) becomes

$$
a(\mu+\delta)=a(\mu)+a(\delta)
$$

and the solution to this Cauchy equation is $a(\mu)=\kappa \mu$ (Aczél, 2006, Theorem 2, pp. 35-36). Therefore, from (11)

$$
\begin{equation*}
b(\mu+\delta)=\kappa \mu \delta+b(\delta)+b(\mu) \tag{13}
\end{equation*}
$$

Using that $b(0)=0$ and letting $\delta=-\mu$ and $\kappa=2 \gamma$, we get

$$
b(\mu)+b(-\mu)=2 \gamma \mu^{2},
$$

to which the solution is

$$
b(\mu)=\gamma \mu^{2}+p(\mu),
$$

where $p(\mu):=\Pi(\mu,-\mu)$ with the property $p(\mu)=-p(-\mu)$ (Polyanin and Manzhirov, 1998). Plugging this into (13) gives

$$
p(\mu+\delta)=p(\mu)+p(\delta)
$$

to which the solution is $p(\mu)=\eta \mu$. Therefore

$$
\begin{equation*}
b(\mu)=\gamma \mu^{2}+\eta \mu . \tag{14}
\end{equation*}
$$

From (8), we have $\psi(0, x)=b(x)$; so from (12) and (14) we find

$$
\psi(0, x)= \begin{cases}\beta\left(e^{c x}-1\right)-\alpha x & \text { if } c \neq 0  \tag{15}\\ \gamma x^{2}+\eta x & \text { if } c=0\end{cases}
$$

Note that, from (7), we have:

$$
\begin{equation*}
\phi(x)=\psi(0, x)+e^{c x} \phi(0) . \tag{16}
\end{equation*}
$$

However the constant $\phi(0)$ is arbitrary. Setting $\phi(0)=0$ and substituting from (15) and (16) into (5) produces (2).

## 4 Concluding remarks

While it is well known that the resulting measures in (2) belong to the class of absolute decomposable measures (Chakravarty and Tyagarupananda, 1998, 2009), it has not previously been demonstrated that only these measures belong to the class: previous treatments have introduced a priori additional restrictions such as differentiability and have used a stronger decomposability property.

Letting $c=1$, we obtain the variance and, letting $c<0$, the family (2) is ordinally equivalent to the Kolm (1976) family of measures. As the parameter $c$ decreases, the corresponding measures are more sensitive to transfers between incomes at the bottom of the income distribution. Note that the Kolm measures are the only members of the class of absolute decomposable measures satisfying transfer sensitivity (Shorrocks and Foster, 1987), which is the requirement that a rich-to-poor transfer combined with a simultaneous poor-to-rich transfer at a higher income level (such that there is no effect on the variance) decreases inequality.
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