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Abstract

We assess the extent to which capital buffers ¢dnaital banks hold in

excess of the regulatory minimum) exacerbate rathan reduce the
cyclical behavior of credit. We empirically studyetrelationships between
output gap, capital buffers and loan growth witimfilevel data for French
banks over the period 1993—2009. Our findings reteat bank capital

buffers intensify the cyclical credit fluctuatioasising from the output gap
developments, all the more as better quality chiteonsidered. Moreover,
by performing Granger causality tests at the bankl| we find evidence of
a two-way causality between capital buffers and lgeowth, pointing to

mutually reinforcing mechanisms. Overall, those eiog results lend

support to a countercyclical financial regulatidratt focuses on highest-
guality capital and aims at smoothing loan growth.

Keywords: Bank Capital Regulation, Procyclicality, Capit&8uffers,
Business Cycle Fluctuations, Basel

JEL codes G28, G21

Résumé

Nous évaluons dans quelle mesure les coussinspéaldge capital que les
banques détiennent au-dessus du minimum réglermsnsamplifient plutot
que réduisent le comportement cycligue du crédibusN étudions
empiriguement les relations entre la croissance@oajue, les coussins en
capital et la distribution de crédit a partir dendées individuelles sur les
banques francaises au cours de la période 1993—20098 résultats
montrent que le capital bancaire amplifie les fhations du crédit résultant
du cycle économique, et ce d’autant plus que letalaponsidéré est de
meilleure qualité. Par ailleurs, en conduisant teests de causalité de
Granger au niveau de chaque banque, nous mettadhddance une double
causalité entre coussins en capital et croissancer@lit, ce qui met en
évidence des mécanismes se renforcant mutuelleDans 'ensemble, ces
résultats empiriques plaident pour une réglememntatinanciére contra-
cycligue qui se fonde sur le capital de meillewnalié et qui tend a lisser la
croissance du crédit.

Mots clés: Réglementation du capital bancaire, Procyclidiéussins en
capital, Fluctuations économiques, Bale 3

JEL codes G28, G21



1. Introduction

A puzzling fact about the global financial crisieat broke out in the early
Summer 2007 is the disproportion between the nestldosses from actual
defaults of US subprime borrowers, on the one hand, the huge write-

offs reported by financial institutions as well the large-scale real effects
on the world economy, on the other hand. This sHegrepancy constitutes
a clear exemplification of financial intermediatibring an inherently pro-
cyclical activity. As explained by Boriet al. (2001) and Lowe (2002),
during economic expansions, financial instituti@me more willing to take

risks, credit markets are more prone to competitaedit spreads, risk
premia and other measures of risk aversion appréaghlevels and the

access to credit becomes easier as collateralssaheerising. Conversely, in
recessions, banks and other financial instituticare weaker, more
conservative, and credit declines as net worth aolidteral values erode,

thus exacerbating business cycles.

In the aftermath of the current financial crisisipsrvisors and public
authorities have closely monitored the transmissimennels through which
bank distress might spill over to the real economgrsening the downturn
and dampening the recovery to come. One of theshanéms involves the
lending capacity of banks and the fear of a ‘crediinch’, in which a sharp
decrease in bank capital would result in banks eszjng credit distribution
to maintain their capital ratios, leading to a dreationing that would harm

economic growth.

Undoubtedly, this is the main reason why capitgéations by public
authorities were conditionally granted, subjectfiron commitments by
financial institutions to neither cut dramaticatheir loan distribution, nor
tighten too severely their credit conditions. Whtlthe context of imminent
exit strategies — i.e. the fact that public autiesi would withdraw the
capital they injected in banks’ balance-sheets ndurihe crisis — the

underlying pro-cyclical mechanisms are gaining wided renewed



momentum. Since the G20 Washington Summit in NowymB008,
international political and regulatory bodies hdeeused attention on pro-
cyclicality and policies to mitigate its outsizeffeets> For instance, the
then Financial Stability Forum (FSF), which becaime Financial Stability
Board subsequently, set up in 2008 three workimgigs that analyzed the
various facets of pro-cyclicality (e.g. FSF, 200Bhe Basel Committee on
Banking Supervision (BCBS) has been developing cgolneasures to
mitigate pro-cyclicality (BIS, 2008; Andritzkgt al, 2009). It is also worth
noting that the so-called “Capital Reform Propodalinched by the BCBS
in the mid-December 2009 contains a full packageeésures to promote a
more countercyclical capital adequacy framewor&luding the build-up of
capital buffers, as well as incentives to implenfentvard-looking loan loss
provisioning based on expected losses (BCBS, 2089)he international
level, a broad consensus has been reached thasatdy pro-cyclicality is

a key component of a sound macro-prudential policy.

In this paper, we assess the two-way interplaysvdet bank capital
buffers, lending and economic growth, and examhe éxtent to which
capital buffers might be considered as procycli&}. definition, capital
buffers denote the excess capital banks hold atfe@/eninimum regulatory
level. In contrast to ayclical variable, which follows and is mainly driven
by the business cycle fluctuations,peocyclical variable is supposed to
drive and magnify the fluctuations of economic wtyi The results
reported in this paper provide analytical and eroglirbackground to the
current policy debate on the introduction of couryelical capital buffers
in the future “Basel I’ package and, more gengrabn the procyclical

impact of the Basel regulatory framewdrk.

5See also the Position Paper on a countercycligalatéuffer published by the CEBS in July 2009 BSE 2009).

6 The Basel Committee’s response to the global fimdrwisis includes a proposal that requires battk$old
(countercyclical) capital buffers above the minimaoapital requirements imposed by regulators. Adogrtb the
Committee, such buffers should be built up duringn®mic expansions and drawn down throughout sogmif
sector-wide downturns. Interestingly, if capitalldabelow some pre-specified “buffer ranges” -- lituts still
above the minimum regulatory level -- the bank wido# subject to capital distribution constraingstrictions on
dividend payouts or constraints on employee boayspnts.



The present paper contributes to and extends tiséirex literature on the
procyclicality of bank capital in at least two intpnt ways.

First, the paper reports empirical evidence for Frerahkb, based on both
panel data econometric estimations and Grangerbgugests. The focus
on France is relevant to the procyclicality litewrat because bank lending is
by far the prevailing form of external finance mst country. Consequently,
reductions in lending when bank capital is erodellikely to have more
harmful economic effects than in other, marketsued, financial systems,
where borrowers may alternatively tap the financmrkets or deal with
other financial intermediaries. Moreover, the “prclcal leverage”
hypothesis documented by Adrian and Shin (2010U&ndata does not
seem to hold equally faall industrialized countries (Panetta et al., 2009).
Particularly, while banks and financial instituttoheadquartered in the US
and the UK do exhibit a significapbsitivecorrelation between asset prices
and (marked-to-market) leverage, in France and soiimer few countries
the correlation isnegative Consequently, there seems to be considerable
scope for examining the procyclicality of bank d¢abioutside the US,
particularly in countries where the relationshigvween changes in total

assets and changes in leverage is reversed.

Second the paper reports empirical evidence based oh panel data
econometric estimations and Granger causality.t@kis primary aim of the
panel estimations is to assess the build-up oftalapiffers throughout the
cycle and their impact on bank lending behavioeciely, we estimate two
relationships: i} the empirical effect of economic growth on capitaffers

and (i) the impact of capital buffers on loan growth. important feature
of the present paper is to look not only at thaltoapital buffer, but also at
the buffers composed of higher-quality capital:rTiecapital and core Tier
1 capital. We then investigate the Granger-typesalty between bank

capital buffers and loan growth at the bank lev@. our knowledge, the

7 Adrian and Shin (2010) lend empirical support te thesis that banks tend to adjust their capitatcation
decisions and balance sheets in order to attaire $arget levels of leverage. Consequently, a negatiock that
erodes capital may reduce bank lending and exateettiia procyclicality.



present paper is the first one to use Granger thutests to investigate the
two-way interplays between bank capital buffers aretit growth. In our
view, this approach is relevant because it shedslight on the main causal

links behind the procyclicality hypothesis.

Our main findings reveal that capital buffers andn growth at the bank
level depend on the output gap in a pro-cyclicahnea. In addition, we put
forward that bank capital buffers — especially times related to the purest
forms of capital — exacerbate the cyclical develepta of credit. Finally,
we find evidence of Granger-causality running freapital buffers to credit
growth. Overall, the empirical results lend supptarta countercyclical
financial regulation aiming at smoothing credit \wtb and focused on

better-quality capital.

The remainder of the paper is organized as follMis provide an overview
of the related literature in Section 2. Section €satibes the data and
discusses some stylized facts resulting from sing@scriptive statistics.
Section 4 elaborates on the econometric strategydistusses our main
results. Section 5 analyzes the causality betwemk lzapital and loan
growth. Finally, section 6 concludes and discussEsne policy

implications.

2. Banks’ capital buffers and loan growth: related

literature

The macroeconomic consequences of bank capitaireagents have been
extensively studied since the adoption of the fidasel Capital Accord at
the beginning of the nineties. The empirical litara on the relationships
between output, bank capital (buffers), and loawgn, can be classified in
two broad categories: the first one investigates daterminants of capital
buffers and their potential procyclical effectse teecond one studies the
role of bank capital and other factors in explagniftuctuations in loan
growth.



2.1 Determinants of capital buffers

The conventional starting point for studying capgucture in banks and
non-financial firms is the Modigliani and Miller gposition, which states
that the capital structure does not affect the evadli the firm under the
standard assumptions of perfect capital marketsremdbxes. In the real
world, there are significant departures from Moidigi and Miller’s

assumptions due to taxes, asymmetric informati@ggnay costs, costly
financial distress and, more importantly in theeca$ banks, regulations.
Consequently, targeting ‘optimal’ levels of capitahy be value-enhancing.

More precisely in the case of banks, if the imphkeibsidies arising from the
mispriced financial safety net (barriers to entfgposit insurance, implicit
guarantees...) were large enough, banks may chodseldahe minimum
level of equity capital allowed by their regulatohs that case, one would
observe little or no cross-sectional heterogengityhe reported solvency
ratios, as the capital adequacy framework imposeformn minimum
standards. Yet, this simplistic view does not halslthe reported levels of
capital are heterogeneous, and generally highen tthe regulatory
minimum in developed countries. Flannery and Ran@&d8) and Berger
et al. (2008) provide convincing evidence for thegest US banks, while
Jokipii and Milne (2008), Gropp and Heider (2010) &8rewer et al. (2008)
document the levels and cross-sectional variatiortke bank capital ratios
of internationally active banks.

Why do banks hold so much costly capital over apova the regulatory
minimum? What are the main factors explaining thess-sectional and
time variation in bank capital buffers? The litewrat provides several
competing, albeit not mutually exclusive, answerthese questions (Berger
et al. 1995; Berger et al., 2008; Flannery and Rang@008). First, banks
may hold excess, “precautionary” , capital in ortbeavoid adjustment costs
in raising equity on short notice or supervisoryglges if they approach
the regulatory minimum. Second, if the regulatoapital only imperfectly



reflects the risk of losing the bank’s charter ealaapital buffers act as a
cushion that protects its going concern value. d;Hixanks may also prefer
to hold capital buffers because they fear beingrtsbb funds, should

attractive investment opportunities (e.g. profieabtquisitions) arise in the
future. Finally, banks may maintain higher capitios as a response to
disciplinary pressures exerted by private marketds, to gain access to
specific OTC markets (e.g. derivatives) or to abtaitargeted credit rating

from external agencies.

Although it seems difficult to disentangle theseimas determinants of
bank capital buffers empirically, a better underdtag of the main factors
driving the formation of these buffers may helpdhight on other relevant
policy questions. One of these questions is theyatwality of capital

regulations. Basically, during recessions, the beagital is likely to be

eroded by losses on the loan portfolio, as defanababilities increase with
the worsening of the macroeconomic environments thanks have to hold
more regulatory capital, especially under the Balsstandards. If raising

new capital is prohibitively expensive becausewhele financial system is
under stress, the most cost-effective way to rdbcalpital ratios is to cut
back on lending, thereby amplifying the initial @ssionary shock. If banks
naturally built up capital buffers during good times, in erdo better absorb
losses under stressful conditions, the procyctigationcerns would be
partially offset. If this is not the case, bank ita@pbuffers may move

procyclically. Otherwise stated, banks may tatggher solvency ratios in

bad times in anticipation of future uncertainty doskes on their portfolios,
which would eventually reduce the loan supply fartand exacerbate the

recession.

The empirical literature has not reached conseregerding the procyclical
effects of capital buffers. The common approactdusemost papers is to
assess the impact of the business cycle on thevauoseapital or capital
buffers. In their seminal paper, Ayuso et al. (200€port a robust and
negative relationship between capital buffers amel business cycle for

Spanish commercial and savings banks over the geri86-2000, i.e.



under the Basel | reginfeSome other papers report similaegativeco-

movements between capital buffers and the busiogse using data on
banks headquartered in individual countries: Linsiqu(2004) for

Norwegian banks; Stoltz and Wedow (2010) for Gernsawings and
cooperative banks; Alfon et al. (2004) and Framacid Osborne (2009) for
UK banks and building societies. However, importasymmetries are
reported in these studies between low-and highpjtaized banks,
commercial and savings banks, small and large ban#<uilding societies

and commercial banks.

Other studies examine the same question in a broadss-country setting.
Using a large panel dataset on OECD commercial yaBikker and
Metzemakers (2004) find a moderate relationshipveen the observed
equity capital ratios and the business cycle. Iditah, the procyclicality
effect exhibits substantial variations across coestand bank-size classes.
Jokipii and Milne (2008) complement and extend ¢hdmdings by
conducting a comprehensive empirical analysis om dleterminants of
capital buffers of European banks. They confirmrnbgative co-movement
of capital buffers with the cycle but with some on@ant caveats.
Particularly, for banks in EU accession countrasyell as for cooperative
and smaller European banks, capital buffers moventeo-cyclically.
Finally, Fonseca and Gonzales (2010) analyze the-band country-
specific determinants of capital buffers using egéa panel of banking
organizations headquartered in 70 developing anceldeed countries.
They confirm the existence of different patternscapital buffers across
countries, after controlling for the cost of depesmarket power, and other
relevant explanatory factors. A significant negatirelationship between
capital buffers and economic cycle is reported dalyseven countries. In

8 One may be tempted to infer that if bank capitaffdss move procyclically under the Basel | capiatord, the
procyclical effects should keefortiori stronger after the implementation of the more-ssksitive Basel Il capital
accord. However, such an inference is subject éouual Lucas critique: it would be imprudent tavdmpolicy
implications concerning the potential procyclicalitf Basel Il from the observed cyclical patterrfscapital
buffers under Basel I. Using a dynamic equilibrivmodel of relationship banking in which businessleyc
fluctuations affect the borrowers’ default probétas, Repullo and Suarez (2010) show that capétgliirements
under Basel Il have an ambiguous effect on capitédings. In the same vein, Heid (2007) proposdgfarent
theoretical model and shows that capital bufferdenBasel Il may actually move counter-cyclicabgcause the
rise in risk weights will more than compensatergsguction in bank lending.



five other countries, the sign of the relationstgpreversed, while in the
remaining 59 countries the cycle variable doesembér significantly in the

capital buffer regressions.

2.2 The impact of capital buffers on loans and the rdaeaconomy

The empirical studies mentioned above give someleewie of capital
buffers co-varying with the business cycle. Howeesten if buffers move
in a highly procyclical manner, this result is ordynecessary not a
sufficient condition to observe significant procyclicalityn ithe real
economy. Another important causal link in the paicglity chain has to be

confirmed, running from capital buffers to bankdery.

Another strand of the procyclicality literature, iatn we briefly review in
what follows, has examined the role of bank capital explaining

fluctuations in loan growth.

The effects of capital requirements on banks’ legdbehavior over the
business cycle have long been documented, not betause of the
implementation of the risk-sensitive Basel Il framoek. Indeed, concerns
about the existence of a so-called “bank capitahaokel,” whereby changes
in banks’ capitalization influence the transmissioh business cycle
fluctuations on lending, have been expressed siheeobserved credit
crunches in the late eighties and early ninétiéd he earlier literature,
carefully surveyed by Sharpe (1995) and Jacksoal.ef1999), conclude
that, at least in the short run, negative shocksafmtal lead low-capitalized

banks to cut back on new lending during recessions.

There are two main conditions for the existencthefbank capital channel.

First, the market for bank equity is imperfect,ttim banks cannot easily

9 Another important question examined in the barpitahchannel literature is to what extent theddtrction of the
Basel | risk-based capital accord at the beginwinthe nineties caused or exacerbated the subsedeeline in
output observed in several developed countries.

10 Bank capital may also influence the impact of ssinary shocks on loan growth through the “bamiditeg
channel,” which is built on imperfections in the nket for bank debt. However, as this channel pestao
monetary shocks (e.g. tighter reserve requirementslemand deposits) and the monetary policy tressan
mechanisms, rather than output shocks, we do souss here the related literature.

10



issue new equity to finance profitable lending apyaities due to agency
costs, information asymmetries, and tax disadvastdfashyap and Stein,
1995). Second, banks are subject to regulatorytalapquirements and
have no excess capital to absorb output shocks eMenvbank capital may
affect lending conditions even when capital requigats are not binding, if
banks fear the risk of breaching the regulatoryimim in the future or
want to maintain high credit ratings (Van den Hdu2002). Some papers
add a third condition: banks bear an interest riste due to the maturity
mismatch between their short-term liabilities ameirt long-term assets
(Van den Heuvel, 2002; Gambacorta and MistrullD£0

Recent papers confirm the relevance of the bankataghannel and show
that capital buffers do influence the responseeafling to output shocks.
For instance, Gambacorta and Mistrulli (2004) m@hya set of Italian banks
representing about 80% of aggregate credit and tiadl well-capitalized
banks are in a better position to preserve lendationship by absorbing
temporary difficulties faced by their borrowers. tdrestingly, the
introduction of capital requirements higher thae #tandard minimum of
8% for risky banks resulted in a 20% decline ofdieg after two years.
Using a large sample of listed banks in 31 coustriier and Zicchino
(2005) estimate standard loan growth equationscanfirm that loan losses
usually lead to a larger decline in credit for barlaving smaller capital
buffers. Finally, Francis and Osborne (2009) examwimether a change in
individual capital requirements imposed on a samgpfe UK banks
influences banks’ internal capital targets andium, the lending supply.
They carry out two-step estimations, first identify the determinants of
bank capital ratios and then estimating a modé&mding growth. They find
a positive relationship between capital requirememtd banks’ targeted
capital ratios and between lending growth axdesscapital (defined with
respect to the unobserved target capital ratiokirTresults suggest that
lending growth is less constrained for banks whidid surplus capital
relative to the internal target. They also simuldte impact of a counter-

cyclical measure consisting in raising graduallgita requirements by 3%

11



over the period 2000--2003; this would have damg@éoan growth by 20%
over the period 2000--2007, when the credit booslldd in the UK. In a
recent related contribution, Berrospide and EdgEL.@2 find a significant
and positive relationship between lending and ehapdtio at the individual
level (better capitalized banks grant more creat)atever the measure of
capital ratio used. However, they infer substalytiadmall effects in
magnitude of capital-to-asset ratios on lendingradistimating both panel
regressions for a sample of large US banks andctweautoregressive
(VAR) model. They attribute this result to the fatat US banks were better
capitalized and closer to their target capitalostn 2008 than they were

just before the credit crunch of the early nineties

The literature has mainly focused on the procytlietiects of capital
buffers by assuming a significant decline in ecomoattivity caused by a
reduction of the credit supply. Fonseca, Gonzaed, Da Silva (2010) take

a different approach by analyzing and testing tbeemtial expansionary
effect of capital buffers through a reduction itenmest rate spreads. They
find that well-capitalized banks chardewer interest spreads to their
borrowers and also pdgwer, but safer, interest rate spreads to depositors.
Capital buffers appear to have stronger influencegh® economic activity
through theseprice channels in developing countries during downturns,

partially offsetting the procyclical effect.

3. The dataset

3.1 Description of the data

To construct our sample of banks, we rely on a idential database
provided by the French Prudential Supervisory ArtiidPSA). We start
from an unbalanced panel dataset covering 231 Rrdmanks on a
consolidated basis over the period 1993-2009, geaaly frequency. We
prefer to use consolidated rather than solo (uralateged) data in order to

make the prudential data, especially the capitffiebaifigures, as relevant

12



as possible. More exactly, we decide not to makeafishe quarterly Basel
Il — compliant data, because they would not givéong enough time series.
Indeed, the quarterly reports are available fonEinebanks only after 2007.
As we are interested in banks with significantlydotime series, and in
order to be consistent with the selection rule igdpin the subsequent
Granger causality tests, we restrict our sampklase banks for which we
record at least eight consecutive observations dor two dependent
variables: capital buffer and loan growth. In aibdif as we are interested in
the behavior of banks for which granting loansng of the main activities,
we exclude the banks whose loan stock is belowmildn euros, which is
a low threshold and thus not too restrictive. MoB¥p we remove bank
holding companies for credit cooperatives and mubaeoks in order to
avoid double counting of loans outstanding, whiollld stem from the fact
that regional credit cooperatives report their pntéal and balance sheet
data to the supervisor on a “sub-consolidated” shaafter cleaning the
initial dataset, we end up with 98 banks that re@né about 70% of the total
bank loan outstanding in 2009, which makes our fila@aset representative
of the French banking system.

Particular attention is paid to the treatment ofikbanergers, which may
otherwise distort loan growth. To that end, we agerudential Supervisory
Authority internal database listing mergers involyi French credit
institutions from 1993 onwards. For each mergerpwéd a fictitious bank
the year preceding the merger by summing the laatstanding of the
merging parties. This then allows us to computeam Igrowth net of the
effect of the merger for the year of this eventséme few cases, we do not
have any information on the absorbed entities. Thexclusively the case
when the latter are very small banks. In that casejnterpolate the loan
growth between the year preceding and the yeasviollg the merger. We

finally end up with 1,305 bank-year observations.

13



As far as the aggregated series are concernedutoggps are extracted
from the OECD database and are calculated by wsiprgduction function
approach to derive estimates of potential outpldthe main refinancing
rates are taken from the Banque de France for #98-1998 period and

from the European Central Bank databases for tB8-2009 period.

3.2 Descriptive statistics

The 98 French credit institutions included in oataget can be split into
three categories according to their legal staiy21( commercial banks; (ii)
61 mutual, savings banks and credit cooperativiég$; 16 financial and
investment firms. Table 1a displays some descepsiatistics for all banks
and by decomposing the sample into these threggaads. The median
capital buffer for the whole French banking systamounts to a high value,
namely 46% of the regulatory minimum. This figureggests that most of
the time the regulatory constraint is not bindifge buffers are especially
high for the financial and investment firms (92.7%pncerning Tier 1 and
core Tier 1 capital buffers, their median largelye@ome the regulatory
minimums (238% and 456% respectively for the whedenple). Mutual
savings banks and credit cooperatives display & \regh level of
capitalization for these highest quality forms @pital (median figures
reaching 270% for Tier 1 and 523% for core Tienrd )ine with the stylized
facts reported in the literature (Stoltz and Wed2@4.0; Jokipii and Milne,
2008). This finding may stem from the fact thastkind of banks may have
a lower access than commercial banks to debt msints included in
overall capital, such as hybrid securities. Anotilteresting feature is the
high degree of cross-sectional heterogeneity o$ehevels of buffer, as
reflected by relatively high standard deviations.

11 potential output is determined as the level opouthat results when all factors of production &oil factor
productivity are at their potential levels. The mutt gap is then defined as the difference betwestunaband
potential output, expressed as a share of potenttplt.

14



Graph 1 enables us to observe the fluctuationseobuffers. It suggests that
banks do not target a fixed buffer as the evolutibtheir level of capital is
not correlated with the evolution of their risk-gbted assets (RWA).
Another interpretation is that changes in the levklcapital buffers are

driven both by changes in the level of total cdmtad in RWASs.

[Table 1a and Graph 1: Descriptive statistics omrbank variables]

Graph 2 illustrates the evolution of the output ,gagedit growth and the
average capital buffer for the whole banking systdimsuggests the
existence of cyclical patterns in the evolutionbahks’ capital buffers and
credit growth. The picture is somewhat mixed assiga of the relationship
between those three variables seems to differ digpgron the period. At
first glance, there seems to be a break in 200Gnwihe relationship
between the average weighted capital buffer onotie hand, output gap
and loan growth on the other hand, turns to be thegaHence, our

econometric investigation will allow for an altetive specification

estimated on the period prior to 2000.

[Graph 2: Output gap, capital buffers and bank Igaowth]

Table 1b provides the correlation coefficients kew the means of the
variables in our model. We find a slightly negatogrelation between the
capital buffer and the output gap (-0.02) i.e. arelase in the output gap
would be coincident to a rise in capital buffernsistent with the intuition

of a precautionary behavior by banks. As expedtat) growth and output
gap are positively correlated (0.05). Interestingllyere is a negative
correlation between the total capital buffers dmllban growth (-0.06); this
result is stronger for Tier 1 or core Tier 1 caphliaffers, the correlation

coefficients being -0.12 and -0.22, respectivelg3édnegative correlations

15



are consistent with the idea that a decreasingubgigpo would be associated

with more capital buffers that would in turn sloaveh loan growth.

[Table 1b: Correlation coefficients between the nseaf the variables]

4. Model and results

Our purpose is to understand whether bank capittiets exacerbate the
cyclical behaviour of loans that is to say whethmnk capital is a
transmission channel from output gap fluctuatiom<redit developments
that behaves pro-cyclically. Hence, we estimate égoations: the first one
seeks to assess whether the output gap is a detsrmof the capital
buffers; the second aims at understanding the teffiecapital buffer on the
loan growth controlling for the output gap. Shoaldlecrease in the output
gap leadn fineto a decrease in loan growth through capital bsffénen the
procyclical effect of the latter would be demontgda This is the hypothesis

we are testing in this Section.

4.1 Banks’ capital buffers equation

In a first step, we estimate a relationship betwesmnks’ capital buffer and a

set of explanatory variables. The model is expksseollows:

M
B, :ao+zamxm,i,t t&,, (1)

m=1

_ KR
where B, :100K"7RKit is banki’s capital buffer at time, expressed as the
it

relative gap between the actual amount of banktaapi, and the

regulatory minimum capital requiremerty; a, is the intercept a,,

m=1,...M, denote theM coefficients common to all banks on the

explanatory variablesXni; &, the residuals of the equation assumed

independent and identically distributed.
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As we want to test whether the capital buffer delsemn the business cycle,
the set of explanatory variables includes a vasialshpturing the
macroeconomic conditions in addition to bank-speciariables. Our

explanatory variables are as follows:

* the lagged dependent variablé},; to account for a possible

autoregressive behavior of capital buffer for ins@a due to adjustment

costs of capital. Hence, we expect a positive sign;

* the annual return on equityROE, . Considered as a proxy for the cost of

capital, it is expected to be negatively correlatth capital buffer;

« the ratio of total provisions for loan to totaklts Prov;, as a proxy for
the internal measure of risk. The expected sigansbiguous: it may be
positive if the decision of a bank to raise capgi@gnals its risk aversion
and/or a better capacity to absorb losses in tlereu It may also be
negative if losses reduce the level of capital,

* the size of the bankSize, measured by the total assets of a bank minus

mean total assets of all banks, both being takdogarithm at the end of
the year. The ratio of each bank’s assets to thenrtmal assets is meant to
avoid spurious correlation stemming from a timedrén banks’ assets. We
expect a negative sign, as big banks have lesatimes to constitute capital
buffers due to a lower risk aversion, in line withe too big to fail
hypothesis and due to their higher ability to de¥lgr risks and access
funding;

- the output gapGDP, The sign of the coefficient determines whether

banks constitute precautionary savings in bad tiffiese sign is negative),
in which case procyclicality may occur or tend tao®th their activities

across the cycle (if the sign is positive).

The model to be estimated over a panel of banlxsessed as follows
(expected signs in brackets):
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Kig = Kip
By =100— ") =a

Prov, +a_Size +¢& (2)
i i i
Kit

+aB|t— +a GDPt+a ROEit+a t TasSIZE + &,

0O "1it-1 "2 3 4

(+) @ 60 & 06

In equation (2), our variable of interest @DP , the other variables stand

for control. We use the Arellano—Bover (1995) Geatized Method of
Moments (GMM) estimator to take account of seveharacteristics of our
panel: (i) the possible endogeneity of the explanyavariables, especially
the lagged dependent variable; (ii) the presencéxefl effects possibly
correlated with the explanatory variables; (iiijetlshort time dimension
(T=17) and larger cross-section dimensidd £98); (iv) the possible
autocorrelation of residuals and heteroskedastiogyveen banks. As we
want to account for a possible endogeneity of tHeERwe use as
instruments for the differenced equation: the sdcand third lags of the
dependent variable, the first and second lags@ROE in level and other
explanatory variables in difference; for the leeguation, the differenced
dependent variable, the ROE and other explanatamabes in level. The
choice of lags for the instruments related to tepeshdent variable is driven
by the need to avoid too many instruments comp#oethe number of
individuals. Our post estimation diagnosis inclua@eSargan test to check
the validity of our instruments and a m2 test clagkfor the non
autocorrelation of order 2 of the differenced rasid. Both tests validate
our specification: our instruments are exogenousrat correlated with the

error terme, ; and the residuals exhibit the expected charatiesi:2

Results are presented in Table 2. As far as ouahlar of interest — the
output gap — is concerned, we do find a signifiGamd negative coefficient
(Table 2, column 1). This result tends to attesit th worsening real
economy situation is translated into an increasieaimk capital buffers that

can be interpreted as an increase in precautioregrves in bad times.

12 Results are not reported for the sake of brebity,are available from the authors upon request.
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Note that this effect would pave the way for pralmality, if more capital
buffers were to amplify the cyclical slowdown ofalo growth. As for the
control variables, the coefficient of the laggedféuis positive with a
significance close to the 10% threshold. Its smrabnitude (0.16) suggests
a slight autocorrelation of the total capital budevel. The coefficient of
the size is significant and has the expected negaign: large banks hold
less capital, in line with th@o-big-to-fail hypothesis. As regards the other
two bank-specific variables, namely the return goity and the ratio of
provisions, they prove significant with signs sesgfting the following
relationships: a higher profitability, reflecting lagher cost of capital,
weighs on the total capital buffer; a higher loassl provisions rate reflects

a more careful behavior of the bank, which incesasotal capital buffers.
[Table 2: Determinants of banks’ capital buffers]

To check for robustness, we carry out severalratere estimations. First,
as the relationship between bank’s capital buffdrank-specific and
macroeconomic variables might be stronger for tinegt forms of capital,

we substitute successively the Tier 1 capital bufée, and the core Tier 1,
Beoeit,» fOr the total capital buffer in equation (2). Thén is to check

whether the different forms of bank capital reaffiecently to the same set

of explanatory variables, especially across thdaecyBit is thus defined as

K KR

= TE the regulatory minimum level for the Tierl ralieing set

TIER,

. , Keore —K& :
at 4% of RWASs. B, Is defined as—"=_—=%  with a regulatory

core,

minimum level for the core Tierl ratio being seR% of RWASs.

The estimations confirm and even reinforce thosevipusly obtained
concerning a possible procyclicality effect (TaBlecolumns 2 and 3). More
specifically, the higher the quality of capitalethigher the coefficient of
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the output gap, still statistically significant.i$suggests that the sensitivity
of highest-quality capital to the business cyclbigher than that of the total
capital. The autoregressive coefficients of Tientl core Tier 1 buffers are
greater than that of the lagged total capital buffdich suggests that banks
face higher adjustment costs for the purest forinsapital. Moreover, the
coefficients on the other bank-specific variablesept the size are not
significant, although of the same sign as for th&ltcapital buffer. The
coefficient on size proves significantly negatilager and more significant
than for the total capital buffer, suggesting tih&ttoo-big-to-failhypothesis
softens the capital constraints on large banksoespefor the Tier 1 and
core Tier 1 capital. Finally, the lower significanof the coefficients
between the bank-specific and the macroeconomi@hlas suggests that
macroeconomic conditions are the main drivers eflével of bank capital

buffers.

Second, we restrict our estimations to a sub-samiplFedit cooperatives
and savings banks in order to analyze the effeictenlegal form on the
relationship between macroeconomic conditions autal buffer (Table 2,
column 4). As credit cooperatives and savings bamkstypically smaller
than commercial banks and are likely to have a nlionéed access to
funding markets, we expect a higher autoregressiedficient and a higher
sensitivity to the business cycle. Indeed, the ragi@ssive coefficient is
larger than in the estimation on the whole panab(& 2, column 4 versus
column 1). The coefficient of the output gap is tbE same order of
magnitude, though much more significant. Lastlg, toefficient on the size
is significantly negative, as previously. All inl,athe results confirm a
negative relationship between the output gap aadcépital buffer as well
as an autoregressive behavior of the capital hufférese results are
particularly large and significant for the purestmis of capital and for

cooperative banks.
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4.2 Loan growth equation

In a second step, we estimate the relationship dertviloan growth - at an
individual bank level - and a set of explanatoryiatales including bank-
specific and macro variables. All variables aretemporaneous with the

exception of the lagged dependent variable. Theyarfollows:

» the lagged dependent variable, meant to assessutfioeorrelation of

credit growth;

 the bank capital bufferB, which is the key variable in this equation,

meant to test for procyclicality, as explained belti also assesses the bank
capital channel, i.e. the impact of the level ghitalization of a bank on its
supply of loans,

* the ratio of liquidity of the bank,Liq, measured by the ratio of liquid

assets to total assets. Liquid assets are compmgethe sum of cash,
interbank loans and securities held in the tragiogfolio and available for

sales. A positive sign is expected as the liteeahas recently shown that
liquidity, in addition to solvency, is an importadeterminant of loan

supply, and that liquidity and solvency have langeractions. However,

banks may prefer to hoard liquidity during periods$ stress for

precautionary reasons. In this case, a negativeisigxpected;

* the bank’s sizeSize, as previously defined, used as a proxy for the

magnitude of adverse selection problems faced kkdavhen raising
uninsured finance due to information asymmetrynglthe lines of Kashyap
and Stein (1995). The latter found evidence thatllsbanks cut loans by
more in response to external shocks. The expedagedos this variable is
thus positive, as the loan supply of large bankexpected to be more

insulated from external shocks across the busineds;
« the output gapGDP,, for which we expect a positive sign, signaling th
banks’ risk aversion: banks are thought to incrdases when risks are

perceived to be weak, namely in an expansion amtlicee them in

recessions;
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* the refinancing rate of the central bamk,for which we expect a negative

sign since this variable represents the cost ok beimancing.

Therefore, our model is expressed as follows:
Alogc, =By +BDlogc, _ + BBy +Baliay +B,Sizg +'BSG|5Pt +Bgh +u (3)

(+) (?) (+) (+) )+ )
where £, are parameters to estimatg, being an intercept and, is the

residuals.

Our variable of interest in this estimation is tank capital buffers. Its sign
will be decisive for testing the hypothesis of prdeality. Let’'s assume a
negative shock on the output gap. This would resulin increase in the
capital buffers according to our previous resuftsSection 4.1. If after
controlling for output, that increase in the caphaffers enhances loan
growth (positive sign), lending behavior would ambunter-cyclically,

mitigating the effects of the initial shock. On thentrary, if that increase in
capital buffers results in a decrease in loan dgnolmegative sign), capital

buffers would amplify the initial shock, paving they for procyclicality.

Note that a positive sign is generally reportethim literature on US banks.
It is interpreted as consistent with the bank egihannel hypothesis: well-
capitalized banks should be less constrained usttess conditions and
would not restrict the credit supply in order to iman lending

relationships. However, the evidence on the impabiank capitalization on
credit growth is somewhat mixed. First, in theimgeal paper, Berger and
Udell (1994) find that in the particular case ofnuuercial real estate
lending and two other credit sub-categories, thdime in growth rates of
loans for well-capitalized banks was actually lartpan for low-capitalized

banks. This finding is inconsistent with the idkattcapital constraints were
the main driver of the credit crunch during the etiés and implies a
negative sign for the coefficient of the capitaffbuin the credit growth

equation. Second, using micro-level data on Gerranks, Stolz and
Wedow (2010) find that low-capitalized banks adiuado not reduce

22



lending during economic downturns. Again, this hebtracontrasts with the

results commonly reported in the US literature.afiyn anecdotic evidence
indicates that despite huge injections of publind® in the largest banks
since the beginning of the current financial crisiank loans have dried up
at a rapid pace in the vast majority of developedntries. Instead of using
the public funds to sustain lending to the realt@edhe largest banks
decided to boost their liquidity buffers and calpitatios perhaps in

anticipation of future losses on their asset ptaso This behavior is

consistent with the results reported by Frame.gRal09), who fail to find a

significant effect of the public fund injections @he loan supply of the

largest US banks. In addition to a statistical sssent of the effect of bank
capital on lending behavior, we also allow for éi#fint measures of capital
buffer depending on the capital’'s quality, nameliak capital buffer, Tier 1

capital buffer and core Tier 1 capital buffer.

We use the same econometric methodology as prdyiagynamic GMM
modela la Arellano-Bover). As GMM instruments, we chose tlependent
variable (the second to fourth lags in levels fog tifference equation and
the second and further lags in difference for #neel equation) and the
buffer that we consider endogenous consistentliz Wie results of Section
4.1 (the first to third lags in levels for the @ifénce equation and the first
and further lags in difference for the level eqouia}j as standard instruments
we rely on the other explanatory variables in fidifference for the
difference equation. We also perform an AR(2) tagl an m2 Sargan test

which both validate our specification.

The main results are presented in columns (1) Joof3Table 3. The
coefficient on the output gap is significantly go® whatever the measure

of capital buffer considered: when the output gagreases by one
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percentage point, loan growth increases by aboper8ent. The liquidity
ratio is not found to have a significant impactioan growthe.

More importantly, in contrast with the results coomty reported in the
literature concerning US banks including the mestent papers (see e.g.
Berrospide and Edge, 2010) the coefficient of th#ep is found negative.
Consequently, when the buffer increases, banksglggs loans, even after
controlling for the output gap. This result is tile more significant as the
capital buffer considered is of higher quality, slibeither the magnitude of
the coefficient or the statistical significancetioé coefficient be considered.
This result is somewhat conflicting with the fureting of the bank capital
channel as it has been studied until now and with findings of most
papers on this topic. It is of crucial importaneatasignals that an economic
downturn that would lead banks to increase theffebs (part 4.1) would
result in a decreasing loan growth even after odiiig for macroeconomic
factors. From this perspective, capital buffers ehav procyclical effect.
Interestingly, if we consider either the effecttioé output gap on the capital
buffers or that of capital buffers on the loan gilmwesults prove much
more significant when capital of better qualityaosked at. This means that
the procyclical effect aforementioned is especiaile for Tier 1 and core
Tier 1 capital. This results may signal a spedéature of French banks,
namely a weak bank capital channel, as statech&amce by Jimborean and
Mesonnier (2010). It may also capture more gené&ratures of bank
lending, as it is consistent with some recent thieoal findings. Indeed,
Valencia (2010) shows that banks facing higher riacgy may prefer to
keep higher capital-to-asset ratios and to delgegrdue to precautionary
motives that are presumably much stronger duringesgons. The
magnitude of those effects is not negligible: ferample, an increase in the

core Tier 1 capital by 1 percentage point (from ltheer bound of 2% of

13 However, as a robustness check, we also usedematlve measure of liquidity given by the depositredit
ratio. In this case, we find a significant and riegacoefficient, which tends to confirm that diginecessions
banks may choose to hoard liquidity for precautipmaasons rather than lending to the private secto
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risk-weighted assets to 3% for instance) would lolwan growth by 5% all
other variables kept equal.

We carry out additional estimations to better chduk results. First, we
restrict our sample to the 1993-2000 period, i.efoke the euro cash
changeover, in order to account for potential $tmat breaks (as observed
in Section 3): results remain unchanged as regaudwariable of interest
both in terms of magnitude and significance (Taklecolumn 4), though
lagged loan growth appears more important in erplgi current loan
growth. Likewise, we exclude the 2007-2009 periocthheck whether our
results are driven by the effects of the financiais and the simultaneous
implementation of Basel 2: results remain unchangédch suggests that
they are robust to changes in the period of observaSecond, as our
results might also be driven by the behavior ofjéaand risky banks, we
add an interaction term between the capital buf#ied the loan loss
provision (Table 3, column 5). We do find a negatiand slightly
significant coefficient for that variable. This wscan be interpreted in the
following way: riskier banks which exhibit a highlean loss provisionsr
banks adopting a safer forward-looking behavioradplify the procyclical
effect of bank capital buffers.

[Table 3: Estimation of loan growth]

In conclusion, the econometric investigation careit in Section 4 shows
that capital buffers amplify the cyclical behaviok loans caused by the
output gap. This result is all the more relevamivagocus on the Tier 1 and
the core Tier 1 capital, that is to say its puEshponents. In the current
context of discussions of the future Basel Ill feamork, those results do
support the view that an efficient macroprudentégjulation should aim at
smoothing credit growth and, having this objectivenind, bank capital is a

relevant instrument. In that respect, accordinguo results, regulating the
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purest components of capital is the most efficiaaty to dampen the
procyclicality of banks’ capital buffers.

5. Granger causality tests

We now check for the causality between capital drgffand loan growth.
Should we find that the capital buffers “cause” tmedit cycle, this would

allow us to validate the procyclicality hypothesis.
5.1 Methodology

Standard Granger causality tests are based onskmes estimations.
Variable x; is said to “cause” variablg if the lagged values of improve
the forecast of;. Under the usual assumptions of stationarity efghries,

the standard version model is the following:
K K
Yi :zakyt—k+2ﬂk)(t—k+ﬂ+ut (4)
k=1 k=1

whereay, fxandp are parameters to estimakethe optimal number of lags
in the regressiony; the residual of the equation. The causality teshes
down to estimate Equation (4), on a given timeqzeof length T, and then
test for the nullity of all the coefficients on tHagged values of..
Generally, the estimation is run as a bivariatdoreguto-regression (VAR),
as the two senses of causality are searched rffarltsineously. The null
hypothesiH0 is that of no causalityH0: 8 =0, wherep = (f1,.., fk) is the

vector of the lagged coefficientk. The nullity of all the coefficientg is
tested through a Wald test.

As we deal with panel data with a small time dimems(T= 17 at
maximum), standard individual teststé® are not powerful. Hence, we use
a panel-causality test proposed by Hurlin (2009)&80We will test for
causality for each bank individually, running N imdual regressions as
Equation (4). Let us re-write Equation (4) to takéo account the cross-

section dimension of the panel:
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K K
Yie = zak,i Yiek T Zﬁk,i Xk TH T U 5)
k=1 k=1

where aii, f«i and i are parameters to estimate, allowed to be different
across individualsK a given number of lags common to all individualsd

ui the residuals of the equation. Following Hurlird@8), we test for the
homogeneous non-causality. The null hypothesigas there does not exist

any individual causality.

HO: 8 =00i =1..N (6)

where B =(8,....8¢ ) is the vector of the coefficientg. . Therefore,

rejecting the null means that there exists at least individual for which
there is causality. The alternative hypothesis ba&n specified as the

following:

H(1) A ZO’Df = LN, 0=<N; <N )
B #0,0i =N,,..,N

First, we calculate the individual Wald tes®§ for S =0 in the N

estimations of Equation (5). Then, we compute tleamWald test for the
— N —
panel: W, :%ZW . This statisticW,, converges towards ¥ (K), when
i=1
the time dimension of the pané€ltends towards infinity, whereas it is not
appropriate because of its low power for panelshwit small time

dimension. In the case of small time dimension, liHU(2005, 2008)

recommends using the following statistqu:

o, KO oKD K G2 -K-3 = (g
o m[w“ NiZ:;(Ti—2K—3)}[2N§(Ti_2K_3)2(Ti_ZK_SJ v

Z, is shown to follow a normal distribution N(0,1), @rinthe cross-section

dimension tends to infinity. Monte-Carlo simulatsoshow that the power of
this test is high even for small panels (HurlinD2) it is close to 1 as soon
as there are more than 25 individuals in the sanepien for time dimension

as small as 10.
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5.2 Results at the bank level

We test for Granger-causality between banks’ chpiéfers B, , and the
loan growth Ac, by implementing the panel-causality test propobgd

Hurlin (2005, 2008) and described in the previcetion. The sample is the
same as in the previous section, composed of 98shamn period 1994-

2009. If the procyclicality hypothesis of capitalffers holds, the causality
would run from the capital buffers to the loan gtbwin this case, we

expect the null hypothesis of no causality to heated.

We check that the series are stationary. We teshypothesis of a unit-root
by using the standard panel unit root tests: Lekin,and Chu (2002); Im,
Pesaran and Shin (2003) as well as augmented Dieldbsr and Phillips-
Perron tests (Table Al in the Appendix). The resaftevery test show that
both series (buffer and loan growth) are stationary

The VAR is expressed as follows:

K K
Bi = Z Qi Bip—x + Z Bik ACy— + My + Ugy
k=1 k=1

K K
Acy = Zazik Bit—k + ZﬁzikACit—k + i Uy 9)
k=1 k=1
When running the individual VARs, we get the sanpimal number of
lags K=1, for all banks using either the Akaike or Schevariteria.
Therefore, we fix the common number of l&g$o 1.

Results show that causality runs in both directiomsr the whole panel
(Table 4, columns 1 to 2). This finding suggestdually reinforcing effects
between the two variables but might result fromoanmon factor, as the
two variables are affected by the output gap. Alabthe coefficients in the
VAR confirms the negative relationship between tapital buffer and

credit growth found in our previous GMM estimatioAsdeeper analysis by

14 Two banks have been removed from the sample becd insufficient number of data points.
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category of banks reveals that, for the largestgmaty of credit institutions,
namely mutual banks, the causality runs only froapital buffer to the
credit growth, suggesting that lending decisionpetel more strongly on
the level of capital for this category, for prevéby mentioned reasons

(lower size, more limited access to funding andt dedrkets).

[Table 4. Granger causality tests on capital budfed loan growth — panel

level]

To check the robustness of our results, we firstycaut the Granger
causality tests dropping successively one of thb&tks (with replacement)
included in the sample. This procedure reveals thattest statistics is

robust to the exclusion of any bank.

Second, as we noted in our GMM estimations thaeffext of high quality

capital buffers on loan growth was higher than éfiect of low quality

capital buffer, we re-run Granger causality testsibbstituting core Tier 1
capital buffer for total capital buffer (Table 4olemns 3 to 4). Results
confirm the previous findings while being more siigant, in particular

when splitting the sample into the different catégm of credit institutions.
This finding indicates that high quality capitalvéé may be a more
important driver of banks’ lending decisions thatat capital.

6. Conclusion

The current financial crisis has revealed an istdrfeature of the financial
system that bankers and other market participastsyell as policy makers,
seem to have forgotten after a long period of uallgustable
macroeconomic conditions, suggestively labeled bgnyn “the great
moderation.” Namely, banks and other financial imediaries may act in a
highly pro-cyclical manner, thereby exacerbatinthea than reducing the

business cycle fluctuations. One source of proicality that has been the
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focus of intensive debate in the public policy asmce the inception of the
crisis is the capital adequacy regulations. InafBcial response to the
financial crisis, the Basel Committee emphasizest tladdressing
procyclicality should be a key element of a souratra-prudential policy.
Particularly, a great importance is attached toittea that banks should
build up “capital buffers” during expansions to teetabsorb the shocks

throughout significant sector-wide downturns.

The present paper contributes to the post-crisikibg literature on the pro-
cyclicality by presenting novel bank-level eviderican France on the two-
way interplays between three essential variablesthat core of the

amplification mechanism: capital buffers, credibwth and output. Our
empirical approach is based on both panel dataoseetric estimations and
Granger causality tests within a unified, integdafeamework. We find that
French banks’ capital buffers, as well as credawdgh at the individual

level, depend on the output gap in a pro-cyclicainner. The results
obtained by performing Granger causality testsngtifeen the case for the
importance of a countercyclical policy frameworkves find evidence of a
two-way causality between capital buffers and lagowth, pointing to

mutually reinforcing mechanisms.

The focus on a single country, where bank lendigyi far the prevailing
form of external finance, provides a cleaner amadytcontext in which to
examine timely research questions related to tleeygticality of bank
capital. One of the most intriguing results we mep®the negative effect of
the capital buffer on loan growth. This effect, eétbin contrast with the
results reported in the empirical literature, maghthe precautionary
hoarding of liquidity and massive deleveraging obsd since the
deepening of the current financial crisis. It isaln line with theoretical
models such as Valencia (2010). The idea that aapitffers may reduce,
rather than sustain, the credit supply followingexere recessionary shock
should be further investigated in prospect of dasgg a future

countercyclical capital adequacy framework.
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Graph 1: Time profile of the (unweighted) mean of bnk variables
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Table 1a: Descriptive statistics on main bank varibles

1993-2009 All Banks Commercial banks Mutual, sasing  Financial and
and cooperative | investment firms
banks
Number of 98 21 61 16
institutions
Observations 1,332 310 804 218
Total Capital Buffer, in % of regulatory minimum
Mean 63.3 63.6 55.5 92.7
Median 45.9 37.3 44.8 74.0
Std. 64.7 68.5 54.6 84.3
Min 1.4 15 15 1.4
Max 514.3 376.2 514.3 491.9
Tierl Capital Buffer, in % of regulatory minimum
Mean 269.2 2111 293.5 261.1
Median 238.2 152.5 270.2 212.6
Std. 159.2 172.5 139.5 186.6
Min 27.7 30.3 37.7 27.7
Max 989.7 907.2 976.6 989.7
Core Tierl Capital Buffer, in % of regulatory minim
Mean 491.7 421.5 531.1 444 4
Median 456.0 322.1 523.1 370.5
Std. 262.5 324.4 220.6 280.5
Min 49.8 58.9 49.8 82.9
Max 1,732.1 1,627.5 1,732.1 1,435.2
ROE, in %
Mean 9.2 5.6 9.3 13.7
Median 8.4 7.2 8.8 8.2
Std. 3.0 13.3 12.4 67.8
Min -98.5 -98.5 -68.1 -46.3
Max 995.3 411.1 217.7 995.3
Ratio of provisions, in % of loans
Mean 2.1 2.7 1.3 4.2
Median 0.8 1.2 0.7 1.3
Std. 4.0 4.9 1.8 6.7
Min 0 0.0 0 0
Max 46.1 46.1 33.5 42.3
Size (distance to the mean)
Mean 0 0.6 0.1 -11
Median -0.2 0.3 -0.1 -1.4
Std. 1.6 2.3 11 1.6
Min -4.0 -4.0 -2.3 -3.5
Max 5.1 5.1 4.8 3.1
Liquidity ratio, in % of total assets
Mean 20.9 27.6 20.1 14.3
Median 16.2 23.4 16.1 7.9
Std. 16.4 19.8 13.6 171
Min 0 0.6 1.1 0.1
Max 81.1 78.7 81.1 71.4
Loan growth, in %
Mean 7.2 7.0 7.8 5.3
Median 7.0 5.7 7.4 5.4
Std. 11.2 141 7.1 175
Min -32.4 -32.4 -18.7 -31.8
Max 79.8 79.8 66.9 77.1
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Table 1b: Correlation coefficients between the meanof the variables

Total Tier 1 Core Size Provision ratio ROE Liquidity ratio | Loan growth | Outputgap | CB’s interest rate

capital capital Tier 1

buffer buffer capital

buffer

Total capital 1 0.71 0.51 -0.24 0.32 0.08 0.14 -0.06 -0.02 -0.04
buffer
Tier 1 capital 1 0.84 -0.34 0.25 0.10 0.12 -0.10 -0.01 -0.15
buffer
Core Tier 1 1 -0.14
capital buffer
Size 0.01
Provision ratio 0.04
ROE -0.07
Liquidity ratio 0.08
Loan growth -0.03
Output gap 0.47

CB'’s interest rate
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Table 2: Determinants of banks’ capital buffers

) (2) 3) (4)
Explanatory variables Exp. Total buffer Tier 1 buffer ~ Core Tier 1 buffer  Total buffer
sign GMM GMM GMM GMM
All
All All Mutual banks
B. + 0.16 0.67*** 0.54 %+ 0.36***
it (1.50) (5.40) (3.77) (3.29)
Gljpt ? -3.49** -9.52%** -11.01%** -3.32%**
(-2.24) (-3.98) (-2.67) (-4.30)
ROE; - -0.20*** -0.11 -0.21 -0.12
(-3.79) (-0.83) (-1.05) (2.01)
Prov; ? 6.51** 10.25 24.82 6.97
(1.70) (1.38) (1.53) (2.27)
Size, - -0.41** -0.66*** -1.09%** -0.78***
(-2.09) (-3.23) (-3.50) (-4.70)
c + 0.5 % 0.83** 1.98*** -3.32%**
(4.41) (2.26) (-2.66) (-4.30)
Number of observations 1,228 1,228 1,228 428
Number of banks 98 98 98 44
Number of estimated coefficients 6 6 6 6
Number of instruments 93 93 93 33
Sargan test (p-value) 0.22 0.23 0.22 0.70
Autocorrelation test AR(2) (p-value) 0.86 0.25 0.50 0.12

Note: *** significant at the threshold of 1 %, *9%; * 10 %,; t-statistics in brackets

GMM equations estimated as a dynamic panel withogidnal deviation estimation and White period weidArellano-Bover
2-step). All t-statistics use White period robustnslard errors. List of instruments differencedagimu: 2nd and 3rdlags of
buffer, 1st and 2nd lags of ROE in level, otherlarptory variables in first difference; level edqaat differenced dependent

variable and ROE and other explanatory variabldevial.
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Table 3: Estimation of loan growth

(1) 2) 3) @) (5)
Explanatory variables Exp. Loan growth Loan growth Loan growth Loan growth Loan growth
sign GMM GMM GMM GMM GMM
All All All 1993-2000 All
B, _total ? -0.03
(-1.23)
B, _Tierl ? -0.03*
(-2.03)
B. core Tierl ? -0.05*** -0.02* -0.04***
t—= - (-4.62) (-1.86) (-3.51)
GDPR, + 2.73%** 2.66%** 3.25%** 4.18* 3.30%**
(8.39) (5.58) (7.99) (1.73) (5.93)
I - -2.32%** -3.36*** -4.10%** -4.26*** -4.02%**
(-3.43) (-6.38) (-6.28) (-3.42) (-8.07)
AlogoIt -1 ? -0.12 -0.13 -0.22* -0.53*** -0.21**
(-0.74) (-0.86) (-1.70) (-3.47) (-1.58)
Lig, + -0.14 -0.12 0.17 -0.44 0.22**
(-0.66) (-0.60) (1.01) (0.81) (2.05)
Size + 0.09* 0.05 0.05 0.11 0.06
(1.84) (0.93) (1.17) (1.60) (1.27)
Bit * F)l"ovt - -0.24*
(-1.66)
constant 0.19%** 0.30*** 0.44%** 0.22** 0.36***
(4.22) (4.09) (6.86) (1.99) (5.80)
Number of observations 1,133 1,133 1,133 340 1,133
Number of banks 98 98 98 91 98
Number of estimated coefficients 7 7 7 7 8
Number of instruments 115 115 115 43 115
Sargan test (p-value) 0.77 0.75 0.81 0.16 0.83
Autocorrelation test AR(2) 0.78 0.57 0.05 0.13 0.09

Note: *** significant at the threshold of 1 %, *9%; * 10 %; t-statistics in brackets
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Table 4: Granger causality tests on total capital bffer and loan growth —

Panel level
1) 2 3 4)
Hurlin Hurlin
Null hypothesis Z-stat.  Null hypothesis Z-stat.
WHOLE PANEL
Capital buffer does not Granger cause loan growth .88*L  Core Tier 1 capital buffer does not Granger cause 1.83*
loan growth
(0.06) g (0.07)
Loan growth does not Granger cause Capital buffer .85*2*  Loan growth does not Granger cause core Tierl 1.81*
capital buffer
(0.00) (0.07)

MUTUAL, SAVINGS BANKS AND CREDIT COOPERATIVES

Capital buffer does not Granger cause loan growth .69*1

Core Tier 1 capital buffer does not Granger cause 2.42**
loan growth

(0.09) (0.02)
Loan growth does not Granger cause Capital buffer .451 Loan growth does not Granger cause core Tierl  0.62

(0.15) capital buffer (0.53)

COMMERCIAL BANKS

Capital buffer does not Granger cause loan growth .00 1 Core Tier 1 capital buffer does not Granger cause  0.48
(0.32) loan growth (0.63)

Loan growth does not Granger cause Capital buffer .19*2  Loan growth does not Granger cause core Tierl  2.56***
(0.03) capital buffer (0.01)

FINANCIAL COMPANIES

Capital buffer does not Granger cause loan growth .26 0 Core Tier 1 capital buffer does not Granger cause -0.53
(0.79) 103N growth (1.41)

Loan growth does not Granger cause Capital buffer .551 Loan growth does not Granger cause core Tierl 0.16
(0.12) capital buffer (0.87)

Note: We reject the null hypothesis at the confaethreshold of *** 1 %, ** 5%; * 10 %.
Figures in brackets are p-values. Akaike and Schwateria indicate an optimal lag equal to 1 (aairdata).
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Appendix

Table Al: Panel unit root tests? 2

Series Levin, Lin and Chu; Im, Pesaran and Shin  Augmented Phillips-Perron

(t-stat) (W-stat) Dickey-Fuller (Fischer Chf)

(Fischer CH
HO= common unit HO= individual unit roof)
root®
stat. p-value stat. p-value stat. p-value stat. p-value

Buffer -6.46 0.00 -4.32 0.00 300.77 0.0G 293.33 000.
Loan growth -103.57 0.00 -19.54 0.00 451.05 0.00 8.3B 0.00

Notes: Y Lags are selected by Akaike criterion.
2 The tests include an individual intercept.
® The null hypothesis is rejected when p-value $0.0
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