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Abstract

This paper compares the GDP forecasting performance ehattee factor mod-
els based on monthly time series for the French economy. eTimeslels are based
on static and dynamic principal components. The dynamiucggal components are
obtained using time and frequency domain methods. Thedstieg accuracy is eval-
uated in two ways for GDP growth. First, we question whethér inore appropriate
to use aggregate or disaggregate data (with three disaggrgdevels) to extract the
factors. Second, we focus on the determination of the numbkrctors obtained ei-
ther from various criteria or from a fixed choice.

Keywords GDP forecasting; Factor models; Data aggregation.
JEL Classification C13; C52; C53; F47.

Résumé

Cet article compare les performances en prévision du PlBfffgehts modéles a
facteurs dynamiques appliqués a un ensemble de donnéeseatienseprésentatives
de I'économie francaise. Les composantes principalesndignees sont obtenues a
partir de modéles estimés dans les domaines temporel dtalpekces résultats en
prévision du taux de croissance du PIB sont évalués sousateyles différents. Dans
un premier temps, nous déterminons empiriquement s'il leist gpproprié d'utiliser
des données agrégées ou désagrégées pour extraire lessfactemmuns (nous con-
sidérons trois niveaux de désagrégation). Dans un secombi®ous nous intéressons
a I'impact sur la prévision du choix du nombre de facteuri,esoutilisant des critéres
statistiques, soit en fixant ce nombre de maniére ad-hoc.

Mots-clés. Prévision du PIB; Modéles a facteurs dynamiques; Aggirégat
Codes JEL C13; C52; C53; F47.



Non-technical summary

Policy-makers and analysts are continually assessingtéte sf the economy.
However, the most comprehensive measure of economictgctigmely GDP, is only
available on quarterly basis with a delay of around 45 dayd,aiten with significant
revisions. In this respect, governments and central bae&d to have an accurate and
timely assessment of GDP growth rate for the current anddékequarters in order to
provide a better and earlier analysis of the economic sitnat

Recent works in the econometric literature consider thélpro of summarizing
efficiently a large set of variables (financial, hard and data, aggregated and disag-
gregated, ...) and using this summary for a variety of pupascluding forecasting.
Works in this field have been carried out in a series of recepéps by Stock and Wat-
son (1999, 2002a, 2002b), Forni, Lippi, Hallin and Reicl{2600, 2001, 2004, 2005),
Doz, Giannone and Reichlin (2006, 2007) or Giannone, Rigidid Small (2008).
Factor analysis has been the main tool used in summarizentathe datasets. Under
the factor model approach each time series is representbd asm of two orthogonal
components: the common component, which is strongly aieedlwith the rest of the
panel and is a linear combination of the factors, and thesyaioratic component. The
common component of the time series is driven by a few unitgrlyncorrelated and
unobservable common factors.

In this paper, we compare the GDP forecasting performanedterhative factor
models based on monthly time series for the French econohesélmodels are based
on static and dynamic principal components. The dynamitcjpal components are
obtained using time and frequency domain methods. Thedstieg accuracy is eval-
uated in two ways for the GDP growth. First, we question wéeihis more appropri-
ate to use aggregate or disaggregate data (with three diggdipg levels) to extract
the factors. Second, we focus on the determination of thebeumwf factors obtained
either from various criteria or from a fixed choice.

From this application on the French GDP growth rate, we cartlode that com-
plex dynamic models with strongly disaggregated data basetnecessarily lead to
the best forecasting results. Indeed, the simple statickstad Watson (2002a) ap-
proach with an aggregated data base of 20 series lead to calfgéorecasting results
when using a disaggregated data base of 140 series with endynaodel. Moreover,
we empirically show that the use of Bai and Ng (2002, 200#stesuld lead to unef-
ficient forecasting results and that the inclusion of a highuanber of factors improves
the performances.



Résumé non-technique

Les décideurs politiques et les analystes économiques aficfiers cherchent a
évaluer de maniére continue les fluctuations de I'éconormaitefois, la mesure la
plus compléte de I'activité économique, a savoir le PIBshtisponible que sur une
fréquence trimestrielle et avec environ 45 jours de délar ddnséquent, les gou-
vernements et les banques centrales ont besoin d’avoir @ikposition une évalu-
ation rapide et fiable du taux de croissance du PIB, pourteesire en cours et les
trimestres suivants.

Des travaux récents de la littérature économétrique orgidére le probleme de la
réduction de la dimension d’un grand ensemble de donnégqaé&ts d’opinion, activ-
ité économique, données financiéres, données agrégéesagté@gees par secteur ou
par pays ...) et de l'utilisation de ces variables synthu&sgpour différents objectifs,
en particulier la prévision macroéconomique. Des travauregherche sur ce champ
d’application ont été menés par Stock et Watson (1999, 2(Xa2b), Forni, Lippi,
Hallin et Reichlin (2000, 2001, 2004, 2005), Doz, GiannonhReichlin (2006, 2007)
ou Giannone, Reichlin et Small (2008). Lanalyse facttgiedst le principal outil
utilisé dans ces travaux pour résumer un grand ensembleraigés. Cette méthode
considére que chaque variable peut étre représentée camsnenme de deux com-
posantes orthogonales: une composante commune, conabiriaigaire des variables
et fortement corrélée avec le reste des variables, et unpasante idiosyncratique.

Dans ce document, nous comparons les performances enignédisPIB francais
de différents modeéles a facteurs, statiques et dynamiq@msiqués a des données
mensuelles. La précision de la prévision est évaluée ad®uleux axes. D’abord,
nous nous demandons s'il est plus approprié d'utiliser adesées agrégées ou des
données désagrégées (avec trois niveaux de désagrégdiingjiite, nous nous in-
téressons au choix du nombre de facteurs obtenu soit a BEideiteres statistiques,
soit par déterminatioa priori.

A partir des résultats obtenus sur le taux de croissance Blfrétcais, nous con-
cluons gu’'un modele a facteurs intégrant une dynamique mpajusté a une grande
base fortement désagrégée, ne fournit pas nécessairarnemtilleures prévisions. En
effet, I'approche simple de Stock et Watson (2002a) assaziéne base de données
de 20 variables conduit a des résultats similaires & un racdécteurs dynamique
appliqué a 140 variables. De plus, nous montrons de mamép&igue que les tests
de Bai et Ng (2002, 2007) peuvent mener & des résultats imedfoen prévision et que
l'inclusion d'un nombre plus élevé de facteurs amélioreplegomances.



1 Introduction

Policy-makers and analysts are continually assessingtdte af the economy. How-
ever, gross domestic product [GDP] is only available ontgulgrbasis with a delay of
1.5 months (45 days), and often with significant revisionghls respect, governments
and central banks need to have an accurate and timely ags#ssihDP growth rate
for the current and the next quarters in order to provide teband earlier analysis of
the economic situation.

Economists and forecasters nowadays typically have atodaformation scattered
through huge numbers of observed time series — hard andaggftegated and disag-
gregated, real and nominal variables.

Recent works in the econometric literature consider thélpro of summarizing ef-
ficiently a large set of variables and using this summary feagdety of purposes
including forecasting. Works in this field have been caroed in a series of recent
papers by Stock and Watson (1999, 2002a, 2002b), Fornij,Ladlin and Reichlin
(2000, 2001, 2004, 2005), Doz, Giannone and Reichlin (22087) or Giannone, Re-
ichlin and Small (2008). Factor analysis has been the mainuged in summarizing
the large datasets. Under the factor model approach eaetstnies is represented as
the sum of two orthogonal components: the common compoméhich is strongly
correlated with the rest of the panel and is a linear comiuinadf the factors, and
the idiosyncratic component. The common component of the 8eries is driven by
a few underlying uncorrelated and unobservable commomrgctin the classic or
exact factor model, idiosyncratic components are mutuatigorrelated (orthogonal
idiosyncratic elements), limiting thus economic appliwas.

In traditional factor analysis, for a given size of the crssstionn (i.e. smalln), the
model can be consistently estimated by maximum likelihobDde literature has pro-
posed both frequency domain (Geweke, 1977; Sargent and $87%; Geweke and
Singleton, 1980) and time domain (Engle and Watson, 19&k3ind Watson, 1989;
Quah and Sargent, 1992) methods. It is assumed that thee dsoes-correlation
among the idiosyncratic components at any lead and lag.aBsismptions allows for
identification of common and idiosyncratic components bptesents a strong restric-
tion.

Recent advances in the theory of dynamic factor model [DFdlehgeneralized the
idea of factor analysis to handle less strict assumptionthercovariance of the id-
iosyncratic elements (approximate factor structure) anggsed non-parametric esti-
mators of the common factors based on principal componetish is feasible fon



large. They have shown that, under suitable technical tiondi it is possible to esti-
mate the dynamic factors consistently in an approximateuhya factor model when
the time seriesT) and cross-sectionah) dimensions are large (Forni et al., 2000;
Stock and Watson, 2002a, 2002b). The extensions of DFM ¢e tacan therefore be
viewed as a particularly efficient way of extracting inforioa from a large number
of data series. Furthermore, these models differ from thssitd factor model in that
they allow the idiosyncratic errors to be weakly serial arabs-sectional correlated to
some extent.

In their seminal papers, Stock and Watson (1999, 2002a,lJ&V] show that, if
the data can be described by an approximate dynamic factdelmitven under cer-
tain conditions (restrictions on moments and nonstatity)ahe latent factors can be
estimated consistently by the principal components of #mepe covariance matrix.
Stock and Watson (2002a) also provide conditions underiwthiese estimated factors
can be used to construct asymptotically efficient foredagtssecond stage forecasting
regression in which the estimated factors are the predictdtherwise, their forecast
is based on a projection onto the space spanned by the statigppl components of
the data. Thus, being based on an eigenvalue decompositthe contemporaneous
covariance matrix only, their approach does not exploidyreamic relations between
the variables of the panel.

To take into account a richer dynamic structure for the faotodels, various exten-
sions? to the static principal component estimators have beenlaase either in the
time domain or in the frequency domain

Doz et al. (2006, 2007) [DGR] propose the implementationhef tommon factors
as unobserved components in a state-space form. Factomayme therefore mod-
elled explicitly. In Doz et al. (2007) they introduce a pagdrit time domain two-step
estimator involving principal components and Kalman fitteexploit both factor dy-
namics and idiosyncratic heteroscedacticity. In the fiegp sthe parameters of a dy-
namic approximate factor are first estimated using a singalstisquares on principal
components. In the second step, the factors are estimadtieviKalman smoother.

1See Reichlin (2003), Stock and Watson (2006), Breitung aiciinfeier (2006), Eickmeier and
Ziegler (2008) for a survey on factor models. Kapetaniosiactellino (2004) and Schumacher (2007)

compare factor estimation techniques.
2Another dynamic factor model approach have been proposé&@pgtanios (2004), Camba-Mendez

and Kapetanios (2005) and Kapetanios and Marcellino (20i3hed on subspace algorithms for state-
space models, but it is not considered in this study. SeerBativer (2007) and Eickmeier and Ziegler
(2008) for a comparison of this approach with others dyndagtor models.



This procedure allows to consider dynamics in the factodsreateroskedasticity in the
idiosyncratic variance. In Doz et al. (2006) they suggestasgmaximum likelihood
estimation [QML], in the sense of White (1980), for the apqimmate factor model in
large panels. They show that traditional factor analysiaige cross-section is fea-
sible and that consistency is achieved even if the underlgata generating process is
an approximate factor model rather than an exact one. Thepegtgication error due
to the approximate structure of the idiosyncratic comporanishes asymptotically
for nandT large, provided that the cross-correlation of the idiosgtic processes is
limited and that the common components are pervasive thaughe cross section
asnincreases.

Forni et al. (2000, 2001, 2004, 2005) [FHLR] use dynamicgpal component analy-
sis in the frequency domain to estimate large-scale factmtats, where they estimate
the common factors based on generalized principal compsiewhich observations
are weighted according to their signal-to-noise ratio.sthodel is also called general-
ized dynamic factor model [GDFM]. FHLR dynamic principalneponents are based
on the spectral density matrix (i.e. dynamic covariationghie frequency domain) of
the data and consequently are averages of the data weigideshdted through time.
This method incorporates an explicitly dynamic elemenh#donstruction of the fac-
tors.

In the recent applied macro-economics literature, esiietiee macro-economic
forecasting literature, factor models with large datasethreceived increasing atten-
tion 3. Literature has not yet reached a consensus between statidyaamic prin-
cipal component approaches. Using a large panel of US mezmmoenic variables,
Stock and Watson (2006) and D’Agostino and Giannone (2000 that SW and
FHLR methods perform similarly, while Boivin and Ng (2005)dithat SW’s method
largely outperforms the FHLR'’s and, in particular, they jeature that the dynamic
restrictions implied by the latter method are harmful foe fbrecast accuracy of the
model. Schumacher (2007) finds mixed results between ther8VFILR’s methods
in forecasting German macroeconomic variables. Howeneretlittle empirical com-
parison between the SW, FHLR and DGR methods in forecasiagpt Barhoumi et
al. (2008).

3Moreover, various applications using DFM provided addisitfavorable evidence for the forecasting
accuracy of the factors models (e.g., Brisson et al., 20@8&cho and Sancho, 2003; Artis et al., 2005;
Cheung and Demers, 2007).



A feature stressed in recent applications of factor modethé use of data from
large panels. Because the theory is developed for largad T, there is a natural
tendency for researchers to use as much data as are avablever, some studies
suggests that does not need to be extremely large for the principal commtsnesti-
mator to give reasonably precise estimates (Watson, 208i3arigl Ng, 2002; Boivin
and Ng, 2006). Therefore, from a forecasting point of view, we questioretiler
it is more appropriate to use aggregate or disaggregate wdkatwo disaggregating
levels, to extract the factors from various DFMs.

As suggested by Schumacher (2007), performance-based saldetion as well as
information criteria are used for model specification. Fa model selection using
information criteria, we use criteria by Bai and Ng (20024 &=i and Ng (2007) for
the number of static and dynamic factors, respectively. & eonsider a priori
fixed choice of the number of factors, by increasing progvels this number, to
forecast GDP. The forecasting accuracy of alternativeofamiodels introduced above
is discussed in this paper.

2 Factor models

2.1 The strict factor model

In the factor model framework, variables are representath@sum of mutually or-
thogonal unobservable components: the common componeénthanidiosyncratic
component. The common component is driven by a small nunfifacmrs common
to all the variables in the model. The idiosyncratic compurig driven by variable-
specific shocks. In anfactor model each element of a veckr= [x, ...,xnt]’ can be
represented as:

Xi = NaFuw+...+AFe+8&t, t=1,...,T (1)
= A;Ft + &t
whereA; = [)\il,...,)\ir]/, R is a vector ofr common factors such th& = [Flt,...Frt]/

and&; = [&1t, ...,Em]’ is a vector ofn idiosyncratic mutually uncorrelated components.
More compactly, the model (1) can be rewritten as:

4Watson (2003) found that the marginal gain (in terms of fastmean-squared error) from increasing
n beyond 50 appears less substantial. Bai and Ng (2002) fdwatdrnt simulations, the number of factors
can be quite precisely estimated withas small as 40 when the errors are iid. Boivin and Ng (2006)
showed that, in simulations and the empirical examplesfabirs extracted from as few as 40 series
seem to do no worse, and in many cases, better than the onastedtfrom 147 series.



X =NR+&, (2

whereA\ is the loading matrix such th#t = [Aq, ..., An]".
In the framework of a strict factor model, it is also assunteat §; is a serially un-
correlated vector such th&t(¢;) = 0 and for any given, E(&;i&) =0 ift #t’ and
E(&&i') = 02 otherwise. In addition, it is assumed thatR) = 0 andE(FtFt') =Q
and that the factors are uncorrelated with the idiosyndleramise. From these as-
sumptions it follows that:

E(XX) =AQN (3)

It can be shown that the least-squares estimate of the lpadditrix A is also the prin-
cipal components (PC) estimate.

In traditional factor analysis, for a small size of the cresstionn, the model can
be consistently estimated by maximum likelihood. The éitere has proposed both
frequency domain and time domain methods. In frequency dor8argent and Sims
(2977) and Geweke (1977) were the first to propose a dynaroiorfanodel. They
obtain parameter estimates by maximizing the spectraliiked function. In time
domain, Engle and Watson (1981) propose the use of Fishengdo maximize the
likelihood in the time domain and apply this method to a onetdr model. Watson
and Engle (1983) and Quah and Sargent (1993) adopt the aetipeemaximization
(EM) algorithm of Dempster et al. (1977) to estimate a factodel®.

2.2 Approximate factor model

The fairly restrictive assumption of the strict factor mbdan be relaxed if it is as-
sumed that the numberof variables tends to infinity (Chamberlain and Rothshield,
1983; Connor and Korajczyk, 1986, 1988, 1993; Stock and Ma2002a; Bai 2003).
First, it is possible to allow for (weak) serial correlatiof the idiosyncratic errors.
Thus, the principal component estimator remains congisftéme idiosyncratic errors
are generated by stationary short-memory ARMA processesieMer, persistent and
non-ergodic processes, such as the random walk, are rutedeaond, the idiosyn-
cratic errors may be weakly cross-correlated and hetedasitie. This allows for finite
“clusters of correlation” among the errors. Another waypress this assumption is

5The EM algorithm has the advantage that it is stable and it 0 converge to an optimum.
However, Watson and Engle (1983) found that convergenciéa slow.



to assume that all eigenvalues Bf&;) = > are bounded. Third, the model allows
for weak correlation between the factors and the idiosytimccmmponents.

2.2.1 Stock and Watson (2002)

In order to derive the factor, Stock and Watson (2002a, 2D[EY] use static princi-
pal component analysis. The aim of the static componentysisails to choose the
parameters and factor for the model (2) in order to maximiee éxplained vari-
ance of the original variables for a given smalbf factorsk. Under some tech-
nical assumptions (restrictions on moments and nonstaiigh the column space
spanned by the dynamic factdfscan be estimated consistently by the (static) princi-
pal components of the covariance matrix of ¥ie. The principal component estima-
tor is computationally convenient, even for very largeMore precisely, we consider
Fo= (1/T)S{ XX as an estimation of the contemporaneous variance-coearian
matrix of the vector of the time serie§. The aim of this approach is to findinear
combinations of the time series deﬁﬁ = §j>q for j = 1,...r that maximize the vari-
ance of the factor§;ToS;. Due to the fact that the number of the factors should be
sufficiently small compared with the total number of timeisgr < n, SW impose
the normalizatior§,Sj = 1 fori = j and O fori # j.

Hence, the maximization problem can converted to an eig@ayaoblem:

/r\o/S\j = Fl\j§j, 4)
wherefl; denotes thg-th eigenvalue an§j its (N x 1) corresponding eigenvector. As
before, after the calculation of the maximumrogigenvalues, they are ranked in de-

creasing order of magnitude and the eigenvectors accotdlithgr largest eigenvalues
are weights on the static factors:

FSW=38x, (5)

whereSis the(n x r) matrix of stacked eigenvecto®= (S, ...,S ). We need only one
auxiliary parameter to derive the factors.

2.2.2 Dynamic Factor Models

To integrate dynamics in forecasting, SW propose to applaworegressive model
to the factors. Another way to proceed to take dynamics ictmant is to model
explicitly the dynamics of the factors.FMore precisely, we assume that the dynamic
factor model representation is given by:

Xt :Xt+Et7 (6)

10



where the componer integrates a linear dynamic such that:

X =AL)R, (7)

whereA(L) is a(nx r) matrix describing the autoregressive form of thiactors. If
we assume that there exist§r@x q) matrix B(L) such thatB(L) = A(L)N(L) with
N(L) of dimension(r x q), then the dynamic factor is such that= N(L)U; where
Ui is a(q x 1) independent vector containing the dynamic shocks. Froratens (6)
and (7) it follows that the factor dynamics are described by:

A(L)R =B(L)U; (8)

Equation (8) specifies a VAR] model for the factofr with lag polynomialA(L) =
P

Y AiL'. R is thus the(r x 1) vector of the stacked factors with=q(p+1).

i=1

Doz et al. (2006, 2007)

In two successive papers, Detal. (2006, 2007) [DGR] proposed a dynamic fac-
tor model for a large set of data based on a state-space eepatien. More precisely,
DGR propose two approaches to estimate the dynamic factdeinthe two-steps
approach (2007) and the QML approach (2006). We briefly pteb@se estimation
methods below.

The two-steps approach consists in first estimating thenpetexs by principal compo-
nent. Then, in the second step, the factors are estimatdtaliaan smoothing. DGR
(2007) cast the model into a state-space form with equati@nér) referring to the
state equation and equation (8) referring to the space iequat

For a given number of factorsand dynamic shockg, the estimation proceeds in the
following two steps. In the first step, we estim&Ateusing principal component analy-
sis as initial estimate. Then, we estimg\tby regressing on the estimated factoF.

The covariance matrix of the idiosyncratic componé?ats X — AR denoted aég is
also estimated. The estimation of a VAR Model for the factors yieIdsK(L) and the
residual covariance af = A(L)R denotedfc. To obtain an estimate (L), given

the number of dynamic shockg DGR (2007) apply an eigenvalue decomposition of
fc. Let M be the(r x g)-dimensional matrix of the eigenvectors corresponding to
the g largest eigenvalues and let thgx q)-dimensional matri¥P contain the largest

11



eigenvalues on the main diagonal and zero otherwise. Thepdtimate oN(L) is
N(L) =M x P~%/2

In the second step, the coefficients and auxiliary paramefahe system of equations
(6), (7) and (8) are fully specified numerically. The modaiast into state-space form
and the Kalman smoother yields new estimates of the factors.

DGR (2006) propose a second approach based on quasi-maxikalitmod [QML]
estimations of a dynamic approximate factor moti&he central idea is to treat the
exact factor model as a misspecified approximating modelaaadyze the proper-
ties of the maximum likelihood estimator of the factors unaiésspecification, that is
when the true probabilistic model is approximated by a mestricted model. This
is a QML estimator in the sense of White (1980). Maximum itkebd is analyzed
under different sources of misspecification such as omie@al correlation of the
observations, cross-sectional correlation of the obsensand cross-sectional corre-
lation of the idiosyncratic components. They show that ffects of misspecification
on the estimation of the common factors is negligible fogéasample sizeT() and
the cross-sectional dimensiom)( The estimator is then a valid parametric alternative
to principal components which can potentially produce fficy improvements due
to the exploitation of the factor dynamics and the non spitgrof the idiosyncratic
components.

The model defined in equations (6), (7) and (8) can be castistate-space form
with the number of states equal the number of common factoFor any set of pa-
rameters the likelihood can then be evaluated using the &alitter. Given the QML
estimates of the parametdi®f the model, the common factors can be approximated
by their expected value, which can be computed using the &asmoother’

Throughout this paper, we attribute the following notatfef? to this first approach
and FtQML for the second approach.

Forni et al. (2004, 2005)
To estimate the dynamic factors and their covariances, FE0R0, 2001, 2004,
2005) propose dynamic principal analysis in the frequermyain. The dynamic prin-

5Recently, Junbacker and Koopman (2008) propose new rdsultise likelihood-based analysis of
the dynamic factor model. The estimation of the factors aavdpeter estimation is obtained by maxi-

mum likelihood and Bayesian methods using Markov chain ld@erlo approach.
"The likelihood can be maximized via the EM algorithm whichuies at each iteration only one run

of the Kalman smoother.

12



cipal components are derived in order to maximize the comoeomponents’ variance
under orthogonality restrictions. The optimization letwla dynamic eigenvalue prob-
lem of the spectral density matrix of the vector of observadables. The spectral
density matrix of the vector of observed variabE®) of X; is estimated using the
frequency domain representation of the time series. Fdn &aquencyf lying on
the interval[—Tt, 11, dynamic principal components are obtained through thewiyo
eigenvector and eigenvalue decomposition of the spearaity matrixe.

The common components are the orthogonal projections ofldltee on the present,
past and future of thg dynamic principal components. The projection coefficients
of the common component#\(L), are the result of an inverse Fourier transform of
the firstg dynamic eigenvectors. More precisely, this transfornmatianslates the
results found in the spectral domain (dynamic eigenvektots a filter in the time
domainA(L). The frequency domain estimator yields a two-sided filtem&&quently,
problems arise at the end of the sample since future obsmmsatre needed to estimate
the common components. To solve this problem FHLR (2005yestga refinement of
their procedure that retains the advantages of the dyngpioach, while the common
component is based on a one-sided filter. Following thisgutace, the factor space is
approximated by static aggregates insteadagpdlynamic principal components. These
r contemporaneous averages are however based on the inforroatthe dynamic
approach.

The procedure consists in two steps. In the first step, éseln the dynamic approach,
which delivers estimates of the covariance matrices of tmernaon and idiosyncratic
component,fx(e) and fg(e), through an inverse Fourier transform of the spectral
density matrices. The covariance of common componentstésraal by

oM ,
rx7k(9) = M1 ) Zx(eh)ékeh 9)
0

for k= —M,...,M. The covariance of idiosyncratic component can be obtaated
cordingly.

In the second step, this information is used to constructfahtor space by con-
temporaneous averages, wherein the variables are weighteuding to their com-
mon/idiosyncratic variance ratio obtained from the congeraneous covariance ma-
trices estimated in the first step. Thesaggregates are the solutions from a gener-
alized principal component problem and have the efficienperty of reducing the

8The eigenvalue-eigenvector decomposition also allowslib sp the spectral density matrix into
a spectral density matrix of the common comporEgt0) and spectral density matrix of idiosyncratic
componentg (8).

13



idiosyncratic disturbances in the common factor space tiamm, by selecting the
variables with the highest common/idiosyncratic variarate. The number of aggre-
gates is equal to = q(p+ 1), which is the static rank of the spectral density matrix
of the common factorsy indicates the order of the lag operatorAfL) = E AL for
equation (8). -

FHLR (2005) stipulate that the maximization problem, inertb find ther aggregates,
can be represented as a generalized eigenvalue problem

502 = 25 0Z; (10)
wherel; denotes thg-th generalized eigenvalué,- its (n x 1) corresponding eigen-
vectors, andAZX,o and 2570 are the contemporaneous variance-covariances of the dy-
namic and idiosyncratic components, respectively. NaefHLR (2005) impose the
following normalizationZ;5¢ o7 = 1 fori = j and O fori # |. Last, then eigenvalues
are ranked by in decreasing order of magnitude, the facterslatained as the product
of r eigenvectors corresponding to the largest eigenvaluethangector of observable
variablesX; such as:

FtFHLRZZIK (11)

whereZ = (Zy,...,Z;) is the(n x r) matrix of the stacked eigenvectors.

3 Forecasting with factor model

In this section we compare the four previously factor edfiomamethods in order to
forecast the French GDP growth rate one-quarter ahead,iby thee same data base
disaggregated for three various levels.

3.1 Forecast equation

In order to evaluate the predictive content conveyed bydbtof estimates, they have
to be implemented into a forecasting model. We use the fmasyf estimated factors
previously presented, nameip", £2S, RM- andRFHLR, for prediction in a dynamic
model. In this paper, we focus on the one-step-ahead pidiof the French GDP
growth rate, denotetl,;. As for example in Fornet al. (2003a), Kapetanios and
Camba-Mendez (2004) or Schumacher (2007), we estimateniestep-ahead pre-
dictor by using the following leading equation:

Y1 = BR+Q(LY, (12)
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wherek is ther-vector of estimated factors obtained by using one of therfoethods,
B=(Bs,...,Br) is a coefficient vector of lengthand¢(.) is a polynomial of order
p. Ther + p+ 1 parameters of the model, namépy, ..., Br, @, @1, ..., @), are esti-
mated by ordinary least-squares.

In order to compare with the factor-augmented approachateru(12)), we consider
two simple benchmark predictors. First, we use the naivdigiar such tha¥; ; =Y,
and second the autoregressive predictor given by:

Yo = W(L)Y, (13)

Significant lags up to the!order with an associated probability of the t-stat of less
than 5% were kept in the AR} polynomialy(.).

3.2 Data description

As one of our aim is to assess the effects of data disaggoegati forecasting perfor-
mances, we construct three different monthly data basésvthaalled small, medium
and large, starting from the same set of data for the Frenohossy. The small data
base consists in 20 variables including hard data (manufagt industrial produc-
tion index, consumer spending, new cars registrationingedf industrial vehicles,
housing starts, imports and exports), soft data (industdafidence index, consumer
confidence index, services confidence index, retail salegdean Commission sur-
veys on assessment of order-books levels for both domesdi¢oseign demand and
production expectations for the months ahead), financitd (farench stock index,
long-term, short-term rate and housing interest rates)paings (oil price and con-
sumer price index). Surveys in the industry and servicepareided by the Banque
de France and the consumer survey stems from Insee, thehFmational statistical
institute. From this small data base, we first decide to dissgate soft data, when
possible, according to their various questions, insteagsiofy composite index as in
the small data base. That is, we split the three confidendesitmils (industry, services
and consumers) according to the first-level questions. Bygdthis, we extend the
base to 51 variables, denoted as the medium data base. leadéoide to carry out a
sectoral disaggregation of the data when possible. For gbeanve split the industrial
sector into consumer goods, equipment goods, intermedads, agri-food goods
and car industry. The large data base consists thus in 14ibies. When necessary,
data have been differenced to avoid a non-stationary coemtohast, data have been
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centered and standardized before entering the factor model

For each data base (small, medium and large), we extragt toenmon factors by
using the four extraction methods previously describedfiXéel a priorir =5 and we
will compare the effects of the number of factors on fordogsGDP, by comparison
with a pre-specified number of factors estimated with theaBdiNg test (2002, 2007).
Moreover, as the explained variable, GDP growth rate, istgtlg, we average the
monthly estimated factors into quarterly factors in ordezdtimate the predicted value
through equation (12).

3.3 Forecasting results

Out-of-sample rolling forecasts are carried out to deteenthe predictive power of
each factor extraction method. The rolling forecasts hasnbmplemented over the
period 2000g1-2007g4. Parameters of the model are redstirat each step when
new data are included in the learning set. Concerning thefsgion of the models,

we keep the statistically significant models as regards tmaber of autoregressive
lags and the number of factors involved in the leading equgtl2), by using Student
tests on parameter estimates with a confidence level of 95 8tedxter, we check the
robustness of the models by assuring that parameters aigcsigt through time.

To assess the predictive accuracy, we use the classicahezot-squared error (RMSE,
henceforth) criterion defined by the following equation:

h
RMSEi) = \/ = > (1= Yia)? (14)
t=

wherei € {SW 2S QML,FHLRY}, his the number of quarters considered in the rolling
forecast exerciseh(= 32 from Q1 2000 to Q4 2007Y; is the true value of the GDP
growth rate. Note that we use as true values, the chaindinkiies released in Febru-
ary 2008 by the quarterly national accounts of the Frenclomaitstatistical institute.

Results in terms of RMSE are presented in Table 1. This tdbteantains the op-
timal specification of the models (12), in the sense thathalgresented models are
statistically significant. When several models have beemdosignificant, we retain
the one providing with the lower RMSE. From those results,oeeclude first that
factor-augmented models clearly outperform naive andregtessive models, indi-
cating thus that the information conveyed by the factorseful. Second, we observe
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Base Predictor| RMSE | AR lags Factors
Naive 0.5032
AR 0.4039 1,2
Small SwW 0.2314 2,3 F1t Fot
2S 0.2474 2 Fit Fa
QML 0.2442 2 F1t Fxt
FHLR | 0.2466 2,3 Fot Fat Fst
Medium SW 0.2382 1 Fut Fa—1) Fat Far Fst
2S 0.2400 2 F1t Fat
QML 0.2631 2 F1t Fat
FHLR | 0.2556 3 Far Fst
Large SwW 0.2357 2 Fat Far Fo(_1) Pt
2S 0.2391 3 F1t Fot Fst
QML | 0.2642 3 Fat For Fst
FHLR | 0.2758 3 Fo Fgt

Table 1:RMSEs for the 3 data bases and the four factor extractionadstbver the period Q1 2000 -
Q4 2007

that the simplest method as regards parameter estimatonely the SW approach,
always provides the best results for a given data base uglthtine difference with the
worst results is not huge (lower than 0.04 points). Modifiedddld-Mariano tests
of Harvey, Leybourne and Newbold (1997) have been carri¢dnoorder to test the
equality of forecast performances (see results in TableV¥ith a confidence level
of 90%, we cannot conclude that results from SW approachtatistgally different
from those of other approaches. This result appears itilggefor practitioners in
search for parsimony and simplicity in modelling when theyia charge of providing
results on a regular and frequent basis. Third, we obsentehbk enlargement of the
data base does not have a strong impact on forecasting agcufar example, the
SW approach leads roughly to the same forecasting errbguajh the structure of the
model is changing with the base. Indeed, for the medium age lbases, a dynamic
is needed and higher factors are included. As regards théFdproach, the forecast
accuracy decreases when the data base widens, which ikiagstesult. To a certain
extent, the QML approach provides also with the same reghls results means that
filling the factor model with the largest as possible datasabt necessarily the best
strategy. This result is similar to those found in Bai and R@OR), Watson (2003) and
Boivin and Ng (2006). A limited choice of data, along with tti@ice of the optimal
model in terms of specification in equation (12), can leadntlar or even best results.
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This latter remark leads us to question on the way to spegfimally the leading
equation (12). Especially, the numbeof factors to include is always questionable.
In the econometrics literature, a classical answer to #sigeé consists in using the Bai
and Ng (2002, 2007) tests, who suggest information critieriestimate consistently
the number of factors asand T tend to infinity. The 2002 paper deals with static
factor models while the 2007 paper concerns dynamic factats. To compare
the impact on forecasting accuracy of the choice of the nurabfactors in equation
(12), we consider first the tests of Bai and Ng (2002, 2008n tlve adopt a naive
sequential approach which consists in using a rolling poce among the factors and
in comparing the resulting RMSEs. We use a sequential appribet integrates first
only the first factor, then the two first factors, then the ¢hfiest factors, etc. We do
not exceed five factors. In this experience, we present alegtimated models even
if the factors are not significant. Results are presentedaliiel3. From this table,
it is noteworthy that the number of factors has a strong infteeon the forecasting
accuracy. Indeed, it turns out that we cannot limit to the bwdhree first factors as
generally invoked in the Bai-Ng tests. The application afsthtests on our data lead
to retain only two factors for the small and medium bases aneketfactors for the
large base, both for static and dynamic approaches. Yenhthasion of the 4th factor
may allow a strong reduction of the RMSE, for example for th R method with
the small data base (0.3491 against 0.2701) or for the SWaaetfith the medium
data base (0.3628 against 0.2757). Moreover, the 5th fatagralso have a strong
influence on prediction as it is the case for all the methodsnalising the large data
base (e.g., 0.2783 for the 2S method against 0.2577 for then8iod). Therefore,
for the large data base, it seems that high orders factorsordgin a predictive power
and not include them in forecasting, as it is the case whewguke Bai-Ng tests, may
lead to inaccurate results.

| Base | 25 | QWL | FHLR |
Small | 0.2249] 0.2627] 0.1108
Medium | 0.4675 | 0.1530 | 0.3087
Large | 0.4343| 0.1950| 0.1295

Table 2:P-values of Modified Diebold-Mariano tests (Harvey, Leymeuand Newbold, 1997) against
the SW model, over the period Q1 2000 - Q4 208732 observations). If the P-value is lower than
the type I riska equal to, for example, 0.05, it means that we can reject théyppothesis of equality of
expected forecast performance with a risk
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‘ Base ‘Method‘ Fut ‘FltvFZt ‘ Fi, Far,Fae | Fats FouFaeFae | Fae FoFae Fac Fse

Small SW 0.2473| 0.2326 0.2332 0.2376 0.2361
2S 0.2694 | 0.2474 0.2510 0.2500 0.2492

QML 0.2627 | 0.2442 0.2478 0.2518 0.2512

FHLR | 0.3716| 0.3491 0.3523 0.2701 0.2508

Medium SW 0.3329 | 0.3628 0.3556 0.2757 0.2803
2S 0.2987 | 0.3013 0.2989 0.2488 0.2540

QML 0.3070| 0.3104 0.3089 0.2708 0.2793

FHLR | 0.3637| 0.3628 0.3384 0.3404 0.2666

Large SW 0.3066 | 0.2559 0.2711 0.2649 0.2441
2S 0.2916 | 0.2778 0.2783 0.2803 0.2355

QML 0.2942 | 0.2825 0.2837 0.2863 0.2577

FHLR | 0.3722| 0.2881 0.3009 0.3003 0.2869

Table 3: RMSEs for the 3 data bases and the four factor extractionadstbbtained by integrating
sequentially the five factors in the leading equation (okiergeriod Q1 2000 - Q4 2007).

4 Conclusions

From this application on the French GDP growth rate, we cawclode that complex
dynamic models with strongly disaggregated data base doawtssarily lead to the
best forecasting results. Indeed, the simple static Stodk/datson (2002a) approach
with an aggregated data base of 20 series lead to compaombtating results when
using a disaggregated data base of 140 series. Moreoverc@s@anion result, we
empirically showed that the use of Bai and Ng (2002, 2007} twsuld lead to uneffi-
cient forecasting results and that the inclusion of a highenber of factors improves
the performances. Obviously, we do not claim that thosetseare general ones, but
it would be interesting to continue this line of empiricadearch, with other data bases
related to various countries, to check the robustness dimdings.

Further empirical research on this topic seems of greatasteFor example, it would
be interesting for practitioners to carry out a true-remietiexercise taking the avail-
ability of data into account as well as vintage data. Otheysata forecast have been
proposed in the literature on dynamic factor models, styoagsociated with the fac-
tor extraction method (see Dias et al., 2008), for exampledigg the Kalman filter.
It would be interesting to compare them with our global fasting approach.
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Appendix A

In order to specify the number of factor Bai and Ng (2002, 20@&%e suggested
information criteria that can be used to estimate the nurobfactors consistently for
static and dynamic model factorsmandT tend to infinity.

On the one hand, we determine the number of static facttmsSW by using the
criterion 1Cy; of Bai and Ng (2002) given by:

ICp1 =In(V(r,F))+r.g(nT), with g(n,T) = (n:TT> In (nTT) ’

whereg(n,T) is a penalty functiohandV (r,F) measures the goodness-of-fit and is
given by the following sum of squared residuals:

V(r,F):%_ié(Xt—/\Ft)z,

and depends on the estimates of the static factors and thbanwh factors. If the
number of factors increases, the variance of the factors also increases arslith
of squared residuals decreases. The estimated numbertofsfadés obtained from
minimizing this information criterion, which reflects thetle-off between goodness-
of-fit and overfitting.

On the other hand, the number of dynamic shagfa dynamic principal compo-
nent estimation of the factors and the state-space modetésrdined by information
criterion proposed by Bai and Ng (2007). This criterion isaited by taking the esti-
mated static factors as given and then by estimating a YW\Rdel on these factors,
wherep is determined by the Bayesian information criterion (BIThen, they com-
pute a spectral decomposition of tfrex r) residual covariance matrix, and extract
Cj the j-th ordered eigenvalue, whare~- G, >~ ...C; = 0. Then, fork=1,...,r — 1, they

N 1/2
N Ck+1
D= | =%
2i=1Cj

where eactDy represents a measure of the marginal contribution of theeotive

compute

eigenvalue, under the assumptions fhgt= 0 and thai, = O for k = g. In practice,
the set of admissible numbers of dynamic factors is choseudgh the following
boundary K{k: Dy < m/min [n%,T%] } The number of dynamic factors is given
by §=min{k € K}. In our application, we follow the Bai and Ng (2007) Monte [Bar
results and we usa = 1.0.

9Bai and Ng (2002) proposed two others criteriagd@nd 1Gy3, where the penalty function is defined
asg(n,T) = (%) InCZ; and(InC2; /C2;), respectively, withC2; = min{n,T}.
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Appendix B

1.

Small data base

The small data base consists in 20 variables including:

A
B

2.

Prices (1) Consumer price index (Insee); (2) Oil price Brent (Bat@am).

Financial data: (1) Rate of return on the long-term Government loans (meryednd financial
statistics); (2) Treasury bonds with maturity of 13 week®ifetary and financial statistics); (3)
Reference rate of the regulated loans in housing (monetatyiaancial statistics); French stock
index CAC40 (Datastream).

Soft data: (1) Business sentiment indicator in industry (BdF); (2n€emer sentiment indicator

(Insee); (3) Services sentiment indicator (BdF); (4) Aseent of order-book levels (Eurostat);
(5) Assessment of export order-book levels (Eurostat)P(6fluction expectations for the months
ahead (Eurostat); (7) Changes in retails sales (Insee).

Hard data: (1) Household consumption in manufactured goods (In§2g)ndustrial production
index (Insee); (3) Exportations (Insee); (4) Importati¢imsee); (5) Industrial car registrations
(CCFA); (6) Declared housing starts (Ministry of Equipment

Medium data base

For the medium data base, some soft data are disaggregatedliag to their various questions

rather than using composite index. The disaggregated atiftate:

C1

Cc2

C3

3.

Business survey in industry (1) Order book by working week; (2) Total order book level;
(3) Foreign order book level; (4) Change in total orders frpravious month; (5) Change in

delivery from previous month; (6) Change in foreign ordeosrf previous month; (7) Change in
production of finished goods from previous month; (8) Chaingerices of finished goods from

previous month; (9) Change in inventory of finished goodsnffarevious month; (10) Change
in staff levels from previous month; (11) Production forgtcir the next month; (12) Inventory

of finished goods forecast for the next month; (13) Inventafrgommodities; (14) Inventory of

finished goods; (15) Forecast staff level for the next mofith) Capacity utilization rate.

Consumer confidence survey(1) Personal financial position past change; (2) Persomahdial
position outlook; (3) Living standards in France past clan@) Living standards in France
(outlook); (5) Timeliness of major purchases; (6) Persdimancial position present level; (7)
Future saving capacity; (8) Timeliness of saving; (9) Unayment (outlook); (10) Prices (past
change); (11) Prices (outlook).

Services activity survey (1) Changes in activity compared with the previous mor2hGhanges
in prices compared with the previous month; (3) Changesaiiilevel compared with the previous
month; (4) Cash flow situation; (5) Activity for the coming ntb; (6) Changes in price over the
coming months; (7) Changes in staff level over the comingthan

Large data base

For large data base a sectorial disaggregation is appliesbfoe data when possible.

26



A1l Consumer price index Each price data defined in A(1) is disaggregated as: (1)-fagd; (2)
Tobacco; (3) Manufactured goods; (4) Energy; (5) Services.

C11 Business survey in industry Each soft data defined in C1 is disaggregated as: (1) IntBatee
goods; (2) Capital goods; (3) Automotive industry; (4) Qamer goods; (5) Agri-food industries.

C71 Changes in retails sales Each soft data defined in C(7) is disaggregated as: (1) Nesy (2)
Old cars; (3) Textiles and clothing; (4) Furnitures; (5) 86i0(6) Household electrical goods; (7)
Electronics; (8) Hardware shops; (9) Watches and jewel{&fy Agri-foods excluded meat; (11)
Books and papers; (12) Meat.

D11 Household consumption Each hard data defined in D(1) is disaggregated as: (1) C2rs;
Textile and leather; (3) Other manufactured goods; (4) Bbing; (5) Household electrical; (6)
Electronics.

D12 Industrial production index . Each hard data defined in D(2) is disaggregated as: (1)eir
ate goods; (2) Capital goods; (3) Automotive industry; (dp€umer goods; (5) Energy products.
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229.

230.

231

232.

Documents de Travail

Ph. Aghion, Ph. Askenazy, R. Bourlés, G. Cette and N. Dromel, “Education, Market
Rigidities and Growth,” january 2009

G. Cette and M. de Jong, “The Rocky Ride of Break-even-inflation rates,” january
2009

E. Gautier and H. Le Bihan, “Time-varying (S,s) band models: empirical properties
and interpretation,” January 2009

K. Barhoumi, O. Darné and L. Ferrara, “Are disaggregate data useful for factor
analysis in forecasting French GDP ? ” February 2009

Pour accéder a la liste compléte des Documents de Travail publiés par la Banque de France veuillez consulter le site :
http://www.banque-france.fr/fr/publications/publications.htm

For a complete list of Working Papers published by the Banque de France, please visit the website:
http://www.bangue-france.fr/gb/publications/publications.htm

Pour tous commentaires ou demandes sur les Documents de Travail, contacter la bibliothéque de la Direction Générale
des Etudes et des Relations Internationales a I'adresse suivante :

For any comment or enquiries on the Working Papers, contact the library of the Directorate General Economics and
International Relations at the following address :

BANQUE DE FRANCE

49- 1404 Labolog

75049 Paris Cedex 01

tél : 0033 (0)1 42 92 49 55 ou 62 65 ou 48 90 ou 69 81

fax :0033 (0)1 42 92 62 92

email : thierry.demoulin@banque-france.fr
jeannine.agoutin@banque-france.fr
veronigue.jan-antuoro@banque-france.fr
nathalie.bataille-salle@banque-france.fr



http://www.banque-france.fr/fr/publications/publications.htm
http://www.banque-france.fr/gb/publications/publications.htm
mailto:thierry.demoulin@banque-france.fr
mailto:jeannine.agoutin@banque-france.fr
mailto:veronique.jan-antuoro@banque-france.fr


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 15%)
  /CalRGBProfile (Adobe RGB \0501998\051)
  /CalCMYKProfile ()
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.5
  /CompressObjects /All
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts false
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize false
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 100
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 100
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 100
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 450
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.20000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /FRA ()
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
    <<
      /AddBleedMarks true
      /AddColorBars false
      /AddCropMarks true
      /AddPageInfo true
      /AddRegMarks true
      /BleedOffset [
        8
        8
        8
        8
      ]
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /ClipComplexRegions true
        /ConvertStrokesToOutlines true
        /ConvertTextToOutlines false
        /GradientResolution 300
        /LineArtTextResolution 1200
        /PresetName <FEFF00410070006C006100740069007300730065006D0065006E0074002000480044>
        /PresetSelector /UseName
        /RasterVectorBalance 1
      >>
      /FormElements true
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MarksOffset 8
      /MarksWeight 0.250000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PageMarksFile /RomanDefault
      /PreserveEditing false
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [595.276 841.890]
>> setpagedevice




