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Introduction

My dissertation consists of three self-contained essays on asset pricing. The �rst one is
my Job market paper called "The variance risk premium around the world". The second
one is a joint work with with Lieven Baele, Joost Driessen and Oliver Spalt and is called
"Cumulative Prospect Theory and the volatility premium". Finally, the third essay is a
joint work with Lieven Baele and is called "Understanding Industry betas". Each essay is
summarized in turn.
My �rst paper investigates the variance risk premium in an international setting. In

this paper I �rst provide new evidence on the basic stylized facts traditionally documented
for the US. I show that while the variance premiums in several countries are, on average,
positive and display signi�cant time variation, they do not predict local equity returns in
countries other than the US. Then, I extend the domestic model in Bollerslev, Tauchen and
Zhou (2009) to an international setting. In light of the qualitative implications of my model,
I provide empirical evidence that the US variance outperforms all other countries�variance
premiums in predicting local and foreign equity returns.
The second paper explores the ability of Cumulative Prospect Theory (CPT) to explain

the observed negative volatility premium embedded in option prices. In this paper, we
simulate equilibrium prices for zero-beta straddles when agents are endowed with CPT-
type preferences. We �nd that overweighting the probability of extreme events, one of
the components of CPT, plays a key role in increasing the implied price of straddles. In
contrast, increasing the scale of the value function, the second component of CPT, yields
minor changes in the equilibrium prices of these straddles unless agents display a very large
degree of loss aversion. We also explore these implications in a time-varying framework
where we �nd that the price agents are willing to pay to hedge the risk of extreme events
depends on the previous performance of their portfolio.
Finally, the third paper models and explains the dynamics of market betas for 30 US

industry portfolios between 1970 and 2009. We use a DCC-MIDAS and kernel regression
technique as alternatives to the standard ex-post measures. In this paper, we �nd betas
to exhibit substantial persistence, time variation, ranking variability, and heterogeneity in
their business cycle exposure. While we �nd only a limited amount of structural breaks in
the betas of individual industries, we do identify a common structural break in March 1998.
Finally, we �nd the cross-sectional dispersion in industry betas to be countercyclical and
negatively related to future market returns.
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CHAPTER 1

The Variance Risk Premium around the World

Abstract

This paper investigates the variance risk premium in an international setting. First,
I provide new evidence on the basic stylized facts traditionally documented for the US. I
show that while the variance premiums in several countries are, on average, positive and
display signi�cant time variation, they do not predict local equity returns in countries other
than the US. Then, I extend the domestic model in Bollerslev, Tauchen and Zhou (2009)
to an international setting. In light of the qualitative implications of my model, I provide
empirical evidence that the US variance outperforms all other countries�variance premiums
in predicting local and foreign equity returns.

JEL Classi�cation: E44, F36, G12, G13, G15.

Keywords: variance risk premium, economic uncertainty, interdependence, international
integration, comovements, return predictability.
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1.1 Introduction

Traditional asset pricing models have mainly focused on characterizing the reward for equity
risk. However, such models typically fail to capture the reward for bearing variance risk.
The variance risk premium is formally de�ned as the di¤erence between the risk neutral and
the physical expectation of the total return variation. It can be estimated using model-free
measures as the di¤erence between the option implied variance and the expected realized
variance. The observed variance premium in the US is large and varies signi�cantly over
time. In order to generate a time-varying variance premium, standard asset pricing models
have been adjusted in di¤erent ways. One strand of the literature, and the one that will
be followed in this paper, links the variance risk premium to macroeconomic uncertainty.
This strand follows the intuition behind the long-run risk model in Bansal and Yaron (2004)
(BY hereafter), and the idea that agents have a preference for an resolution of uncertainty
in Bansal et. al. (2005). Extending BY�s model, Bollerslev, Tauchen and Zhou (2009)
(BTZ hereafter) show that the variance premium predicts equity returns; an implication for
which they �nd empirical evidence for the US. An alternative strand of the literature relates
the variance premium to agents� attitudes towards non-normalities in the distribution of
returns. In Bakshi and Madam (2006), for example, the variance risk premium is explained
by the desire of risk averse agents to buy protection against extreme events. In a similar
vein, Bekaert and Engstrom (2010), Todorov (2010), and Gabaix (2009), using di¤erent
methodologies, focus on the interplay between returns, risk aversion and extreme events to
explain many asset pricing regularities, including the variance risk premium.

Existing work, both theoretical and empirical, has predominantly focused on the US
market. This paper adds to the literature by extending the variance premium analysis to
an international setting. The contribution is threefold. First, I provide new evidence on the
basic stylized facts related to the variance premium for a total of eight countries. I show
that while the variance premiums display signi�cant time variation in all countries analyzed,
the local return predictability does not hold internationally. Then, I extend the domestic
model in Bollerslev, Tauchen and Zhou (2009) to an international setting. My model links the
variance premium to local and aggregate macroeconomic uncertainty and yields a qualitative
explanation for the local predictability puzzle. Finally, I provide new empirical evidence to
investigate the main qualitative implications of my model. The empirical evidence suggests
that the US variance premium predicts the equity returns in the US as well as in any other
country in the sample. In addition, the evidence also suggest that the US variance premium
plays a key role in predicting the variance premium correlations as well as the equity return
correlations across countries.

I now discuss the di¤erent parts and contributions of the paper in more detail. In the
�rst part, I investigate the main stylized facts related to the variance premium previously
documented for the US in an international setting. In particular, I investigate whether the
time-varying and positive nature of the variance premium as well as its capacity to predict
returns holds internationally. In order to do so, I collect data for the US, Germany, UK,
Japan, Switzerland, The Netherlands, Belgium, and France for the sample period 2000 to
2009. As it has become standard in the literature, the variance premiums for all countries are
estimated using model-free measures of the expected variance of returns. Thus, the (squared
of the) model-free implied volatility (IV) index for each equity market approximates the
expectation of the total return variation under the risk neutral measure (Carr and Madan,
1998; and Britten-Jones and Neuberger, 2000) while the expectation under the physical
measure is approximated by a conditional forecast of the actual realized variance.

The single-country evidence shows that the variance premiums display signi�cant time
variation and are, on average, positive for all countries in the sample. This international

2
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evidence is in line with previous �ndings for the US.1 However, I show that the variance
premium can predict local equity returns only in the US. For any other country analyzed,
the evidence suggests that the local variance premiums cannot predict local equity returns.
This �nding suggests a puzzle that cannot be solved by the existing domestic models where
the variance premium implicitly explains the variation in the local equity premium.2

The strictly domestic nature of the existing models motivates the theoretical contribution
of this paper. In the second part, I propose a model to investigate the role of the variance
premium in explaining the interactions across international equity and option markets. The
model is a two-country extension of that in BTZ and extends the intuition that agents
have a preference for an early resolution of uncertainty to an international setting. The
macroeconomic uncertainty is characterized in my model by the volatility dynamics of the
consumption growth of each country and is allowed to be transmitted across countries given
a unique representative agent endowed with recursive preferences. In such a setting, the
shocks to macroeconomic uncertainty in any country characterize the variance premium in
all countries. In particular, the variance premiums of the two countries reveal the volatility
of volatility of consumption generated in both countries. Now, given that changes in the
volatility of volatility also explain a portion of the total risk premiums of any country, the
model not only implies that variance risk is priced but also provides the intuition for the
potential role of the variance premium of any country in predicting local and foreign equity
returns. In other words, agents demand a reward for the existing local and foreign sources
of risk (i.e., the volatility and the volatility of volatility of consumption). Although this
uncertainty transmission mechanism is bidirectional, the model explicitly assumes a leader
economy. The consumption process of this leader economy is entirely driven by local shocks.
However, the shocks of the leader country consumption process can be partially transmitted
to a second country, the follower.
My model yields several qualitative implications for the interactions across international

equity and option markets that explain the inability of the variance premium to predict local
equity returns in countries other than the US. The �rst main implication of my model is that
the variance premium in each country is uniquely characterized by the volatility of volatility
of consumption (VoV) of the two countries. The load of each country�s VoV increases with
the relative size of its economy and the degree of economic dependence among countries
(leader-follower relation). As a consequence of having common components, the variance
premiums are highly correlated across countries; and the cross-country variance premium
correlation is mainly driven by the VoV generated in the leader country. Thus, the leader
country variance premium plays the key role in predicting the variance premium correlations
across countries. The second main implication of my model is that the VoV of the two
countries also load on all countries� equity premiums. Similar to the implication for the
variance premiums, the load of VoV increases with the relative size of each economy and the
implied correlation of the consumption processes. This second implication links the variance
premium to all countries�equity premiums. As a consequence, this implication explains the
possibility that the variance premium of a leader economy predicts other countries�equity
returns which in turn implies that the leader country variance premium plays the key role
in predicting equity return correlations across countries.
The third contribution of this paper is that it provides new empirical evidence on the two

main qualitative implications of my model. That is, I investigate the fundamental linkages
between the variance premiums across countries as well as the interplay between the vari-
ance premiums and international equity returns. To do so, I �rst provide evidence that the

1See for instance Britten-Jones and Neuberger (2000), Jiang and Tian (2005), Bakshi and Madan (2006),
Carr and Wu (2009), Bollerslev, Gibson and Zhou (2010), and BTZ, among others.

2BTZ, Zhou (2010), and Drechsler and Yaron (2010) �nd empirical evidence for their respective model-
implied return predictability. However, Bekaert and Engstrom (2010) �nd weak evidence of return pre-
dictability.
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variance premiums are highly correlated across countries as suggested by the common loads
of volatility of volatility in the variance premiums suggested by my model. As a natural
extension of the high variance premium correlation across countries, I also investigate the
role of the variance premium in explaining unusual variance premium correlations across
countries at the daily frequency. The analysis of unusual correlations closely follows the
contagion literature (Bekaert, Harvey, and Ng, 2005) and suggests that the variance premi-
ums are unusually correlated after extreme US variance premium episodes. The US variance
premium contagion pattern only holds in the very short term, from 1 to 10 days.
Next, I investigate the second main implication of my model which suggests that the

leader country variance premium plays the key role in predicting local and foreign equity
returns. On the one hand, I confront the evidence on the poor performance of the local
variance premiums in predicting local returns for countries other than the US. Thus, I
provide new evidence that only the US variance premium predicts equity returns for all
countries in the sample. The predictive power of the US variance premium over international
equity returns holds for horizons between 1 to 6 months, and reaches its maximum at the
quarterly horizon. In addition, I show that the US variance premium outperforms all other
countries�variance premiums in predicting local and foreign equity returns. On the other
hand, I provide evidence that international equity returns tend to comove more intensely
following episodes of increasing US variance premium. The predictive power of the variance
premium for both equity returns and cross-country return correlations holds for horizons
between 3 and 6 months and is additional to that of traditional (local or US) variables such
as the term spread and the dividend yield.
The remainder of the paper is organized as follows: Section 1.2 introduces the main

de�nitions and data used throughout the paper. Section 1.3 provides international single-
country evidence on the regularities related to the variance premium. Section 1.4 introduces
the international consumption based general equilibrium model and analyzes its qualitative
implications. Section 1.5 investigates the empirical evidence in light of the implications of
my model. Finally, Section 1.6 concludes.

1.2 Data and De�nitions

In this section, I introduce the data used to estimate the monthly variance premiums for the
following countries: US, Germany, Japan, UK, Switzerland, The Netherlands, Belgium and
France. The variance premium is de�ned as the di¤erence between the risk neutral and the
physical expectation of the market return variation between time t and one month forward
t + 1 for each market. It is estimated, as it has become standard in the related literature,
using model-free measures for the expectations of the total return variation.
I approximate the risk neutral expectation of the market return variation as (the square

of) the model-free options implied volatility (IV) index for each market. The methodology
for the IV index was initially proposed by Carr and Madan (1998) and Britten-Jones and
Neuberger (2000). The IV index has shown to provide a much better approximation to
the expected risk neutral return variation than previously Black-Scholes based measures
(Bollerslev, Gibson and Zhou, 2010). The IV indices are constructed from a portfolio of
European calls where the underlying is a representative market index for each country as in

ivj;t = 2

Z 1

0

Cj;t(t+ 1;
K

Bj(t;t+1)
)� Cj;t(t;K)

K2
dK;

where Cj;t are the prices of calls with strikes from zero to in�nity, and Bj(t; t + 1) are the
local prices of zero-coupon bonds with one month ahead maturity.
The availability of the IV index for the countries analyzed is limited by the recent

development of their option markets. The index was �rst reported for the US by the Chicago
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Board Options Exchange (CBOE), the VIX, in 1993 (with data from 1990). The VIX was
adapted to the model-free methodology in 2003, and was then called the New-VIX. An
index for the German market, the VDAX, was released by the German Stock Exchange
(Deutsche Beurse and Goldman Sachs) in 1994 (with data from 1992). The Swiss Exchange
introduced the index for Switzerland, the VSMI, in 2005. Currently, Eurex estimates and
reports both VDAX and VSMI following a uni�ed New-VIX methodology. The Center
for the Study of Finance and Insurance (CSFI) at Osaka University launched an index for
Japan, the VXJ, with data from 1995. Finally, in 2007, Euronext announced IV indices
for France (VCAC), Belgium (VBEL), the UK (VFTSE, in partnership with FTSE), and
The Netherlands (VAEX) with data from 2000.3 Considering the data restrictions for the
European markets, the empirical analysis in this paper is centered on the sample period
between 2000 and 2009.
Now, in order to construct the variance premiums, an expectation of the total return

variation under the physical measure has to be estimated. I estimate a measure based on the
�rst order autoregressive forecast of the total realized return variation or realized variance
from the following equation:

rvj;t+1= o+1rvj;t+�t;

where the realized variance is calculated summing the squared daily equity returns for each
market as in

rvj;t =

NtX
ti=1

(rj;ti)
2;

where rj;ti are daily local returns within month t. I rely on daily returns since data at a
higher frequency are not available for all countries in the sample.4

Now, in order to make the results comparable to those in the literature, and as a preven-
tive solution to the possible underperformance of this benchmark measure, all results are
checked using three alternative approximations of the expected realized variance. In the �rst
measure, I use the martingale measure where the expected realized variance is approximated
as the current realized variance (Et(rvt+1) = rvt). In the second one, I estimate a forecast
of the realized variance that includes the local IV index as in the following equation:

rvj;t+1= o+1rvj;t + 2ivj;t+�t:

Finally, in the third one, I estimate a forecast of the realized variance that includes the
range-based variance for each country as in

rvj;t+1= o+1rvj;t + 2RangeVj;t+�t;

where RangeVj;t is the range-based variance calculated as

RangeVj;t =
1

4 ln 2

NtX
ti=1

range2ti ;

where rangeti is the daily di¤erence between the highest and the lowest price of the index.
5

3Both, the UK (FTSE) and France (French March des Options Negociables de Paris) had previously
introduced IV indices separately.

4 It has been shown in the literature that the use of intradaily returns outperforms lower frequency data
in the estimation of the realized variance (Andersen et. al., 2001, Barndor¤-Nielsen and Shephard, 2002;
and Meddahi, 2002).

5Martens and van Dijk (2007) provide a description of the range based estimation of volatility. Jacob
and Vipul (2008) analyze the extension of the range based measure to forecast the variance.
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In order to estimate the variance premiums, the monthly data (end of the month) for
the IV indices as well as the daily returns for the underlying index returns for all countries
are obtained from Datastream. All returns are expressed in local currencies.6 Now, in order
to obtain the local excess returns to investigate the return predictability, I consider the 3-
months T-bill rates for each country. These T-bill rates are also obtained from Datastream.
In order to save space, the discussion in this section is centered on the components of the
variance premium. All other variables used in the paper are described in Appendix 1.B.

1.3 Variance Premium: Single-Country Evidence

In this section, I investigate whether the stylized facts observed for the variance premium
in the US also hold internationally. In a �rst step, I analyze the positive and time-varying
nature of the variance premium. Then, I investigate the ability of the local variance premium
in predicting equity returns in each country separately.
In order to get an idea of the magnitude and the time-varying nature of the variance

premiums, Figure 1.1 displays the (benchmark) time series for all countries considered.
The main statistics of these series are summarized in Table 1.1. This table also displays
the IV indices and their underlying equity market indices for each country. The volatility
premiums [volpj;t = ivt �

pbrvj;t+1] are also included in the table in order to visualize the
magnitude of the premiums in annual percentages. The average volatility premium ranges
between 1.7% for Belgium to 3.8% for Japan. In order to get an intuitive idea of these
magnitudes in terms of one month maturity at-the-money put options, the 3.8% volatility
premium in Japan translates into a price di¤erence of 18% in a Black Scholes world. That
is, one month at-the-money put options priced at 26.75% implied volatility, which is the
average IV index for Japan, are 18% more expensive than the same options priced at 22.87%
implied volatility, which is the average realized volatility for this country in this sample.
The information in Table 1.1 and Figure 1.1 suggests that the variance premiums dis-

play signi�cant time variation. In particular, the premiums show several episodes of high
volatility and notorious spikes around the same periods of time which translate into large
Kurtosis for all series. The �rst high-variance-premiums episode occurs around the end of
the technological boom in 2000. A second episode occurs at the end of 2002. This second
episode coincides with the high macroeconomic uncertainty reported in the second semester
of 2002 in the US (�rst semester of 2003 for Germany. An episode also related to the
corporate accounting scandals around those years). Finally, the most notorious variance
premium spikes occur around the recent subprime crisis. Not surprisingly, the minimum
and maximum values for all series, except for Germany, occur in the last quarter of 2008.
For Japan, for example, the variance premium reached 3,398.2 (annual percentage squared)
in October 2008.7

Now, in order to assess the positive nature of the average variance premiums, Figure 1.2
summarizes the results for a test on the signi�cance of the mean variance premium for all
countries. This �gure displays the average variance premiums and their respective con�dence
intervals for the four alternative measures introduced in Section 1.2. The evidence suggests
that the average variance premium is positive and signi�cant for all countries analyzed and
all alternative measures considered, except perhaps when the martingale measure is used.
This evidence supports the idea that agents also price market volatility in countries other
than the US. These results are new evidence that extends that found for the US by Britten-
Jones and Neuberger (2000), Jiang and Tian (2005), Bakshi and Madan (2006), Carr and
Wu (2009), Todorov (2010), Bollerslev, Gibson and Zhou (2010), Bekaert and Engstrom

6The results are checked for robustness when all returns are expressed in US dollars.
7See Bollerslev, Gibson and Zhou (2010), and Corradi, et. al. (2009) for a more detailed analysis of the

relation between the variance premium and the business cycle in the US.
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(2010), and BTZ, among others.8 This paper is, to the best of my knowledge, the �rst to
show that these stylized facts also hold in other developed markets.9

I now test another US-based stylized fact, namely that the local variance premium
predicts local equity returns.10 Given the new evidence presented above on the existence of
a volatility premium in all countries analyzed, I investigate the role of the variance premium
in predicting returns for all countries in the sample. To do so, Figure 1.3 reports the
estimation results for the following regressions:

(r � rf )j;t;t+h = 0;;j;h + 1;;j;hvpj;t + 2;;j;hdyj;t + 3;;j;htsj;t + �j;h;t;

where (r � rf )j;t;t+h represents future compounded annualized excess returns h-months
ahead, dyj;t is the local dividend yield, and tsj;t is the local term spread.
The evidence in Figure 1.3 con�rms most of the results previously found in the literature

for the US. That is, the US variance premium predicts returns specially for horizons between
3 to 6 months. In fact, the evidence shows that the US variance premium explains up 15%
of the total variation in future equity returns at the quarterly frequency. The predictive
power, as well as the coe¢ cient of the variance premium in these regressions, follows a
hump-shaped pattern and becomes null for horizons around one year.
However, the evidence suggests that the local variance premium plays a modest or in-

signi�cant role in predicting returns in any other country analyzed except perhaps for Bel-
gium. For example, the results show that for Germany, Japan, the UK and the Netherlands,
the R2 is modest and hardly ever above 1%. Not surprisingly, for these countries, the vari-
ance premium does not predict equity returns for any horizon considered. Now, for Belgium
the R2 is as high as 10% for the one-month horizon; and the predictive power of the vari-
ance premium follows a linearly decreasing as the horizon increases. Actually, the variance
premium in Belgium plays a signi�cant role in predicting returns for horizons up to 10
months.11 Finally, for France, although the R2 are also modest, the predictability follows a
pattern similar to that found for the US. That is, both the R2 and the variance premium
coe¢ cient is only signi�cant at the 2-months horizon.
In sum, although this is, to the best of my knowledge, the �rst paper to present evidence

on the role of the variance premium in predicting returns for countries other than the US,
the single-country evidence is puzzling. My �ndings are on the one hand consistent with the
existence of time-varying variance premiums for a large sample of countries. On the other
hand, they suggests that the variance premium does not predict returns in countries other
than the US. The concurrence of these two �ndings cannot be explained by the existing
domestic models where the variance premium implicitly explains the variation in the local
equity premium. This puzzling evidence is nonetheless the motivation for the international
general equilibrium model introduced in the following section. The model proposed is able
to qualitatively explain the poor evidence for the role of the local variance premium in
predicting returns outside the US. This model suggests that the variance premium of a
leader country plays a dominant role in predicting returns for all other countries; a key
implication for which I provide empirical evidence in the subsequent section.

8A group of papers have also provided preliminary evidence of this regularity using Black�Scholes-based
implied volatility. See, for instance, Bakshi, Cao and Chen (2000), Christo¤ersen, Heston and Jacobs (2006),
and Bollerslev and Zhou (2006).

9This is certainly not the �rst one in analyzing the informational content of option markets internationally.
Some preliminary evidence that volatiliy risk is priced in an international setting can be found in Mo and
Wu (2007) and Driessen and Maenhout (2006). Implied volatility in international markets has also been
analyzed in Konstantinidi, Skiadopoulos, and Tzagkaraki (2008), Siriopoulos and Fassas (2009), and Jiang,
Konstantinidi and Skiadopoulos (2010).
10See for instance BTZ, Zhou (2010) and Drechsler and Yaron (2010).
11 It is worth pointing out that the variance premium in Belgium shows the lowest Sharpe ratio (almost half

that for the rest of the countries). This could preliminary suggest that the variance premium is particularly
volatile in Belgium. This in turn implies a noisier measure in this country, potentially driven by the liquidity
of the Belgian option market.
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1.4 A Two-Country Model for the role of the Variance
Premium in International Equity Markets

The domestic nature of the existing models in the literature restricts the analysis of the
variance premium in an international setting. These models cannot provide an explanation
for the poor role of the local variance premium in predicting returns in countries other than
the US as shown in the previous section. Therefore, I propose an international consumption-
based general equilibrium (GE) model where the variance risk is priced in the global as well
as in the local portfolios. My model yields several new qualitative implications for the role
of the variance premium in international markets. The most relevant implication of the
model is that the variance premium of a leader economy plays a dominant role in predicting
equity returns in all portfolios. In addition, the model implies that the leader country
variance premium also plays a role in explaining equity and option markets correlations
across countries.
In this section, I present the basic setup of the model as well as its main implications.12

I do not attempt to estimate nor to test my model but rather to use its qualitative impli-
cations to investigate the inability of the variance premium to predict local equity returns
in countries other than the US. Therefore, I propose a numerical simulation of the model
in order to understand its implications and illustrate the mechanism behind it. These nu-
merical simulations provide the link between the single-country evidence, the implications
of the model and the empirical evidence presented in the following section.

1.4.1 Model Setup and Assumptions

The model presented here is a two-country extension of that in BTZ. It preserves two key
ingredients in BTZ�s model: the use of recursive preferences, and the time-varying nature
of macroeconomic uncertainty characterized by the volatility of consumption. However, my
model adds to the literature by extending the intuition that �nancial markets dislike macro-
economic uncertainty (BY and Bansal, et. al., 2005) to an international setting. Therefore, I
include the additional sources of risk embedded in the consumption process of each country,
namely the country-speci�c time-varying volatility and the volatility of volatility (VoV) of
consumption.13 The setup of the model requires several additional assumptions. First, the
two countries are assumed to be of a "considerable" size. That is, they both play a role in
determining the global consumption growth which is a weighted average of the two coun-
tries�consumption growth. Second, one of the countries is assumed to be "the leader". The
consumption process for the leader country is assumed to be entirely driven by local shocks,
while the consumption process for the second country, "the follower", is also a¤ected by the
shocks generated in the leader country. Finally, I assume fully integrated equity markets.
That is, there exists a unique representative agent holding a global portfolio with positions
in the two equity markets. The assumptions of fully integrated equity markets and poten-
tially integrated economies seem adequate given the particular characteristics of the sample
considered in this paper.
Formally, each country consumption process is modeled similar to BTZ. The log of the

consumption growth gj;t for the leader country (labeled as 1) follows

g1;t+1 = �1;g + �1;tzg1;t+1; (1.1)

12 In order to save space, the detailed solution of my model is presented in Appendix 1.A
13Bekaert, Engstrom and Xing (2009) survey the evidence on time-varying volatility of consumption for

the US. Bansal, et. al. (2005) provide empirical evidence of time-varying macroeconomic uncertainty for
the US, Germany, Japan, and the UK. Now, BTZ also �nd preliminary empirical evidence on the existence
of time-varying VoV for the US.
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�21;t+1 = a� + ���
2
1;t +

p
q1;tz�1;t+1;

q1;t+1 = aq + �qq1;t + 'q
p
q1;tzq1;t+1;

whereas the consumption process for the follower country (labeled as 2) follows

g2;t+1 = �2;g + �g�1;g + ���1;tzg1;t+1 + �2;tzg2;t+1; (1.2)

�22;t+1 = a� + ���
2
2;t +

p
q2;tz�2;t+1;

q2;t+1 = aq + �qq2;t + 'q
p
q2;tzq2;t+1:

The global consumption growth is a weighted average of the two countries� consumption
process as in

gw;t = !g1;t + (1� !)g2;t;

where ! is the weight of the leader country in the global economy.
In order to simplify the model, the parameters in the volatility and VoV processes in Eqs.

(1.1) and (1.2) are assumed to be the same across countries. I also assume that there are
neither within nor cross-country statistical correlations in the shocks. The only correlations
assumed in my model are those implied by the parameters �g (level) and �� (volatility)
in Eq. (1.2). These two parameters control the extent to which the follower country is
a¤ected by the shocks generated in the leader country. In particular, �� implies that the
consumption process of the follower country is a¤ected not only by the local macroeconomic
uncertainty, but also by that generated in the leader economy. More importantly, the fact
that both economies are exposed to the same sources of macroeconomic uncertainty yields
the systematic component in both countries�variance premiums.14

Now, the unique world representative agent is endowed with Epstein Zin Weil preferences
(Epstein and Zin, 1989; and Weil, 1989). That is, her life-time utility function is given by
the following equation:

Ut = [(1� �)C
1�
�

t + �(Et[U
1�
t+1 ])

1
� ]

�
1� ; (1.3)

where 0 < � < 1 is the time discount rate,  � 0 is the risk aversion parameter, and � = 1�
1� 1

 

for  � 1 is the intertemporal elasticity of substitution (IES).15 These preferences have the
property of assigning non-zero market prices to shocks not directly related to aggregate
consumption. This property is crucial to investigate other risk factors such as news related
to volatility which is the main objective of this paper.

14The parameters �g , and �� can of course be set to 0; a case that I will also analyze in the numerical sim-
ulation of the model. Now, although �g turns out to have an insignifcant e¤ect on the role of international
variance premium, it is kept to maintain the possibility of a common level component in consumption. Alter-
native ways of characterizing the systematic component of the variance premiums outside the simpli�cations
of a two-country model are being explored in my current research agenda.
15To be coherent with the idea of agents that fear an increase in macroeconomic uncertainty,  is assumed

to be higher than 1. This assumption accomodates some empirical asset pricing regularities, among them:
(i) a positive variance premium; (ii) the feedback e¤ect between PD ratios and consumption volatility; and
(iii) a low risk-free rate (BY and BTZ). See also Mehra and Prescott (1985) for reasonable values of .
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1.4.2 Model-Implied Variance Premiums

Given the solution of the model in Appendix 1.A, it can be shown that the two countries�
VoV isolate the variance premium in the global and the local portfolios. The expression for
the global portfolio�s variance premium is given by16

V Pw;t = EQt [V arrj ;t+1]� EPt [V arrj ;t+1];

where V arrj ;t is the conditional variation of returns between time t and t + 1 for portfolio
j for j = 1; 2; w (see appendix 1.A). The variance premium can be approximated as17

V Pw;t � (� � 1)�w;1(Vw;1q1;t + Vw;2q2;t); (1.4)

where (� � 1)�w;1Vj;k represents the load of qk;t on V Pj;t. For the global portfolio, these
loads are characterized by the following expressions:

Vw;1 = (! + (1� !)��)2Aw;1 + (A2w;1 +A2w;2'2q)�21'2qAw;2;

Vw;2 = (1� !)2Aw;3 + (A2w;3 +A2w;4'2q)�21'2qAw;4;

where Aj;1; Aj;2; Aj;3 and Aj;4 are respectively the loads of the risk factors �21;t+1; q1;t+1;
�22;t+1; q2;t+1 on the wealth-consumption ratio of each portfolio. These loads are derived in
detail in Appendix 1.A.
For the leader country, the variance premium is given by

V P1;t = EQt [V arr1;t+1]� EPt [V arr1;t+1] (1.5)

� (� � 1)kw;1(V1;1q1;t + V1;2q2;t);

V1;1 = Aw;1 + (A
2
1;1 +A

2
1;2'

2
q)�

2
1;1'q

2A2;

V1;2 = A21;3 + (A
2
1;4'

2
q)�

2
1;1'

2
qAw;4;

while for the follower country

V P2;t = EQt [V arr2;t+1]� EPt [V arr2;t+1] (1.6)

� (� � 1)�w;1(V2;1q1;t + V2;2q2;t);

V2;1 = �2�Aw;1 + (A
2
2;1 +A

2
2;2'

2
q)�

2
2;1'

2
qAw;2;

V2;2 = Aw;3 + (A
2
2;3 +A

2
2;4'

2
q)�

2
2;1'

2
qAw;4:

16 It is important to keep in mind that this is actually the drift di¤erence of the conditional variance
between the two measures. In the case of Gaussian shocks, the level di¤erence (V arQ(rt+1)� V arP (rt+1))
would be zero (see Drechsler and Yaron, 2010). I intentionally omit the use of models that generate a level
di¤erence in the variance premium to maintain the simplicity of the expressions and given that the main
attention will be centered in the qualitative implications of my model and not its calibration.
17The risk neutral probability is replaced by its log-linear approximation:

EQt (�
2
r;t+1) � log[e�rt;tEt(e

mt=1+�
2
r;t+1)]� 1

2
V art(�

2
r;t+1):

Bear in mind that a closed form solution to the risk neutral variance cannot be obtained in this setting.
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Eqs. (1.4) to (1.6) imply that the VoV of both countries are the unique sources of
the variance premiums in all portfolios. Actually, for � < 1, the two countries�VoV load
positively on the variance premiums. That is, Vj;k � 0 for j; k = 1; 2; w (see appendix
1.A). Consequently, the global and local variance premiums are positive if � < 1. While the
load of foreign VoV in the leader country variance premium is explained by the recursive
nature of the utility function given fully integrated equity markets, the leader country VoV
load on the follower country variance premium has the following two sources: the recursive
nature of the preferences, and the implied sensitivity to the leader country macroeconomic
uncertainty (See Eq. (1.2)).
As an immediate consequence of the common components in the variance premium of

all portfolios, the variance premium covariance across countries is uniquely characterized by
the two countries�VoV. The expression for the variance premium covariance derived from
Eqs. (1.5) and (1.6) can be written as follows:

Covt(V P
1
t+1; V P

2
t+1) = (� � 1)2k2w;1'2q(V1;1V2;1q1;t + V1;2V2;2q2;t) (1.7)

where the VoV of both countries loads positively on the variance premium covariance across
countries as long as � < 1.

1.4.3 Model-Implied Equity Premiums

In order to understand the relation between the variance premiums and the dynamics of
returns, in this section, I �nd the expressions for the equity premiums.
The global equity premium is characterized by the following expression:

EPw;t = Et(rw;t+1 � rf;t) (1.8)

= �2w;t �
1

2
�2w;t

+(1� �)kw;1(Pw;1q1;t + Pw;2q2;t);

where rj;t+1 is the (log) gross return for portfolio j (j = 1; 2; w), rf;t is the global risk-free
rate, �2w;t = !�21;t + (1 � !)�22;t is the volatility of the world consumption, and (� 1

2�
2
rwt)

is the geometric adjustment term. The term (1 � �)kw;jPj;k represents the load of qk;t on
EPj;t. For the global portfolio these loads are given by

Pw;1 = kw;1(A
2
w;1 +A

2
w;2'

2
q);

Pw;2 = kw;1(A
2
w;3 +A

2
w;4'

2
q):

Equation (1.8) shows the three model-implied components of the global risk premium.
The �rst component is the classic risk-return trade-o¤ �2w;t. This �rst component is also
present when the agents are endowed with CRRA preferences. Now, there are two additional
components, one for the VoV generated in each country. The VoV components of the equity
premium represent the true premium for variance risk since they are driven by the shocks
to the volatility and the volatility of volatility of consumption in both countries. In the case
of the global portfolio, the VoV of both countries load positively on the equity premium
if � < 1. That is, (1 � �)kw;1Pw;j � 0, for j = 1; 2 (see Appendix 1.A). These positive
loads are in line with the concept that, at least for the global portfolio, agents are positively
compensated for the risk generated by the time-varying nature of the VoV.
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The expressions for the equity premiums for each country are given by

EP1;t = Et(r1;t+1 � rf;t) (1.9)

= (! + (1� !)��)�21;t �
1

2
�2r1;t

+(1� �)kw;1(P1;1q1;t + P1;2q2;t);

and

EP2;t = Et(r2;t+1 � rf;t) (1.10)

= ��(! + (1� !)��)�21;t + (1� !)�22;t �
1

2
�2r2;t

+(1� �)kw;1(P2;1q1;t + P2;2q2;t);

where

Pj;1 = kj;1(Aw;1Aj;1 +Aw;2Aj;2'
2
q);

Pj;2 = kj;1(Aw;3Aj;3 +Aw;4Aj;4'
2
q); for j = 1; 2:

As for the global portfolio, the equity premium in each country is characterized by a
volatility of consumption component, and two VoV components, one for each country. In
particular, the VoV components in Eqs. (1.9) and (1.10) represent the true premium for
local and foreign variance risk. Now, comparing the expressions for the Variance premium
(Eqs. (1.5) and (1.6)) with those for the equity premiums (Eqs. (1.9) and (1.10)) yields
the basic intuition for the role of local and foreign variance premium in predicting equity
returns in any country. The intuition is as follows: the VPs reveal the VoV in both countries
which in turn drives (in part) the time variation in the equity premiums. It is important
to bear in mind that although the VoV is not a necessary condition to generate a variance
risk premium, introducing the VoV isolates the risk premium on volatility and di¤erentiate
it from the consumption risk premium.
It seems natural from Eqs. (1.8) to (1.10) to expect that the VoV also explains the time

variation in the covariance of returns across countries. The expression for the covariance of
returns is given by

Covt(r1;t+1; r2;t+1) = ���
2
1;t + CO1q1;t + CO2q2;t; (1.11)

where COj is the load of qj;t on the covariance of returns. These loads are given by

CO1 = �1;1�2;1(A1;1A2;1 +A1;2A2;2'
2
q);

CO2 = �1;1�2;1(A1;3A2;3 +A1;4A2;4'
2
q):

1.4.4 Numerical Implications of the Two-Country Model

In this section, I present some numerical simulations of my model in order to investigate the
mechanism of transmission of VoV shocks across countries. The purpose of these simula-
tions is to analyze the qualitative implications of my model for the variance premiums and
for the interaction between the variance premiums and the equity returns. I believe that
understanding these qualitative implications provides a natural step between the model and
the empirical evidence presented in the next section.
The base scenario for the numerical simulations is displayed in Table 1.2. In this scenario,

the parameters in the preference function are calibrated as in BTZ. Now, in order to simplify
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the interpretation of results, I consider the hypothetical case where the world is composed of
only two countries: the US, and Germany. Just for the purpose of illustrating the mechanism
behind the model, the US is considered as the leader economy.18 For these two countries,
the parameters in Eqs. (1.1) and (1.2) are calibrated as follows: �j;g is estimated as the
average IP growth in each country during the period 1973-2009; �j;� is estimated as the IP
growth unconditional variance for the same period; and the rest of the parameters are taken
from BTZ (homogeneous parameters for the two countries). Now, the Campbell and Shiller
constants ko and k1 are estimated using data for the Price-Dividend (PD) ratio for each
country as well as for the Datastream world portfolio. The log-linearization constants are
estimated as k1 = eE(PD)

1+eE(PD)
, where E(PD) is the unconditional mean of the (log) PD ratio,

and k0 = �k1 ln(1� k1)� (1� k1) ln(1� k1) (Campbell and Cochrane, 1999). Bear in mind
that ko and k1 should actually be made dependent of the theoretical wealth-consumption
ratio (see Appendix 1.A). However, I use the unconditionally expected PD ratio, to make
these two parameters independent from the set of parameters considered in each case.19

Variance Premium Dynamics

According to the �rst main implication of my model, both countries�VoV load positively on
all portfolios�variance premiums (see Eqs. (1.4) to (1.6)). In order to show this implication,
Figure 1.4 displays the (unconditionally expected) VoV loads on the variance premium for
all portfolios. The �gure shows the components of the variance premiums for alternative
values of the risk aversion (), the weight of the leader country (!), and the correlation of
consumption (��). The simulations show that the implied size of the US VoV load dominates
that of Germany in all cases considered. The dominance of the US VoV increases with the
relative size of the leader economy (!), and with the relative dependence of the follower
economy (��). The contribution of the follower economy VoV in the variance premiums,
on the other hand, is almost insigni�cant no matter the size nor the independence of the
consumption process in this economy.
The simulations also suggest that the magnitude of the expected variance premiums

monotonously increases with the risk aversion, and decreases with the relative size of the
riskiest market.20 The riskiest market is assumed, for coherence, to be that in the follower
country. However, for all cases considered, the average variance premium is quantitatively
far from that empirically observed for these two countries (see Table 1.1). The limitation to
quantitatively re�ect the observed premium in models with recursive preferences has been
previously documented by Drechsler and Yaron (2010) in a single-country setting.
In unreported results, I show that the model-implied variance premium correlation across

the two countries is above 0.98 for all simulations. This results is to be expected given the
high common component of the leader country VoV in all variance premiums. Actually, for
all cases considered, the model implies that the leader country VoV accounts for more than
99% of the total cross-country variance premium covariance. Surprisingly, the result on the
dominant role of the leader country�s VoV holds no matter the relative size of the follower
economy ((1� !) < 0:5) or its implied correlation with the leader economy.
In sum, the numerical simulations show that the VoV generated in the leader economy

accounts for most of the systematic component of the variance premiums. Therefore, the
VoV generated in the leader economy plays the key role in explaining the variance premium

18 In the following section, the identi�cation of the leader economy will be fully given by the empirical
evidence.
19A full calibration of my model is out of the scope of this paper. This paper�s attention is centered in

the qualitative implications of my model. These implications explain in turn the main empirical �ndings of
this paper such as the local predictability puzzle and the ability of the US variance premium to predict all
other countries equity returns.
20 It is easy to show the same monotonous relation for the IES  . Results for the relation between  and

the model implications are available upon request.
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for all portfolios. This in turn implies that the leader country VoV is also the key driver of
the expected variance premium correlation across countries.

Return Dynamics

According to the second main implication of my model, the two countries�VoV that uniquely
characterize the variance premiums also drive the time variation in equity premiums. Figure
1.5 displays the model-implied components of the equity premium for the global and the
local portfolios for alternative sets of parameters. The leader country VoV load dominates
that of the follower country in all portfolios�equity premiums for all cases considered. In
some cases, the VoV of the leader country loads negatively on the follower country�s equity
premium. This case only occurs when economies are poorly correlated as can be seen in
Panel J and K. However, the follower country VoV loads negatively on the leader country�s
equity premium for all cases considered, except of course for the extreme case where the
size of the follower economy is insigni�cant (Panels C,F,I, and L).
The possibility of VoV loading negatively on the equity premiums can actually be ex-

plained by the mechanism of transmission of shocks to VoV implied by the model. According
to this mechanism, a positive shock to VoV in the follower country has a negative impact
on the leader country�s equity premium. This e¤ect can be interpreted as a macroeconomic
uncertainty induced �ight-to-safety from the follower to the leader economy. The possi-
bility of an uncertainty �ight-to-safety in this direction is actually generated by the fact
that the leader country consumption process is, by construction, not sensitive to the shocks
generated in the follower country (Eq. (1.1)). Investing in equities in the leader country
is then expected to become a more attractive investment alternative with respect to this
foreign source of risk. In contrast, an uncertainty �ight-to-safety in the other direction
(leader to follower) is not always possible. This is due to the fact that the follower country
consumption process is a¤ected by the shocks in the leader economy (Eq. (1.2)). Therefore,
a �ight-to-safety in this direction is only possible if the economies are assumed to be quite
independent. For example, in the case of totally independent economies in Panel J, any
equity market is free from the uncertainty risk generated in the foreign economy. Thus, in
this extreme case, the VoV of one country will always load negatively on the other country�s
equity premium.
As a consequence of the second main implication of my model, both countries�VoV also

play a role in explaining the covariance of equity returns across countries. As expected, even
if the follower economy has a large (relative) size, the VoV of the leader country dominates.
The dominance of the leader country VoV increases with the relative size of its economy (!),
and the degree of dependence across the two economies (��). In line with the simulations
in Figure 1.5, the VoV generated in the follower country may even load negatively on the
covariance of returns. Actually, in the case of totally independent or mildly correlated
economies, the simulations con�rm that even VoV generated in the leader economy might
load negatively on the covariance of returns.21

Finally, the simulations in Figure 1.6 show the relation between the correlation across
economies and the model-implied correlation across equity markets. The simulations re�ect
the documented disparity between the correlation of equity markets and the correlation of
economies. They show that the equity return correlation is in some cases higher than the im-
plied correlation of consumption. In particular, the simulations suggest that for moderately
risk averse agents ( > 2) and moderately correlated economies, the implied correlation
across equity markets is larger than that implied by the correlation of consumption. This
result arrives as a direct consequence of the recursive nature of the representative agent�s
preferences.

21These simulations are left unreported.
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In sum, the numerical simulations show that the VoV generated in the leader economy
plays the key role in explaining the time variation in the equity premium of all portfolios.
As a consequence of this implication, the leader economy VoV also plays a dominant role
in explaining the time variation in equity return correlations across countries. The simula-
tions also show some consequences derived from the model setup. In particular, from the
assumptions of integrated markets where the representative agent is endowed with recursive
preferences and one economy behaves as a follower. For example, the model introduces the
possibility of a macroeconomic uncertainty induced �ight-to safety, which in turn introduces
the possibility that the VoV of one country covaries negatively with the equity premium of
another country.

1.5 The Variance Premium and International Equity
and Option Markets: Empirical Evidence

In this section, I present the empirical evidence based on the qualitative implications of the
GE model analyzed in Section 1.4. First, using the variance premiums for all countries in the
sample, I investigate their role in (i) explaining the time variation in the variance premium
for all other countries, (ii) predicting the variance premium correlations across countries,
(iii) predicting not only the local equity returns, but also those in other countries, and (iv)
predicting the correlation of equity returns across countries. Then, I propose an extension
of the empirical evidence to analyze the potential role of the variance premium in explain-
ing excessive comovements across equity and option markets. The excessive comovements
analysis seems a natural extension to understand equity and option markets linkages around
episodes of extreme macroeconomic uncertainty beyond the implications of the model.

1.5.1 Cross-country Variance Premium Correlations

A �rst implication of my model is that the variance premiums are highly correlated across
countries. The high variance premium correlation is due to the common load of the leader
country VoV in all variance premiums (leader, follower, and global portfolio). This in turn
implies that the leader country variance premium plays a key role in predicting the variance
premium correlations across countries. In order to analyze this implication, I �rst provide
evidence for the variance premium correlations across countries. Then, I investigate the role
of each all country�s variance premium in predicting the variance premium correlations with
any other country.
Table 1.3 displays the variance premium correlations across all countries in the sample.

In line with the �rst implication of my model, all countries but Japan show correlations above
0.5. In particular, the US and the UK show a high correlation coe¢ cient of 0.73. Among
European markets, France and The Netherlands show the highest correlation coe¢ cient
in the sample: 0.89. However, Japan�s variance premium shows a relatively low, or even
negative, correlation with the variance premium of any other market excepts perhaps with
Switzerland.22 The evidence for Japan stands in sharp contrast to the implications of the
model. In fact, my model can only accommodate positive variance premium correlations.
This is in turn derived from the ability of my model to characterize only positive variance
premiums.
The results on the high variance premium correlations has been previously documented

in the literature for a shorter sample of countries. For example, Bekaert, Hoerova and
Scheicher (2009) �nd evidence of high risk aversion and uncertainty correlation between

22The highly idiosyncratic dynamic of the variance premium in Japan has been previously documented in
the literature (see, for instance, Driessen and Maenhout, 2006).
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Germany and the US. Although their measures are not directly the variance premiums,
their empirical methodology uncovers the risk aversion and uncertainty time series using
the observed IV and realized volatilities for these two countries. Sugihara (2010) also �nds
evidence of strong linkages in volatility premiums between the US, Germany and Japan.
He actually �nds empirical evidence that the correlation between these three markets is
stronger around certain episodes; in particular, after the subprime crisis. However, in this
paper, I not only extend the evidence for a larger sample of countries but also provide
a fundamental explanation for the dynamics of the variance premium correlation across
countries. In particular, my model relates the high variance premium correlation across
countries to a systematic component which is mainly driven by the leader country variance
premium.
A direct consequence of the common component in all variance premiums is that the

variance premium correlations are predicted by the leader country�s variance premium. In
order to test this consequence, Table 1.4 reports the estimated coe¢ cients 1;jk for the
following regressions:

�t(vpj;t;t+1; vpk;t;t+1) = 0;jk + 1;jkvpk;t + �jk;t;

where the correlation coe¢ cient for the period t to t + 1 is calculated using daily data for
the variance premiums of the two countries for the month starting immediately after the
realization of vpk;t�1.23 ;24 The evidence suggests that the US variance premium predicts the
one-month-ahead variance premium correlation between the US, Germany, and Japan (�rst
horizontal block of results).25 However, the results show that the US variance premium
does not outperform all other countries�variance premium. For example, the �rst vertical
block of results in the table suggests that the variance premiums in Germany, Japan, the
UK, Switzerland and The Netherlands can also forecast the variance premium correlation
between these countries and the US.26

In sum, the evidence in this section suggests that the variance premium correlations
across countries increase following episodes of increasing variance premiums. It also suggests
that the model-implied dominant role of the leader country variance premium restricts
the potential ability of other countries in predicting one-month ahead variance premium
correlations. In order to explore higher frequency correlation patterns, in section 1.5.3, I
investigate the role of the US variance premium in explaining excessive variance premium
comovements at the daily frequency.

1.5.2 Cross-Country Equity Return Correlations

The second main implication of my model is that the variance premiums covary with the
equity premiums (Eqs. (1.9) and (1.10)). This is due to the fact that the VoV shocks that
uniquely characterize the variance premiums also load on both countries�equity premiums.
In particular, the model implies that the leader country�s VoV dominates that of the follower
country in all equity premiums. As a consequence, the variance premium of a leader country
should outperform that of the follower country in predicting local and foreign returns. In
this section, I provide evidence for the role of foreign variance premiums in predicting equity
returns for all countries in the sample.
23The following month (t; t+ 1) is assumed to be the period 22 days after the realization of vpk;t.
24Equation (1.7) actually has an implication on the variance premium covariance. To avoid a potential

scale problem, and make results easier to interpret, I only report cross-country correlations. An expression
for the variance premium correlation from Eq. (1.7) is direct, although not necessarily linear in VoV.
25 In unreported results, I actually show that, except for the variance premium measure based on the

martingale assumption, the predictive role of the US variance premium over its correlation with Germany
and Japan holds for all alternative variance premium speci�cations considered.
26Given the high correlation in vpt across countries, it would be hard to disentangle the simultaneous role

of vpUS;t with any other vpj;t since multiple regressions will be highly a¤ected by multicolinearity.
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Table 1.5 reports the estimation results for the following regressions:

(r � rf )j;t;t+3 = 0;j;k + 1;j;kvpk;t + 1;j;kdyj;t + 1;j;ktsj;t + �j;k;t;

where (r � rf )j;t;t+3 represents future compounded annualized excess returns 3-months
ahead, dyj;t is the local dividend yield, and tsj;t is the local term spread.27 On top of
the local predictability evidence discussed in Section 1.3, the evidence in Table 1.5 suggests
that only the US variance premium plays a signi�cant role in predicting equity returns for
all other countries in the sample. Nevertheless, for other pairs of countries, the predictive
power of the foreign variance premium over international equity returns holds. This is the
case for the signi�cant predictive power of the Japanese variance premium over the equity
returns of Belgium and France. It is also the case for the (often borderline) predictive power
of the variance premium of all countries, except for Switzerland and Japan, over the US
equity returns.28

In order to investigate more in depth the predictive power of the US variance premium
over international equity returns, Figure 1.7 reports the estimation results for the following
regressions:

(r � rf )j;t;t+h = 0;j;h + 1;j;hvpUS;t + 1;j;hdyj;t + 1;j;htsj;t + �j;h;t;

where (r � rf )j;t;t+h represents future compounded annualized excess returns h-months
ahead. The results suggest that he predictive power of the US variance premium for all
countries except perhaps for Japan resembles the hump-shaped pattern found by BTZ for
the US (local return predictability). This pattern re�ects the fact that the variance premium
should be a dominant predictor for horizons where the VoV is the main source of variation in
equity returns. The extension of this evidence for other countries indicates that the US VoV
is the dominant source of variation in all countries�equity returns for horizons between 3 and
6 months. The �gure also suggests that the predictive power of the US variance premium is
complementary to that of local term spreads and dividend yields.29 Now, when compared
to Figure 1.3, the evidence also suggest that the US variance premium outperforms the local
variance premiums in predicting equity returns for all countries considered. In unreported
results, I show that the ability of the US variance premium to predict one-quarter ahead
foreign returns holds if a noise signal is added to the original variance premium. For all
countries, except perhaps for the Netherlands and Japan, the standard deviation of the
noise signal has to be at least 50% that of the original US variance premium before its
predictive power disappears.30 Moreover, the predictive power of the US variance premium
holds for all alternative variance premium speci�cations considered, except perhaps for the
range-based estimation.31 ;32

27The evidence suggests that the predictive power of the variance premium is stronger at the quarterly
horizon. This result is in line with the �ndings in BTZ for the US and is discussed in detail in the international
setting below.
28 In fact, in unreported results, I show that not even a proxy for the world variance premium (with and

without the US) is able to signi�cantly predict equity returns for all other countries in the sample. The
world variance premium exercise relates to concurrent independent evidence found by Bollerslev, Marrone,
Xu and Zhou (2011).
29The hump-shaped predictability pattern, as well as the signi�cance of the US variance premium in

predicting foreign equity returns is robust to considering the US term spread and dividend yield. Results
for these regressions are available upon request.
30For the Netherlands and Japan, adding any noise to the US variance premium almost immediately

weakens its predictive power. In contrast, for the UK, the standard deviation of the noise signal has to be
at least 70% that of the original variance premium before its predictive power disappears.
31When the range based forecast of realized volatility is used, the US variance premium predicts returns

only for the UK, Belgium and France.
32Results for the robustness tests are left unreported in order to save space and center the discussion. The

results for the noise stress tests, the alternative variance premium speci�cations, samples, currencies, as well
as for alternative variance covariance matrix approximations (In particular, Hodrick, 1992) are available
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As a consequence of the systematic component of equity premiums, the leader country
variance premium should also be a useful predictor of equity return correlations across
countries (Eq. (1.11)). In order to test this consequence, Figure 1.8 reports the estimation
results for the following regressions:

�t(rj;t;t+h; rUS;t;t+h) = 0;jk + 1;j;USvpUS;t + �jk;t;

where �t(rj;t;t+h; rUS;t;t+h) is the h-months ahead equity return correlation between any
country and the US. The results suggest that the US variance premium predicts equity
return correlations between the US and any other country in the sample except for Japan
and Belgium. As for the equity returns, the ability of the US variance premium to forecast
return correlations holds for horizons between 3 and 6 months for most of the countries.
Actually, for the equity correlation between the US and Germany, the US variance premium
has predictive power for horizons up to 12 months. In unreported results, I also show that
the US variance premium outperforms all other countries in the sample in predicting equity
return correlations.
In sum, the evidence in this section supports the qualitative implications of my model for

the role of the variance premium in predicting equity returns. It con�rms the predominant
role of the US variance premium in predicting foreign equity returns and return correlations
across countries. Therefore, the evidence supports the theoretical solution implied by my
model to the local return predictability puzzle in Section 1.3. That is, the local variance
premium cannot predict returns in countries other than the US because the role of the
variance premium in those countries is dominated by the variance premium in a leader
country: the US.

1.5.3 Exploring the role of the Variance Premium in Explaining
Excessive comovements

In this section, I extend the analysis of the model implications to understand the potential
role of the variance premium in explaining excessive comovements across international equity
and option markets. Although a natural extension, the excessive comovement analysis does
not have an immediate linkage with the model in Section 1.4. Therefore, the evidence
presented in this section is merely an investigation of the impact of unusual events from an
empirical perspective. As in the previous sections, I investigate both the variance premium
and the equity return correlations. The procedure to test for excessive comovements is done
at the daily as well as at the monthly frequency. However, in order to save space and given
the insigni�cant results at the monthly frequency, only the results for the daily frequency
are reported.
The analysis of the excessive comovements in the variance premium dynamics requires

the estimation of the following system of equations:

vpj;t+h = 0;;j;h + 1;;j;h;tvpUS;t + �t;h; (1.12)

where h are the alternative horizons considered and the time varying coe¢ cient 1;j;h;t
follows

1;j;h;t = vo;;j;h + v1;;j;hDUS;t;

where the dummyDUS;t characterizes extreme values of vpUS;t. This variable takes the value
1 when vpUS;t is above the 5th percentile.33 The estimated v1;j;h are displayed in Figure
1.9 for horizons between 1 and 22 days. The evidence suggests that episodes of unusually

upon request.
33The results for alternative percentiles as well as for two-sided extreme events are available upon request.
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high US variance premium generate unusual variance premium correlations between the
US and most of the countries in the sample. As can be seen from the �gure, this e¤ect
is signi�cant only in the very short term, usually up to 10 days. For all countries, except
France, the signi�cance of v1;j;h follows a decreasing pattern as the horizon increases, which
in turn suggests that it could be hard to identify unusual variance premium comovements at
the monthly frequency. In sum, the empirical evidence suggests that the variance premium
correlations tend to intensify following episodes of extremely high US variance premium.
In order to investigate the excessive comovement of returns, I follow the literature on

contagion. In particular, the procedures in Bekaert, Harvey and Ng (2005) and Baele and
Inghelbrecht (2010). In this case, the test is performed on the residuals from a single-factor
model. Therefore, excessive return comovements can be interpreted as cross-country equity
return correlation beyond what is expected from the exposition of all returns to a common
factor. To maintain the coherence with the rest of the paper, I assume that the common
factor is the US equity returns. The procedure for this test is explained in detail in Appendix
1.B, and its results are displayed in Figure 1.10. The evidence shows that, in contrast to
the evidence for the variance premium dynamics, there is no clear e¤ect of extreme variance
premium episodes over the dynamics of equity returns. Therefore, the evidence suggests
that for the cross-country return correlations, only the fundamental relation implied by the
model is supported by the empirical evidence.34

1.6 Conclusions

This paper presents several new �ndings related to the variance risk premium for a total of
eight countries. First, I provide new evidence that the variance premiums display signi�cant
time variation and are, on average, positive for all countries analyzed. However, I also provide
evidence that except for the US, the local variance premiums do not predict local equity
returns. This evidence is in sharp contrast to the existing theoretical models where the
variance premium explains the time variation in equity returns.
Motivated by the puzzling single-country evidence, I propose an international model

to understand the role of the variance premium in explaining international equity returns.
The model is a two-country general equilibrium model which extends that in Bollerslev,
Tauchen and Zhou (2009). My model yields relevant qualitative implications that explain
the inability of the variance premium in predicting local returns in countries other than
the US. In particular, my model implies that the variance premium generated in a leader
economy plays a key role in explaining the time variation in equity returns in the two
countries. Therefore, the leader country variance premium outperforms the follower country
variance premium in predicting not only equity returns, but also equity return correlations
across countries. The dominant role of the leader country variance is a consequence of the
common components in the variance premiums of all countries. In particular, a consequence
of the dominant load of macroeconomic uncertainty shocks generated in the leader economy
in the variance premiums of both countries.
Finally, I provide new empirical evidence for the qualitative implications of my model

for the eight countries in the sample. I show that the US variance premium has predictive
power over the equity returns for all countries in the sample. The predictive power of the
US variance premium over international equity returns is (i) stronger for horizons between
3 and 6 months, (ii) additional to that of traditional local (or US) variables, and (iii)
clearly outperforms the local variance premium themselves. Finally, I also show that the US
variance premium predicts the correlation of equity returns between the US and all countries
in the sample, except for Japan and Belgium.

34The insigni�cant e¤ect of extreme variance premium episodes holds at the monthly frequency. These
results are available upon request.

19



Essays on Asset Pricing

Given the new �ndings presented in this paper, exploring the dynamics of the variance
premium in an international setting remains a very interesting topic in my research agenda.
I am currently working in disentangling the systematic and country-speci�c components of
the variance premiums. In future research, I will also investigate in depth the short-term
dynamics of the variance premiums. In particular, the contagion patterns across countries.
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APPENDIX

1.A Detailed Solution of the Two-country Model

This appendix explains in detail the solution to the model in Section 1.4.
Each country return process is assumed to be a claim on the local consumption growth,

while the global portfolio return is a claim on the weighted global consumption gwt = !g1t +
(1 � !)g2t , where ! is the weight of the leader country. Following Campbell and Shiller
(1988), the returns are linearized as

rj;t+1 = �j;0 + �j;1zj;t+1 � zj;t + gj;t+1; for j = 1; 2; w; (1.A-1)

where zj;t denotes the log of the wealth-consumption ratio of the asset that pays the con-
sumption endowment fCj;t+ig1i=1. As it is standard in the asset pricing literature, I conjec-
ture a solution for zj;t as a function of the state variables of both countries as follows:

zj;t+1 = Aj;0 +Aj;1�
2
1;t+1 +Aj;2q1;t+1 +Aj;3�

2
2;t+1 +Aj;4q2;t+1: (1.A-2)

Based on this solution, the basic asset pricing equation is imposed in order to determine the
components of zj;t+1. The basic asset pricing equation is the �rst order condition from the
agent maximization problem given by

Et[(exp(mt+1 + rj;t+1)] = 1;

where mt+1 is the (log of) intertemporal marginal rate of substitution. For the case of
Epstein-Zin-Weil preferences, and given that markets are assumed to be perfectly integrated,
the unique marginal rate of substitution is given by

mt+1 = � log � � �

 
gt+1 + (� � 1)rt+1

= bmo + bmggw;t+1 + bmrrw;t+1;

where 0 < � < 1 is the time discount rate,  � 0 is the risk aversion parameter, and � = 1�
1� 1

 

for  � 1 is the intertemporal elasticity of substitution (IES).
Solving for the world portfolio yields the following expressions for the components of

zj;t+1:

Aw;0 =
� log � + (1� )(!�1;g + (1� !)(�2;g + �g�1;g))

�(1� �w;1)

+
�w;0 + �w;1Aw;1a� + �w;1Aw;2aq + �w;1Aw;3a� + �w;1Aw;4aq

(1� �w;1)
;

A1 =
(1� )2(! + (1� !)��)2

2�(1� �w;1��)
;

A+;�w;2 =
(1� �w;1�q)�

q
(1� �w;1�q)2 � �2�2w;1'2qA2w;1
��2w;1'

2
q

;

Aw;3 =
(1� )2(1� !)2
2�(1� �w;1��)

;
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and

A+;�w;4 =
(1� �w;1�q)�

q
(1� �w;1�q)2 � �2�2w;1'2qA2w;3
��2w;1'

2
q

:

To avoid the load of time-varying volatilities �1;t, and �2;t from growing without bounds, I
only keep A�w;2 (A

�
w;4). The positive root discarded is explosive in 'q, i.e., lim'q!0A

+
w;2'q 6=

0 (lim'q!0A
+
w;4'q 6= 0). Now A�w;2 (A

�
w;4) will be a solution to the model as long as

(1��w;1�q)2 � �2�2w;1'
2
qA

2
w;1 ((1��w;1�q)2 � �2�2w;1'

2
qA

2
w;3). It is easy to show from these

expressions that all state variables load negatively on the global wealth-consumption ratio.
That is, Aw;1, Aw;2, Aw;3, Aw;4 � 0 as long as � < 1.
Solving for the leader country 1 yields the following expressions:

A1;0 =
�1;0 + �1;1A1;1a� + �1;1A1;2aq + �1;1A1;3a

2
� + �1;1A1;4aq + �1;g

(1� �1;1)

�

�w;0 + (�w;1 � 1)Aw;0 + �w;1Aw;1a� + �w;1Aw;2aq+
+�w;1Aw;3a� + �w;1Aw;4aq + !�1;g + (1� !)(�2;g + �g�1;g)

(1� �1;1)
;

A1;1 =
(1� �)(1� )2(! + (1� !)��)2 + �(1� (! + (1� !)��))2

2�(1� �1;1��)
;

A+;�1;2 =
(1� �1;1�q) + (1� �)�1;1�w;1Aw;2'2q

�21;1'
2
q

�

s
((1� �1;1�q) + (1� �)�1;1�w;1Aw;2'2q)2 � �21;1'2q((� � 1)2�21A2w;2'2q+

+2(�w;1�q � 1)(� � 1)Aw;2 + (�1;1A1;1 + (� � 1)�w;1Aw;1)2)
�21;1'

2
q

;

A1;3 =
(1� �)(1� �w;1��)Aw;3 + 1

2
2(1� !)2

(1� �1;1��)
;

and

A+;�1;4 =
(1� �1;1�q) + (1� �)�1;1�w;1Aw;4'2q

�21;1'
2
q

�

s
((1� �1;1�q) + (1� �)�1;1�w;1Aw;4'2q)2 � �21;1'2q[(� � 1)2�2w;1'2qA2w;4+

+2(�w;1�q � 1)(� � 1)Aw;4 + (�1;1A1;3 + (� � 1)�w;1Aw;3)2]
�21;1'

2
q

:

Finally, for the follower country 2; solving the basic asset pricing equation yields

A2;0 =
�2;0 + �2;1A2;1a� + �2;1A2;2aq + �2;1A2;3a� + �2;1A2;4aq + �2;g + �g�1;g

(1� �2;1)

�

�w;0 + �w;1Aw;0 + �w;1Aw;1a� + �w;1Aw;2aq+
+�w;1Aw;3a� + �w;1Aw;4aq �Aw;0 + !�1g + (1� !)(�2;g + �g�1;g)

(1� �2;1)
;
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A2;1 =
(1� �)(1� )2(! + (1� !)��)2 + �(�� � (! + (1� !)��))2

2�(1� �2;1��)
;

A+;�2;2 =
(1� �2;1�q) + (1� �)�w;1�2;1Aw;2'2q

�22;1'
2
q

�

s
((1� �2;1�q) + (1� �)�w;1�2;1Aw2'2q)2 � 2'2q�22;1((� � 1)(�w;1�q � 1)Aw;2+

+ 1
2 ((� � 1)�w;1Aw;1 + �2;1A2;1)

2 + 1
2'

2
q(� � 1)2�2w;1A2w;2)

(�21)
2'2q

;

A2;3 =
(1� �)(1� �w;1�2�)Aw;3 + 1

2 (1� (1� !))
2

(1� �2;1�2�)
;

and

A+;�2;4 =
(1� �2;1�q) + (1� �)�w;1�2;1Aw;4'2q

�22;1'
2
q

�

s
((1� �2;1�q) + (1� �)�1�2;1Aw;4'2q)2 � 2'2q�22;1[2(�w;1�q � 1)(� � 1)Aw;4+

+[(� � 1)�w;1Aw;3 + �2;1Aw;3]2 + '2q(� � 1)2�2w;1A2w;4]
�22;1'

2
q

:

Again, following the same reasoning as for the world portfolio, it only makes sense to keep
A�j;2 and A

�
j;4.

1.B Excessive Return Comovements

The test for the excessive return comovements in this paper is a simpli�ed version of the
contagion tests in Bekaert, Harvey and Ng (2005), and Baele and Inghelbrecht (2010). I
assume that the only fundamental factor to which all countries are exposed is the US equity
return. This assumption is coherent with the assumption of a leader economy throughout
the paper. It is also consistent with the fact that except for the Euro-zone, not enough
countries for any region are considered in the sample.35

The excess US returns (global factor) are modeled as follows:

rUS;t � rf;t = �0USZUS;t�1 + eUS;t; (1.B-3)

where eUS;t j ZUS;t�1 � N(0; �2US;t), where ZUS;t�1 contains the so-called global variables.
The global variables considered are the world Datastream dividend yield, the Eurodollar
spread, the 10 years US T-bill spread and the change in the 90 days US t-bill rate. Now,
�2US;t follows a (potentially) asymmetrical GARCH process such as

�2US;t = aUS + bUS�
2
US;t�1 + cUSe

2
US;t�1 + dUS�

2
US;t�1;

where �US;t is the negative return shock (�US;t = minfo; eUS;tg).
The local returns for all other countries are also assumed to follow GARCH (1,1)

processes such as

35A single-factor model is considered in Tang (2001). However, it has been shown that models including
a regional factor outperform those with only a global factor (see for instance Bekaert, Hodrick and Zhang,
2005).
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rj;t � rf;t = �jZj;t�1 + �
US
j;t�1�US;t�1 + �

US
j;t�1eUS;t + ej;t; (1.B-4)

where �us;t�1 = E[rUS;t�rf;t j ZUS;t�1]. The local information set Zj;t�1 contains the local
dividend yield. Now, the residuals in Eq. (1.B-4) follow ej;t j Zj;t�1 � N(0; �2j;t), where �

2
j;t

follows a (potentially) asymmetrical GARCH process such as

�2j;t = aj + bj�
2
j;t�1 + cje

2
j;t�1 + dj�

2
j;t�1:

Finally, the time varying sensitivity to the US (global) factor follows

�USj;t�1 = �j;0 + �j;1tsj;t�1 + �jX
US
j;t�1; (1.B-5)

where Xus
j;t�1 is the percentage of trade over GDP (sum of exports and imports over local

GDP. Only for the monthly frequency), and tsj;t�1 is the 1-year term spread for each
country. Controlling by Xus

j;t�1 allows the betas to be impacted by trade as proposed by
Bekaert, Harvey and Ng (2005), while the term spread is included to account for the possible
cyclicality of betas as suggested by Baele and Inghelbrecht (2010).
Following the literature of contagion, in a �rst stage, I estimate the model in Eqs. (1.B-

3) to (1.B-5). In a second stage, the residuals from this regression are used to test for
unusual return comovements across countries. The excessive comovement test requires the
estimation of the following regression:

bej;t = wj + vj;tbeus;t + uj;t;
vj;t = vo + v1DUS;jt�1;

where DUS;j;t�1 are the dummy variables controlling for extreme realizations of the variance
premium.36 The estimated parameters for this tests are available upon request.

36All the attention is focused on the estimated parameter v1. See Baele and Inghelbrecht (2010) for a
discussion on the di¤erence between the test for the correct speci�cation of the model and the contagion
test itself.
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Table 1.2: Base Scenario for the Numerical Implications of the Two-Country Model
The table reports the values for the two-country model parameters considered as the base scenario
to test its numerical implications. In this scenario, all parameters in the preference function (Eq.
(1.3)) are taken from BTZ. The country-speci�c parameters in Eqs. (1.1) and (1.2) are estimated
as follows: �j;g is estimated as the average IP growth for the sample 1973-2009; �j;� is estimated
as the IP growth unconditional variance for the sample 1973-2009. Finally, the parameters ko and
k1 in the log-linearization of returns (Eq. (1.A-1)) are estimated using data for the Price-Dividend
(PD) ratio for each country as well as for the Datastream world portfolio. The log-linearization

constants are estimated as k1 =
eE(PD)

1+eE(PD)
, where E(PD) is the unconditional mean of the (log)

PD ratio, and k0 = �k1 ln(1� k1)� (1� k1) ln(1� k1) (Campbell and Cochrane, 1999).

Value
Param. Global US GER Description

�g 1: 6� 10�3 8:3� 10�4 Mean consumption growth
a� 1:2� 10�6 6:6� 10�6 Long-run consumption volatility
�� 0:98 0:98 Speed of reversion consumption volatility
aq 2:0� 10�7 2:0� 10�7 Long-run VoV
�q 0:80 0:80 Speed of reversion VoV
k0 0:12 0:13 0:12 Campbell-Shiller k0
k1 0:97 0:97 0:97 Campbell-Shiller k1
 2:50 Intertemporal elasticity of substitution

log � 1:00 Discount factor

Table 1.3: Variance Premium Correlations across countries
The table reports the correlation coe¢ cients among the monthly variance premiums for all countries
for the sample period 2000 to 2009.

US GER JAP UK SWI NL BE FR
US 1:00 0:56 �0:08 0:74 0:37 0:76 0:62 0:78
GER 1:00 0:24 0:74 0:79 0:82 0:42 0:78
JAP 1:00 0:18 0:61 0:07 0:07 �0:14
UK 1:00 0:70 0:85 0:64 0:77
SWI 1:00 0:67 0:48 0:51
NL 1:00 0:72 0:89
BE 1:00 0:57
FR 1:00
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Figure 1.1: Estimated (model-free) Variance premiums
The �gure shows the Variance Premiums vpt in annual squared percentages for the eight countries
the sample (see Table 1.1) for the sample period 2000 to 2009. The variance premium in each country
is estimated as vpj;t = iv2j;t�( brvjt+1)2;where the benchmark speci�cation for the expected realized
variance is its �rst order autoregressive forecast. The shaded areas represent NBER recession
episodes for the US.
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Figure 1.6: Cross-Country Return Correlations and Model-implied correlation of consump-
tion
The �gure shows the model-implied unconditional correlation of consumption (�(gUS;t; gGER;t))
and the model-implied equity return correlation (�(rUS;t; rGER;t)) between Germany and the US
for several alternative values of the parameters ; !, �� .
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CHAPTER 2

Cumulative Prospect Theory and the Volatility Premium

Joint work with

Lieven Baele1, Joost Driessen1, and Oliver Spalt2

Abstract

This paper explores the ability of Cumulative Prospect Theory (CPT) to explain the
observed negative volatility premium embedded in option prices. We simulate equilibrium
prices for zero-beta straddles when agents are endowed with CPT-type preferences. We �nd
that overweighting the probability of extreme events, one of the components of CPT, plays
a key role in increasing the implied price of straddles. In contrast, increasing the scale of
the value function, the second component of CPT, yields minor changes in the equilibrium
prices of these straddles unless agents display a very large degree of loss aversion. We also
explore these implications in a time-varying framework where we �nd that the price agents
are willing to pay to hedge the risk of extreme events depends on the previous performance
of their portfolio.
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2.1 Introduction

There is ample evidence that agents demand a compensation for accepting the risk of extreme
�uctuations in stock prices. This compensation is re�ected in the substantial returns ob-
tained by volatility sellers largely documented in the literature (Coval and Shumway (2001),
Bakshi and Kapadia (2003) and Eraker (2009), among others). The observed volatility
premium is, on average, negative and displays signi�cant time variation. Nevertheless, our
understanding of the sources of the volatility premium is still limited (Driessen and Maen-
hout (2007), and papers cited therein). In this paper, we explore the potential of Cumulative
Prospect theory (CPT hereafter) to explain abnormal option returns and accommodate the
observed stylized facts related to the volatility premium. We �nd the probability weighting
scheme embedded in CPT to play the main role in explaining the observed high prices of
derivatives exposed to extreme �uctuations in stock prices such as straddles. In contrast,
the total e¤ect of the value function, the second key component of CPT, is rather poor since
the isolated e¤ects of the degree of loss aversion and the curvature of the value function
have similar magnitudes but opposite directions.
The intuition for the relation between the risk of extreme events, and in particular the

volatility premium, and option returns is as follows. Volatility sellers usually take positions
in straddles.1 This strategy yields a positive return if equity prices display a moderate
change at the maturity of the contract. In other words, if the implied volatility embedded
in these options systematically exceeds the actual realized volatility within the duration of
the contract. Therefore, the willingness of agents to pay (relatively) high prices for (holding
long positions in) these options collects their desire to hedge against the risk of extreme
movements in equity prices. Following this intuition, the literature has consistently found
empirical evidence that the volatility premium is, on average, negative and signi�cant. Coval
and Shumway (2001) �nd for the US stock market that zero-beta straddles earn an average
weekly return of �3% for the period between 1986 and 1996. They actually show that a
volatility-selling strategy involving zero-beta straddles yields a Sharpe ratio considerably
larger than that derived from an equity-index-investment strategy during their sample.
Since zero-beta straddles are, by de�nition, exclusively exposed to market volatility, the
evidence in Coval and Shumway (2001) suggests that systematic stochastic volatility is an
important factor for pricing assets. In a similar vein, Bakshi and Kapadia (2003) use a
derivative-hedging strategy to determine the sign and magnitude of the volatility premium.
Using a volatility-exposed strategy, similar to that in Coval and Shumway (2001), they �nd
an explicit relation between the return of ATM-hedged returns and the volatility premium.
Finally, Driessen and Maenhout (2007) �nd evidence that the volatility risk is also priced
in the UK and Japan.2

In order to understand the sources of the empirically observed volatility premium, the-
oretical models would at least require for agents not to be indi¤erent to the risk of extreme
movements in equity markets. Therefore, in order to characterize the volatility premium,
several adjustments to standard asset pricing models have been proposed in the literature.
One strand of the literature, links the volatility risk premium to macroeconomic uncertainty.
This strand follows the intuition behind the long-run risk model in Bansal and Yaron (2004)
and the idea that agents have a preference for an early resolution of uncertainty in Bansal
and Yaron (2004). These long-run risk models have the ability to endogenously generate
a volatility risk premium by means of a representative agent who dislikes macroeconomic

1There are of course other alternatives to invest directly in volatility like taking position on variance
swaps or betting on a volatility index.

2 In order to maintain the coherence with our empirical analysis, we intentionally omit the related em-
pirical evidence on the existence of the volatility premium measured as the di¤erence between the option
implied volatility index and the expected realized volatility. See, for instance, Britten-Jones and Neuberger
(2000), Jiang and Tian (2005), Bakshi and Madam (2006), Carr and Wu (2009), Bollerslev, Gibson and
Zhou (2011) and Bollerslev, Tauchen and Zhou (2009).
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volatility. For instance, Bollerslev, Tauchen and Zhou (2009) show that the variance risk
premium reveals the attitude of agents towards macroeconomic uncertainty. In a similar
setting, Drechsler and Yaron (2011) �nd that the variance risk premium reveals the attitude
of agents towards economic jumps. In particular, their attitude towards the probability
of occurrence and intensity of these jumps. Also following a long-run-risk model strategy,
Londono (2011) provides a model to understand the sources of the volatility premium in an
international setting. An alternative strand of the literature relates the volatility premium
to agents�attitudes towards the presence of non-normalities in the distribution of returns.
In Bakshi and Madam (2006), the variance risk premium is explained by the desire of agents
with time-varying risk aversion to buy protection against extreme events. In a similar vein,
Bekaert and Engstrom (2010), Todorov (2010), and Gabaix (2009), using di¤erent method-
ologies, focus on the interplay between returns, risk aversion and extreme events to explain
many asset pricing regularities, including the volatility premium.
In sum, the theoretical literature on the volatility premium suggests a joint role of

agents�preferences and model-implied equity return dynamics in the characterization of the
volatility premium. Nevertheless, theoretical attempts to understand the volatility premium
have proven to be limited in generating its observed magnitude. Surprisingly, the potential
role of CPT preferences has been, as far as we are aware, ignored until now in the volatility-
premium literature.3 The main contribution of this paper is to explore the ability of CPT
preferences to explain the volatility premium in an equilibrium setting where equity returns
follow a normal distribution with constant volatility. Thus, we explore the implications of
the di¤erent components of CPT over the equilibrium price agents are willing to pay to
hedge the risk of extreme events.
CPT is based on experimental evidence against traditional expected utility theory. It

relies on two key features: a weighting function that distorts physical probabilities and
a value function over gains and losses. The probability weighting scheme in CPT makes
agents transform probabilities when forming expectations about their value function. In
particular, the probabilities of extreme outcomes are distorted upwards by taking probability
mass away from outcomes with moderate losses or gains. Now, the characteristics of the
Prospect Theory (PT hereafter) value function, as originally proposed by Kahneman and
Tversky (1979), are based on three experimentally observed deviations from expected-utility
decision-making. First, individuals derive utility from losses and gains (relative to a reference
level) rather than from a level of wealth. Second, marginal utility is larger for in�nitesimal
losses than for tiny gains so that investors are loss averse. Third, the utility function over
gains and losses or value function exhibits risk-aversion in the domain of gains, but is convex
in the domain of losses (Driessen and Maenhout (2007)).
Interestingly, some of the components of CPT have been previously related to agents�

hedging strategies. Shiller (2000) suggests that the overweighting of probabilities might be
useful to explain option pricing anomalies since it makes insurance and gambling attractive
to agents. This mechanism is formally shown by Barberis and Huang (2008). However,
Barberis and Huang (2008)�s setting is restricted to a model where the skewed asset is in
small supply and not properly a derivative. In contrast to the intuition in Shiller (2000),
Verslius, Lehnert and Wol¤ (2010) �nd a rather low and hardly interpretable e¤ect of the
probability weighting scheme over the price of ATM calls. As for the components of the
PT-value function, loss aversion has been shown to increase the reward agents demand for
holding risky-assets including those with skewness (Barberis and Huang (2008)). Moreover,
Barberis, Huang and Santos (2001) introduce the possibility of a time-varying degree of
loss aversion as a function of agents� recent portfolio performance. Their setting paves
the way for the investigation of the potential of CPT to characterize the time variation of

3From an empirical perspective, in a non-equilibrium setting, an exception is riessen and Maenhout
(2007) as we discuss below.
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the volatility premium documented in the literature. Less attention has been paid to the
potential role of the curvature of the value function. Barberis, Huang and Santos (2001)
�nd that the e¤ect of the curvature in the domain of gains and losses might o¤set its total
e¤ect over the price of skewed assets. In an attempt to isolate the e¤ect of the curvature of
the vale function in the domain of gains and losses, Verslius, Lehnert and Wol¤ (2010) �nd
that more risk aversion in the domain of gains leads to higher call option prices while more
risk seekingness in the domain of losses leads to lower call option prices. Finally, Driessen
and Maenhout (2007) empirically investigate, in a non-equilibrium setting, the joint e¤ect
of probability weighting and loss aversion in explaining option pricing anomalies. They �nd
evidence that the volatility premium implied by CPT-type preferences might be negative
only for some parameter combinations. In particular, the volatility premium is negative for
moderate probability weight parameters and low degrees of loss aversion.

This paper adds to the literature by investigating the ability of all CPT components to
explain option pricing anomalies and potentially characterize the observed negative volatil-
ity premium in a general equilibrium setting. First, we propose an appropriate CPT setting
and �nd equilibrium equity and option prices. Within this setting, we endow the representa-
tive agent with a utility function that combines a traditional constant-relative-risk-aversion
utility function with a PT-type value function. Moreover, the representative agents� ex-
pectations might be distorted according to the probability weighting scheme embedded in
CPT. Then, we simulate the equilibrium conditions for two parameter sets. The �rst one
or benchmark parametrization includes several parameters previously used in the literature
while the second one isolates the speci�c impact of each component by switching o¤ the
e¤ect of all others. Using the results from our simulations, we disentangle the speci�c role
of all CPT parameters on the equilibrium price of zero-beta straddles. This methodology
allows us to gather information about the equilibrium-implied price agents are willing to
pay to hedge the risk of extreme events depending on the characteristics of their preference
function. Using the same methodology, we also investigate the impact of all CPT compo-
nents over the price of at-the-market (ATM hereafter) straddles. Finally, we explore the
impact of CPT over the price of straddles in a time-varying framework. In order to do so,
and following Barberis and Huang (2001), we extend our one-period setting to allow for the
degree of loss aversion as well as the reference level for gains and losses to vary as a function
of the recent performance of the representative agent�s portfolio.

Our methodology yields a number of interesting �ndings that, as far as we know, are
new to the literature. First, we �nd that the parameter driving the probability distortion
plays a key role in explaining the (relatively) high price of straddles. In particular, zero-
beta straddle prices increase up to 51:2% when we compare our benchmark parametrization
with a scenario where probabilities are not distorted. This price increase turns out to be
as high as 215:6% for extremely distorted probabilities. Second, we �nd the e¤ects of the
components of the value function over the price of zero-beta straddles to have opposite
directions. On the one hand, we �nd that increasing the degree of loss aversion increases
the price zero-beta straddles. However, the price increase implied by changes in the degree
of loss aversion is less relevant than that implied by changes in the probability distortion
parameter. The price increase implied by changes in the degree of loss aversion turns out to
be 2% if we compare our benchmark scenario with that where investors do not display any
loss aversion. On the other hand, increasing the curvature of the value function decreases
straddle prices by 2:9% for our benchmark scenario. The opposite direction of the e¤ects
of the value function components �nally implies that, for our benchmark parametrization,
increasing the scale of the PT-value function has a minor e¤ect over the price of zero-beta
straddles.

When we extend our one-period methodology to ATM straddles, the e¤ects of the proba-
bility distortion and the curvature of the value function turn out to be similar in magnitude
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and direction to that for zero-beta straddles. In contrast, the e¤ect of the degree of loss
aversion over the price of ATM straddles has the opposite direction from that observed over
the price of zero-beta straddles. For our benchmark parametrization, we obtain that ATM
straddle prices are reduced by 5:6% compared to a scenario where investors display no loss
aversion. The mechanism behind the reduction of ATM straddle prices is explained in turn
by the increase in the expected return of equities implied by an increase in the degree of
loss aversion or market beta e¤ect.
Finally, when we extend our one-period results to a simpli�ed time-varying setting, we

�nd the dynamics of the implied return of straddles to depend on how agent�s remember
recent gains and losses. In particular, we �nd that increasing their memory horizon increases
the persistence of the volatility premium. The average volatility premium implied by the
return of zero-beta straddles is considerable (on average 34:58%), but displays a moderate
variability (average standard deviation of 0:63).
The remainder of this paper is organized as follows. Section 2.2 reviews the basic con-

cepts of CPT. Section 2.3 explains the main asset-pricing applications of CPT found in the
literature. In Section 2.4, we derive the equilibrium prices for stocks and options implied by
our CPT-setting. In Section 2.5, we simulate the equilibrium prices of zero-beta straddles in
order to disentangle the speci�c impact of the CPT components on the volatility premium.
Finally, Section 2.6 concludes.

2.2 Overview of Cumulative Prospect Theory

CPT is based on experimental evidence against expected utility. This theory has proven
to be successful in explaining a variety of empirical regularities and phenomena that are
puzzling from the point of view of expected utility.4 There are two key components to
CPT: a value function over gains and losses and a weighting function that distorts physical
probabilities (Driessen and Maenhout (2007)). In this section, we introduce and explain in
detail the components of CPT.
The original Prospect Theory (PT hereafter) value function was introduced by Kahne-

man and Tversky (1979) (KT hereafter) based on experimental evidence. This function
collects several experimental violations of the expected utility theory. First, agents derive
utility from losses and gains X (relative to a reference level) rather than from a level of
wealth W . Second, agents�marginal utility is larger for in�nitesimal losses than for small
gains so that investors are loss averse. Note that loss aversion generates �rst-order risk aver-
sion (Segal and Spivak (1990)). Third, while agents are risk averse in the domain of gains,
they exhibit a risk-seeking behavior in the domain of losses. A typical representation of the
value function V (X) for a loss-averse investor with risk-averse and risk-seeking behavior is

V (X) =

(
Xb1b1

�� (�X)
b2b2

for
X � 0
X � 0 ; (2.2-1)

where � controls the degree of �rst-order risk aversion and makes the value function kinked
at zero. The curvature parameters b1 and b2 are constrained to belong to the interval [0; 1].
These curvature parameters control the risk-averse and risk-seeking behavior in the domain
of gains and losses respectively.
The second ingredient of (Cumulative) Prospect Theory makes decision-makers trans-

form probabilities when taking expectations of their value function. In particular, the prob-
abilities of extreme outcomes are distorted upwards by taking probability mass away from
outcomes with moderate losses or gains. A weighting scheme that makes insurance and

4For an excellent survey, see Barberis and Thaler (2003).
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gambling attractive to agents. The original weighting function in KT is a monotonic trans-
formation of the individual outcome probabilities. The major drawback of such a trans-
formation is that it does not always satisfy (�rst-order) stochastic dominance. In order to
convey this drawback, Tversky and Kahneman (1992) introduced a weighting function in
their Cumulative Prospect Theory (CPT hereafter). CPT adds probability distortions over
cumulative rather than individual probabilities according to a nonlinear transformation of
the loss-averse preferences. In particular, the transformed probabilities (�decision weights�)
overweight both extremely positive and extremely negative outcomes of the optimal portfo-
lio.
The distorted probabilities or decision weights in Tversky and Kahneman (1992) are

obtained from the objective probabilities as follows. First, the states or outcomes are ordered
from worst to best according to the investors�endogenously chosen reference portfolio, RR,
and are labeled accordingly: R1 � ::: � Rk � RR � Rk+1 � ::: � RN . Denoting the
objective probability of outcome n by pn, the subjectively distorted probability of outcome
n, �n, is obtained as follows:

�i = w� (p1 + :::+ pi)� w� (p1 + :::+ pi�1) for 2 � i � k

�i = w+ (pi + :::+ pN )� w+ (pi+1 + :::+ pN ) for k + 1 � i � N � 1 (2.2-2)

where

w� (p) =
pc1

[pc1 + (1� p)c1 ]1=c1
; (2.2-3)

w+ (p) =
pc2

[pc2 + (1� p)c2 ]1=c2
;

and �1 = w� (p1) ; �N = w+ (pN ) : Parameters c1 and c2 in Eq. (2.2-3) control the curvature
of the weighting function for losses and gains respectively. Note that c1 = c2 takes us back
to the case of rank-dependent expected utility introduced by Quiggin (1993). Moreover,
c1 = c2 = 1 brings us back to a setting without distortions.

2.3 CPT and Asset Prices

Based on the ability of CPT to explain several experimentally observed behavioral puzzles,
this theory has been used extensively to explain many asset-pricing related phenomena.
Examples of which are the equity premium puzzle and low market participation (Benartzi
and Thaler (1995), Barberis, Huang and Santos (2001), BHS hereafter, and Ang, Bekaert and
Liu (2005)), the house money e¤ect (BHS), the disposition e¤ect (Gomes (2005) and Barberis
and Xiong (2009)), and the demand of stocks during booms and recessions (Berkelaar and
Kouwenberg (2009)).5 Nevertheless, most of the attention has been centered in the optimal
portfolio choice problem when agents�investment opportunities are restricted to normally
distributed assets. In contrast, little attention has been paid to the implications of CPT over
the equilibrium prices of non-normally distributed assets and in particular over derivative
prices. Nevertheless, a few exceptions can be found in the literature. BHS investigate the
implications of the PT-value function (without probability distortion) over the price of a
skewed asset that is in small supply and independent from the risky asset therefore not a

5A set of papers speci�cally deals with the cross-sectional implications of CPT. See, for instance, De
Giorgi, Levy and Hens (2004), and Barberis and Huang (2001).
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properly a derivative. Verslius, Lehnert andWolxo(2010) investigate the implied derivative
prices given a marginal investor with CPT preferences.6

It is well known in this literature that in order to obtain realistic asset-pricing settings,
several aspects of the original CPT need to be modi�ed. In this section, we �rst investigate
the convenience of using CPT for pricing equities and options as well as the modi�cations we
will assume throughout the paper. Then, we discuss the consequences of using alternative
parameter sets previously used in the literature as well as our benchmark parametrization.

2.3.1 Making CPT suitable for asset pricing

There are several inconveniences when applying the original CPT for pricing equities and
options. These inconveniences are mainly related to the implications of CPT for the exis-
tence, �niteness and uniqueness of the market equilibrium. For instance, it is well known
that the CPT setting might deliver non-existent market equilibria. Moreover, if one or sev-
eral equilibria were to exist, portfolio weights might be non-�nite. It has also been shown
that CPT equilibria might not be unique. In this part of the section, we discuss in detail
these drawbacks and describe the modi�ed CPT setting used throughout the rest of the
paper.
Original PT might deliver non-existent market equilibria due to the discontinuity in

agents�demand function.7 Berkelaar, Kouwenberg and Post (2004) provide a set of con-
ditions under which a CPT-market equilibrium exists. These conditions include the non-
negativity of wealth as well as the pseudo-concavity of the value function.8 A related and
very well known problem of CPT is the possibility of �nding non-�nite optimal portfolio
weights. Pure CPT-preferences might cause an in�nite short selling problem due to the fact
that the value function in Eq. (2.2-1) is �nite for negative levels of wealth. This problem
is derived from the convexity of the function in the domain of losses. Nevertheless, this
convexity is a key feature of CPT since it re�ects the idea that agents display a risk-seeking
behavior when facing losses. This behavioral aspect turns out to be a robust �nding in
experiments at least when losses are small.9 However, there seems to be far less consensus
among researchers about the behavior of agents when facing large losses as some evidence
suggests concavity (Laughhunn, Payne and Crum (1980)). More speci�cally, in the �nance
literature, Gomes (2005) argues that having marginal utility decrease as wealth approaches
zero is unappealing. This is especially relevant in our setting where investors have access
to derivative-based returns with unusually asymmetric distributions. In such a setting,
risk-seeking behavior becomes extreme and investors mainly take positions for which the
non-negativity constraint on wealth becomes binding.
In order to guarantee a solution with �nite portfolio weights in a CPT setting, several

modi�cations have been proposed in the literature.10 These modi�cations allow for the
total utility function to be pseudo-concavi�ed. The value function in Gomes (2005) is
forced to be concave again for substantial losses. The agents�in�ection point for determining
�substantial losses�needs to be decided by the researcher. As an alternative, Ait-Sahalia and
Brandt (2001) impose portfolio constraints to rule out extreme positions due to the convexity

6Driessen and Maenhout (2007) �nd empirical portfolio weights when agents have access to options
(including ATM straddles). They investigate the implications of several utility functions among them, the
PT value function. However, their setting is not properly a general equilibrium one.

7De Giorgi, Hens and Rieger (2010) show that, if there is a continuum of agents with CPT preferences,
and wealth is restricted to be non-negative, an equilibrium exists.

8The pseudo-concavity condition reduces to a strictly-increasing-function condition (Avriel (2005)) as
long as parameter b1 belongs to the interval (0; 1).

9See, for instance, Allais (1953), Williams (1966), KT, and papers cited therein.
10Ang, Bekaert and Liu (2005) argue that these modi�cations, although convey the problem of in�nite

leverage, change the nature of the original CPT speci�cation.
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of the value function.11 Another alternative, and the one followed in this paper, is the
utility function in BHS. Their total utility function di¤erentiates two separate components.
The �rst is a CRRA component that enforces a positive wealth constraint. The second
component is precisely the value function in Eq. (2.2-1).
Our representative agent�s problem reduces to the maximization of the following function:

E� [U(WT ) + bV (XT )] ; (2.3-4)

where U(:) is a traditional CRRA utility function, V (:) is the PT-value function in Eq. (2.2-
1), and b is the scaling parameter that controls the proportion of total utility that is derived
from sources other than total wealth. See how, in order to incorporate the probability
weighting scheme into BHS�s utility function, expectations E�(:) are calculated using the
"distorted" probabilities in Eq. (2.2-2).12 Therefore, the main advantage of the utility
function in Eq. (2.3-4) is that it considers simultaneously the two key ingredients of CPT:
utility over gains and losses as well as probability distortion. In contrast, closely related
papers usually center their attention exclusively on one of this components. For instance,
Barberis and Huang (2001) and BHS do not consider the e¤ects of the probability weighting
function and center their attention on the asset pricing implications of the value function�s
parameters. Now, Barberis and Huang (2008) remove the CRRA component of the total
utility function and center their discussion on the implications of the probability weighting
function over equity prices. As it has been mentioned before, Barberis and Huang (2008)
also explore the implications of probability weighting over the price of a skewed asset (in
small supply and independent from equity).
Another advantage of the utility function in Eq. (2.3-4) is that it also allows to investigate

di¤erent concepts related to the rationality of agents� decisions. BHS and Barberis and
Huang (2001) argue that this function maintains the hypothesis of rationality since it is not
irrational for agents to derive utility from sources other than wealth. In particular, agents
might also derive utility from the value of their portfolios. In contrast, agents�rationality
has been traditionally linked exclusively to the expected-utility setting with strictly risk
averse agents.13

Finally, in order to make our CPT-setting suitable for asset pricing, we also need to decide
the reference point with respect to which gains and losses are de�ned. It is important to
point out that KT �rst formulated their theory in an atemporal setting and focused on
experiments where subjects faced gambles with two possible non-zero outcomes (Barberis
and Thaler (2003)). Bringing this theory to a temporal setting with gambles characterized by
a richer support - a typical setting in �nancial economics - requires therefore that one imposes
more structure on the dynamics of the reference point. Issues related to narrow framing or
mental accounting and the updating of the reference point (�intertemporal framing�) become
crucial elements of the analysis.14 The evolution of the reference point will prove particularly
important when considering options in a time-varying framework. A reasonable assumption
seems to be to have the reference level equal to initial wealth grown at the risk free rate:
Xt �Wt �RfW0:

11The leverage constraints in Ait-Sahalia and Brandt (2001), are often binding. However, Driessen and
Maenhout (2007) argue that leverage constraints are less meaningful when derivatives are introduced since
strategies involving derivatives allow for leverage by de�nition.
12Perhaps the most popular alternative to the weighting function in Eq. (2.2-2) is that introduced by

Prelec (1998). Although both functions have nearly identical shapes, Prelec�s speci�cation is based on
behavioral axioms rather than convenience of the functional form (Neilson and Stowe (2002)).
13See, for instance, Coval and Shumway (2005). They test the null hypothesis of standard rational

investors�behavior against a number of potential alternative behavioral hypotheses including loss aversion.
In a similar vein, Verslius, Lehnert and Wolxo (2010) argue that breaking traditional expected utility theory
means giving investors some sort of irrationality. Finally, Harrison and Rutström (2009) investigate the
proportion of agents that are more expected-utility behaved from those who are CPT behaved.
14See, for instance Benartzi and Thaler (1995) and Barberis, Huang and Thaler (2006).
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2.3.2 CPT parametrization

In this part of the section, we discuss the selection of our own benchmark parametrization.
This benchmark parametrization as well as a summary of alternative sets for the parameters
in Eqs. (2.2-1) and (2.2-3) previously used in the literature is displayed in Table 2.1.15

Most of these parametrizations have been experimentally calibrated.16 Their di¤erences are
explained by the particular CPT-setting or the alternative purpose of each investigation.
This is particularly relevant, since it has been shown that most of the alternative calibrations
cannot account simultaneously for all behavioral puzzles (Neilson and Stowe (2002)). Now,
since a full calibration of these parameters is out of the scope of this paper, we brie�y
summarize the discussion on the alternative parametrizations previously used as well as
their implications and restrictions.

Most papers �nd experimental evidence that the distortion of probabilities is homoge-
neous for positive and negative outcomes (Barberis and Huang (2008)). Probability dis-
tortion has proven to be very important to characterize the gambling, hedging and Allais-
paradox-coherent behavior of agents. In particular, Neilson and Stowe (2002) �nd that all
potential parametrizations that accommodate these behavioral facts require highly distorted
probabilities (low c). However, Wakker and Tversky (1993) and Ingersoll (2008) warn how
extremely high distortions (c < 0:28) generate negative weights. They show that c must be
constrained to the interval (0:28; 1] to ensure that w(p) is strictly increasing for P 2 (0; 1):
Our benchmark parametrization considers c+ = c� = 0:65.

As for the scale, we follow BHS and impose a benchmark value for parameter b that
guarantees equal weights of the (CRRA) utility function and the (PT) value function in
agents� decisions. That is, we make sure that, for the benchmark parametrization, the
marginal utility obtained from the value of agents�portfolio is equal in magnitude to that
derived from total wealth. Nevertheless, we also consider a wide range of scenarios where
agents can be fully CRRA-behaved (b = 0) or mostly concerned about the return of their
portfolio (b = large).

Our benchmark level for the �rst-order risk aversion is � = 2:25 as in KT. However,
in our simulations, we also investigate the possibility that the value function is not kinked
(� = 0) or that agents are very loss-averse in line with the �ndings of Hwang and Satchell
(2010). Hwang and Satchell (2010) �nd that � is as high as 3:25 for the US and increases
by 1:5 during recession.

Finally, with respect to the curvature of the value function, most papers �nd experimental
evidence that this parameter is homogeneous for gains and losses (b1 = b2). In particular,
BHS argue that using b1 = b2 = 1 is convenient to evaluate decisions over stocks where
the �rst-order loss aversion (�) plays a more relevant role. However, a strictly linear value
function over gains and losses can be problematic when trying to �nd non-�nite optimal
portfolio weights if the total utility function is not concave for extreme losses (as it is the
case for extremely large values of b).17 In contrast, Hwang and Satchell (2010) �nd empirical
evidence that the value function is indeed curved. Moreover, they �nd that the curvature of
losses is higher than that for gains (0:9 versus 0:7 for the US). In this paper, we also follow
KT and assume a benchmark parametrization where b1 = b2 = b = 0:88. However, we also
investigate the speci�c impact of alternative values for b1 and b2 in the interval [0:6; 1].
15An extensive summary of CPT-related parameters can be found in Neilson and Stowe (2002) and Stot

(2006).
16An exception of experimental calibration can be found in Hwang and Satchell (2010). They argue that

experiments can be problematic since agents�behavior may be di¤erent from the one you would observe in
real �nancial markets.
17See Section 2.4 and Appendix 2.A.
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2.4 Equilibrium Equity and Option Returns under CPT-
Preferences

In this section, we �nd equilibrium equity and option prices in a simpli�ed one-period (in-
complete market) CPT setting. First, we explain the representative agent�s optimization
problem and provide some intuition on the impact of the key CPT parameters over equilib-
rium portfolio weights. Then, we formally introduce the equilibrium conditions for equity
and derivative prices.

2.4.1 Optimal portfolio weights under CPT

The representative agent�s problem reduces to �nding a one-period optimal portfolio with
positions in the risky asset, �E , and the derivative,�D, (and the risk free asset of course)
such that she maximizes her utility over the next period. Her problem can be represented
as follows:

max
�E ;�D

E�[U(WT ) + bV (XT )]; (2.4-5)

s:t: WT = [(1� �E � �D)Rf + �ERE + �DRD]Wo;

where expectations E�(:) are distorted according to the probability weighting function in
Eq. (2.2-2).
The representative agent�s total utility function, as introduced in Section 2.3, has two

components: a traditional utility over total wealth and a PT-type value function de�ned over
gains and losses. The contribution of the latter in the total utility is scaled by parameter b.
We explain each component of the total utility function in turn.
The utility over wealth is de�ned as a traditional CRRA function such as

U(WT ) =

(
W 1�
T

1�
lnWT

for
 6= 1
 = 1

;

where  is the risk aversion coe¢ cient.
The value function collects the agent�s concern about her portfolio return. This function

is introduced in Section 2.2 (Eq (2.2-1)) and is written here again for completeness.

V (XT ) =

8<:
X

b1
Tb1

�� (�XT )
b2b2

for
XT � 0
XT � 0

;

where parameter � controls the degree of �rst-order risk aversion, and c1 and c2 drive the
curvature of the function. The latter parameters characterize respectively the risk-averse
and risk-seeking behavior of agents in the domain of gains and losses respectively. Gains
and losses are de�ned with respect to a reference point. As it has been discussed before, a
reasonable assumption is to have the reference level equal to initial wealth invested at the
risk free rate. That is, XT �WT �RfW0 (see Section 2.3).18

Before solving for the equilibrium, we brie�y provide some intuition on the impact of
the utility function assumed over the representative agent�s investment decisions. Figure
2.1 illustrates the maximization problem in Eq. (2.4-5) when agents�investment opportu-
nities are restricted to a (normally distributed) risky asset for alternative values of the key
parameters c, �, b, and b in Panels A, B, C and D respectively. See how, the probability

18The conditions for the existence of �nite optimal portfolio weights in problem (2.4-5) are discussed in
Appendix 2.A.
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weighting scheme makes extreme positions in stocks less attractive since agents overweight
the tails of the return distribution as can be seen in Panel A. Now, increasing the �rst-order
risk aversion (� in Panel B) decreases the utility obtained by taking extreme positions in
the risky asset. Therefore, to accept the risk of investing in this asset, loss averse investors
will require a larger expected return. The information in Panel C reveals that increasing the
curvature of the value function (c1 = c2 = b) reduces the attractiveness of taking extreme
(levered) positions in the risky asset. However, it is important to note that increasing the
risk-averse and risk-seeking behavior has heterogeneous e¤ects on the total utility function.
Among other things, because the latter is magni�ed by the degree of loss aversion �. Fi-
nally, the e¤ect of increasing the scale of the PT-value function is displayed in Panel D. As
expected, increasing the scale, b, makes the shape of the utility function converge to that
in the original PT. Nevertheless, including even a small portion of utility over consumption
guarantees that the function is again concavi�ed for extreme losses. This in turn guarantees
the existence of non-�nite portfolio weights (in�nite leverage problem. See Section 2.3).
Figure 2.2 extends the illustration of the problem in Figure 2.1 to the case where agents

have access to the risky asset and a derivative (ATM straddle). The information in the
�gure reveals that including derivatives does not introduce the possibility of �nding local
optima as long as the scale is moderate. In particular, the utility surface in the domain of �E
and �D turns out to be strictly concave for the case of 50% risk-averse/50% value-oriented
investors as can be seen in Panel A. Nevertheless, in line with Barberis and Huang (2008),
when the contribution of the value function over the total utility function increases, the
possibility of �nding local optima increases as can be seen in Panel B.19 The information
in this panel reveals that the utility surface for the particular case of 5% risk-averse/95%
value-oriented investors is nos strictly concave and displays several peaks.

2.4.2 Equilibrium prices under CPT

Finding equilibrium equity (s0) and derivative (d0) prices is a two-steps procedure. First,
we �nd optimal portfolio weights given the representative agent�s maximization problem in
Eq. (2.4-5)

[�E ; �D] = arg max
�E ;�D

E�[U(WT ) + bV (XT )]: (2.4-6)

The equilibrium prices are those for which the market clearing condition holds. This con-
dition reduces, in our incomplete market setting, to �E = 1; �D = 0. Note that, since
in equilibrium the representative agent�s wealth is entirely invested in equities, the refer-
ence point for evaluating gains and losses depends exclusively on the distribution of equity
returns. Therefore, we can �nd the distorted probabilities with respect to equity returns
without having to solve for the price of the derivative.
The Euler conditions for the problem in Eq. (2.4-6) are given by

1: E�[U 0
�WT

��E
+ bV 0

�XT

��E
] = 0:

2: E�[U 0
�WT

��D
+ bV 0

�XT

��D
] = 0;

where U 0 =W�
T , and

V 0 =

�
X
b1�1
T

�(�XT )
b2�1 for

XT > 0
XT < 0

:

19 In Section 2.5, we go again over the local optima problem. In particular, we investigate ex-post the
uniqueness of the optimum for several problematic parametrizations.
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In order to simplify the simulation of the equilibrium conditions, we discretize this prob-
lem to the case where there are N potential outcomes for the one-period ahead price of the
risky asset. Therefore, the Euler equations can be rewritten as

1:
NX
i=1

�i(RE;i �Rf )[U 0 + bV 0] = 0: (2.4-7)

2:
NX
i=1

�i(RD;i �Rf )[U 0 + bV 0] = 0; (2.4-8)

where �i are the distorted probabilities, RE;i and RD;i are respectively equity and derivative
gross returns in each state of the nature, and Rf is the risk-free rate. For this simpli�ed
version of the problem, we obtain that in equilibrium U 0 = (W0RE;i)

� , and

V 0 =

�
(W0(RE �Rf ))c1�1
�(W0(Rf �RE))c2�1 for

RE > Rf
Rf < RE

: (2.4-9)

Again, note that, since the reference point only depends on the distribution of equity returns,
we can solve �rst for the equilibrium price of the risky asset. Then, we can solve for the
price of any derivative whose underlying is the risky asset.

2.5 CPT and the Volatility Premium: Numerical Sim-
ulations

In this section, we simulate the conditions in Eqs. (2.4-7) and (2.4-8) in order to �nd equi-
librium prices for the risky asset as well as for zero-beta straddles for alternative parameter
sets. See how, since zero-beta straddles are, by de�nition, exclusively exposed to the risk of
extreme events, their simulated equilibrium prices reveal the impact of the CPT components
on the ability of this theory to accommodate the observed negative volatility premium. In
the �rst part of the section we investigate a one-period (incomplete market) setting. Within
this setting, we explore the speci�c impact of each CPT parameter over the price of zero-
beta straddles. In the second part, we also explore the implications of CPT over the price
of ATM straddles and motivate the impact of the CPT parameters over the price of options
at di¤erent degrees of moneyness. In a third part, we investigate the uniqueness of the
one-period equilibrium solutions to problematic parametrizations. In the �nal part of this
section, we explore a simple case where the volatility premium might be time-varying.

2.5.1 One-period setting

We �rst assume a one-period setting where there are N = 1000 potential outcomes for
the return of the risky asset, RE;i. These outcomes are normally distributed around an
equilibrium expected return, �E , with volatility �E .

20 Given this distribution of equity
returns, the payo¤s of a straddle with strike K are given by d1;i = jK � s1;ij, where s1;i
are one-period ahead prices for the risky asset. s1;i = s0RE;i, where the initial price of the
risky asset, so, is normalized to 1 for convenience. For the particular case of a zero-beta
straddle, its strike price would be the equilibrium expected return of the risky asset. That
is, K = �E . Finally, throughout the simulations, we assume a one-period constant risk free
rate of 5% and an unconditional volatility of equity returns, �E = 20%.

20Note that, �E is independent from the equilibrium price of the derivative as shown by the equilibrium
conditions in Section 2.4.
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For the setting described above, we quantify the speci�c impact of each CPT parameter
over the price of one-period maturity zero-beta straddles. In order to do so, we investigate
the impact of deviations of the probability distortion parameter as well as the components
of the value function from two initial scenarios. On the one hand, we explore the isolated
impact of each CPT component by switching o¤ all others. For instance, in order to explore
the speci�c ability of the probability distortion mechanism to characterize the volatility
premium, we assume absence of loss aversion (� = 1) and curvature (b = 1) in the value
function in Eq. (2.2-1). On the other hand, we investigate the impact of deviations of each
parameter from the benchmark parametrization in Table 2.1. We describe the impact of
each parameter in turn.

Probability distortion (c)

Figure 2.3 displays the physical and distorted distributions of excess equity returns (in
standard deviations from the mean �E) for alternative values of parameter c. This �gure
illustrates the basic concepts introduced in Section 2.2 on the mechanism behind probability
distortion. That is, as the probability distribution becomes more distorted (lower c), more
probability mass is driven away from highly possible outcomes making extremes more likely
to the eyes of agents.
Figure 2.4 displays the equilibrium expected return, �E , as well as the simulated equi-

librium prices of a zero-beta straddle for the alternative values of parameter c considered.
Overweighting the tails of the distribution not only increases the reward agents demand
for investing in the risky asset, it also increases the price of zero-beta straddles. Thus, in
the presence of distorted probabilities, the price agents are willing to pay to hedge against
extreme movements in the price of the risky asset increases. This price increase is due to the
fact that straddles provide the highest payo¤s precisely for those states with larger distorted
probabilities. Moreover, the magnitude of this price increase is economically meaningful.
Our simulated results suggest that, in the absence of loss aversion and curvature of the
PT-value function, straddle prices are driven up by 24:3% for c = 0:65 compared to a set-
ting with non-distorted probabilities (up to 100% if we compare straddles under extremely
distorted probabilities, c = 0:30). Our results also suggest that considering the benchmark
levels of � and b does not seem to have a signi�cant e¤ect over the changes in the expected
return of straddles generated by increasing the probability distortion. Finally, our results
reveal that the (one-period excess) expected return of long positions in zero-beta straddles
is negative even if probabilities are moderately distorted (c < 0:9). This results is in line
with the evidence in Driessen and Maenhout (2007).

Loss aversion (�)

The e¤ect of changes in the level of loss aversion over the price of zero-beta straddles is
reported in Figure 2.5. Increasing � systematically increases both the expected equity return
and the price of zero-beta straddles. Thus, more loss averse agents are willing to pay a higher
price to cover themselves against the (pure) risk of extreme events therefore decreasing the
return of taking long positions in straddles. This evidence is in line with the intuition in
Shiller (2000) and Barberis and Huang (2008). Our results suggest that, for c = 1 and
 = 1, straddle prices are driven up by 2:4% for moderately loss-averse investors (� = 2:25)
compared to a setting with non-loss averse investors. This price increase reaches 7:2% if we
consider a setting with very loss-averse investors, � = 4. The intuition behind this result is
as follows. The presence of loss aversion increases the price of risk of the straddle payo¤s
corresponding to what the representative agent considers as negative outcomes (losses in the
equity market). Our results reveal that the direction of the relation between loss aversion and
the expected return of the straddle holds whether we consider the probability distortion and
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the curvature of the value function or not. However, considering these two characteristics
signi�cantly reduces the expected return of holding long positions in the straddle. Thus,
we obtain a (gross) return for this position of �31:4% for the benchmark parametrization
(� = 2:25, c = 0:65, b = 0:88) compared to �0:15% if only loss aversion is considered
(� = 2:25, c = 1, b = 1).
Curvature of the value function (b)
Figure 2.6 displays the e¤ect of the curvature of the value function (b) over the expected re-
turn of a zero-beta straddle. Increasing the curvature of the value function (simultaneously
for gains and losses) systematically reduces the price of (long-positions in) zero-beta strad-
dles since it reduces the price of risk of all straddle payo¤s in proportion to their magnitude
as suggested by Eq. (2.4-8). As for the case of loss aversion, we obtain that the expected
return of a long position in zero-beta straddles is considerably lower if all components of
CPT are considered together. This result suggests that loss aversion and, in particular,
probability distortion play a key role in increasing the price agents are willing to pay to hold
long positions in straddles. In particular, we obtain that considering the joint e¤ects of all
CPT components systematically yields negative excess return for holding a long position in
straddles for all values of parameter b. In contrast, the expected (excess) return of these
positions is only negative for close-to-linear value functions (b > 0:9) when probabilities are
not distorted (c = 1) and agents are not loss averse (� = 1).
The e¤ect of the curvature of the value function over the price of straddles is expected to

di¤er as agents become more risk-averse or more risk-seekers. Therefore, we also explore the
speci�c e¤ect of the curvature in the domain of gains and losses independently. Figure 2.7
displays the isolated e¤ect of the curvature of gains (bold line) and the curvature of losses
(dashed line) over the expected return of a zero-beta straddle. Our results suggest that
increasing both the degree of risk aversion and risk-seekingness of agents reduces the price
they are willing to pay for being exposed to the risk of extreme gains and losses respectively.21

Moreover, these results suggest that decreasing the curvature of the value function in the
domain of gains (b1), or alternatively increasing the degree of agents�risk aversion, implies
a larger reduction in zero-beta straddle prices than decreasing the curvature in the domain
of losses (b2).22
Scale (b)

In order to summarize our �ndings, we now explore the joint e¤ect of all parameters embed-
ded in CPT. Figure 2.8 reports the equilibrium expected return of a zero-beta straddle for
alternative values of parameter b and alternative scenarios. This parameter controls up to
what extent agents are concerned about changes in the value of their portfolio with respect
to the utility they derive from consumption. We �nd a number of interesting results. First,
even if agents do not incorporate any concern about the value of their portfolio (b = 0
or purely CRRA preferences), probability distortion is enough to characterize a negative
excess return of holding long-positions in straddles. This result highlights the key role of
the probability distortion mechanism in increasing the price agents are willing to pay to
hedge their exposure to extreme events (equity return variations). Second, the isolated ef-
fect of loss aversion also yields higher straddle prices as the scale is increased. However, as
pointed out above, the implied volatility premium implied only by changes in the level of
loss aversion is hardly ever negative. In contrast, the isolated e¤ect of the curvature of the

21 In contrast to the evidence in Barberis and Huang (2008) who �nd that the e¤ect of the curvature for
gains and losses might o¤set its total e¤ect over the price of skewed assets.
22This di¤erence can be observed even in the absence of loss aversion and holds as long as �E � Rf in

order to satisfy the Euler condition for the price of the derivative in Eq. (2.4-8).
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PT-value function works in the opposite direction. That is, if only the curvature is consid-
ered, increasing the scale of the PT-value function yields lower prices of zero-beta straddles.
In sum, we �nd that considering all CPT components together indeed generates negative
expected returns for holding long positions in zero-beta straddles. This main result re�ects
the potential of CPT to accommodate the observed negative volatility premium. Neverthe-
less, and as a consequence of the opposite e¤ect of the loss aversion and the curvature of the
value function, our results also suggest that, after controling for the probability distortion
mechanism, the total e¤ect of CPT over the price of straddles hardly increases as we assume
more PT-oriented investors (larger b).

2.5.2 Di¤erent degrees of Moneyness: ATM Straddles

We now extend the results in Section 2.5.1 to �nd equilibrium prices of ATM straddles.
ATM straddles have strike prices equivalent to the initial price of the risky asset. That is,
K = so = 1. See how, by construction, these straddles are not only exposed to the risk of
extreme events, but also a¤ected by changes in the expected return of the risky asset. In
other words, the e¤ect of the CPT components over their price will also be a¤ected by their
market beta.
Figure 2.9 displays the isolated e¤ect of each CPT component over the price of ATM

straddles. A comparisson between these results and those obtained for zero-beta straddles
yields a number of interesting �ndings. First, although the magnitude of the implied return
of ATM straddles is a¤ected by their betas, the direction of the e¤ect of the probability dis-
tortion mechanism and the curvature of the value function holds. That is, on the one hand,
increasing the degree of probability distortion also increases the price of ATM straddles as
can be seen in Panel A. Our simulations suggest that this price increase is as high as 180:1%
if we compare a scenario with extremely distorted probabilities (c = 0:30) with one where
probabilities are not distorted (46:8% if we compare a scenario with moderately distorted
probabilities, c = 0:65, with a non-distorted one). Nevertheless, this price di¤erence is
lower than that obtained for zero-beta straddles. This is precisely because increasing c also
increases the expected return of the risky asset. Therefore, the beta e¤ect reduces part of
the e¤ect of the probability distortion over the price of ATM straddles. On the other hand,
increasing the curvature of the value function (jointly for gains and losses) systematically
decreases the price of ATM straddles as can be seen in Panel C. The magnitude of this e¤ect
is, in contrast to the e¤ect of the probability distortion, comparable to that for zero-beta
straddles. This in turn can be explained by the minor e¤ect of b over the expected return
of the risky asset. But perhaps the most interesting result in Figure 2.9 is the e¤ect of
changes in the degree of loss aversion over the price of ATM straddles. Panel C reveals
that, in contrast to the results for zero-beta straddles, increasing the degree of loss aversion
reduces the price agents are willing to pay for (holding long-positions in) ATM straddles.
The mechanism behind this price reduction can be explained as follows. Since the expected
equity return increases with �, long positions in ATM straddles become more exposed to
payo¤s related to what the representative agent considers as gains. This in turn implies
that agents holding long positions in ATM straddles are not compensated enough in states
of the nature where they receive negative equity outcomes (losses). As a consequence, an
increase in the degree of loss aversion systematically decreases the price of ATM straddles
therefore increasing the return of taking long-positions in these derivatives.

2.5.3 Checking for the uniqueness of equilibria

We now investigate the uniqueness of equilibria for several parametrizations that might be
problematic as explained in Section 2.4 and Appendix 2.A. Figure 2.10 displays the value of
the expected total utility in Eq. (2.4-5) for derivative (ATM straddles) weights around the
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equilibrium condition �D = 0. It is important to note that, were the equilibrium unique,
agents should not �nd it optimal to invest any proportion of wealth " > 0 in the derivative
at its equilibrium price. In other words, this �gure checks the condition E�(:) j�E=1;�D=0>
E�(:) j�E=1;">0 for several parametrizations. In particular, for parametrizations that (i)
involve a large contribution of the value function (large b), (ii) strictly violate the pseudo-
concavity condition (b = 1), or (iii) have extremely distorted probabilities (low c). Our
results suggest that the expected utility function E�(:) j�E=1;">0 is not strictly concave for
large values of b. In particular, we �nd that, when the contribution of the value function is
large, agents with a linear value function (b = 1) and extremely distorted probabilities might
�nd negative position in straddles (locally) optimal. In contrast, agents whose preferences
have curved value functions and moderately distorted probabilities �nd the opposite also
(locally) optimal.

2.5.4 Exploring the time-varying nature of the volatility premium

In order to obtain a time-varying volatility premium, we extend our one-period setting
as follows. Firts, we simulate L paths of size T for the return of the risky asset, RE;tl �
N(�E;T ; �E;T ). Then, for every simulated path, l, at each point in time, tl, we solve the one-
period equilibrium conditions following a procedure similar to that in Section 2.5.1. Now, in
order to obtain time-varying expected returns for straddles, we follow BHS�s methodology
and assume that, at each point in time, the representative agent�s �rst-order risk aversion
as well as the reference level of her value function depend on the recent performance of
her portfolio. In particular, we assume that the agent compares the current price of the
risky asset with a benchmark level and calculates a measure of recent gains and losses,
namely zt.23 If the representative agent has experienced recent gains, zt � 1, her degree
of loss aversion remains at a benchmark level �. However, and given her recent positive
experiences, she is now willing to accept more losses. As a consequence, her reference level
for gains and losses becomes lower than Rf . Therefore, in this case, the value function in
Eq (2.2-1) becomes

Vg(Xt) =

�
Xt

Rf (zt � 1)� �(Rf (zt � 1)�Xt)
for

Xt �Rf (zt � 1) � 0
Xt �Rf (zt � 1) � 0

: (2.5-10)

In contrast, if she has experienced recent losses, zt > 1, her reference level does not change
but her degree of loss aversion increases as a response to the recent underperformance of
her portfolio. The PT-value function after recent losses is then given by

Vl(Xt) =

�
Xt

��t(�Xt)
for

Xt � 0
Xt � 0

; (2.5-11)

where

�t = �+ �(zt � 1); (2.5-12)

where � controls the agent�s sensitivity to recently realized gains and losses as measured by
zt.
In order to introduce time variation in the benchmark level of gains and losses, BHS

suggest that the price benchmark level should respond sluggishly to changes in the value of
the stock.24 In other words,
23BHS warn not to confuse the reference level in the value function with the price benchmark level used

to judge recent gains and losses.
24The sluggishness is de�ned in BHS as follows: "when the stock price moves up by a lot, the benchmark

level also moves up, but by less. Conversely, if the stock price falls sharply, the benchmark level does not
adjust downwards by as much."
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zt+1 = �(zt
RE

RE;t+1
) + (1� �); (2.5-13)

where RE is a �xed parameter calibrated to guarantee that half of the time the agent has
prior gains (RE;t > RE) and the rest of the time she has prior losses (RE;t < RE), and �
measures the degree of sluggishness.25

Figure 2.11 explains how the mechanism of time variation implied by Eqs. (2.5-10) to
(2.5-13) works. The dynamics of zt depends on the degree of sluggishness. For instance, for
� = 0:8 -the value assumed in the �gures-, zt displays episodes where the agent accumulates
recent gains (zt < 1) or losses (zt > 1) depending on the simulated performance of the stock.
In turn, the level of zt determines, at each point in time, the agent�s degree of loss aversion.
For instance, �t might display large peaks if the agent has accumulated serious losses as it
is the case in several episodes of our simulated equity return path.
Figure 2.12 displays the e¤ect of the implied dynamics of �t over the expected return of

(long-positions in) a zero-beta straddle. In line with the results for the one-period setting,
an increase in loss aversion increases the price of zero-beta straddles therefore decreasing the
expected return of taking long-positions in these derivatives. In other words, agents become
more willing to pay a higher price to hedge the risk of extreme events after experiencing
losses. In contrast, when the agent has recently experienced gains, her reference level for
valuing gains and losses becomes lower. Therefore, the payo¤s of the zero-beta straddle
corresponding to losses (relative to the performance of the risky asset) become less important
in relation to those corresponding to gains. As a consequence, and despite the fact that
the level of loss aversion remains constant, (long-positions in) zero-beta straddles become
cheaper.
Finally, Table 2.2 reports a set of summary statistics for the return of a zero-beta for

di¤erent values of parameter �.26 As it is to be expected, a larger degree of sluggishness,
�, implies that the return of (long-positions in) zero-beta straddles becomes more inertial.
The �rst order autoregressive component ranges from 0:04 for � = 0:2 to 0:83 for � = 1.
However, the average expected return of holding zero-beta straddles becomes more negative
when the agent is assumed to have a longer-term memory. Thus, the average (one-period)
volatility premium ranges from �33:99 for � = 0:2 to �36:05 for � = 1. In any case, the
volatility of the implied return of zero-beta straddles is rather low and reaches a maximum
of 2:24 for the case where agents have full-sample memory, � = 1.27

2.6 Conclusions

In this paper, we present a number of new �ndings on the potential of CPT to characterize
several stylized facts extensively documented in the literature for the volatility premium. We
�rst provide an appropriate setting to �nd equilibrium prices of equity and derivatives under
CPT-preferences. Using the equilibrium prices of zero-beta straddles, we then disentangle
the speci�c e¤ect of the probability distortion mechanism as well as the value function
embedded in CPT over the volatility premium.

25 In other words, � measures the agent�s memory (BHS). For instance, � = 0 implies that the investor
has no memory and the benchmark level to compare gains and losses is always close to the current value of
the stock; � = 0:9 is equivalent to assume that the "half-life" memory is around 6:6 years and � = 1 implies
that the agent has a long-term memory (full-sample memory).
26See how, in general, simulating a very long path for equity returns would be equivalent to simulating

many paths of a shorter length. However, this does not hold in this setting, since the representative agent�s
memory characterized by � also plays a role. This is particularly relevant for the case of full-sample memory
agents (� = 1).
27To get an idea of this magnitude, the anualized volatility of the volatility premium reported by Londono

(2011) between 2000 and 2009 is 13:861.
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We show that several parameter combinations yield negative excess returns for assuming
long-positions in zero-beta straddles. In particular, we show that the probability weighting
mechanism plays a key role in explaining their (relatively) high prices. This e¤ect is ex-
plained by the fact that zero-beta straddles provide the highest payo¤s precisely for those
states with larger distorted probabilities. In contrast, the total e¤ect of the value function
over the price of zero-beta straddles is rather poor since the isolated e¤ects of the degree of
loss aversion and the curvature of the value function have similar magnitudes but opposite
directions.
When we investigate the e¤ects of the CPT components over the price of ATM straddles,

we �nd their market betas to play an important role in determining the magnitude and
direction of these e¤ects. In particular, we �nd that the e¤ect of the degree of loss aversion
switches sign when compared to that over zero-beta straddles. This evidence suggests in
turn that CPT might have interesting implications for the volatility smile.
In the last part of the paper we also explore the ability of CPT to characterize the

observed dynamics of the volatility premium. We �nd that after experiencing recent gains
agents become more optimistic and zero-beta straddle prices are driven down. However, after
having accumulated some losses, the degree of loss aversion increases thus increasing the
price of zero-beta straddles. Nevertheless, this mechanism yields a moderate time variation
in the price of straddles in contrast to what has been documented in the literature.
Our exploratory results pave the way for further research in several directions. First,

we intend to make our �ndings comparable to equity and option market data. Our goal
is to obtain parameter estimates that yield close approximations to the unconditionally
expected volatility premium therefore conveying the limitations of existing models in the
literature. Second, having understood the e¤ect of the CPT components in the attitude
of agents towards extreme events, we also aim to explain the observed dynamics of the
volatility premium. In particular, the volatility premium peaks observed around high market
uncertainty episodes.
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APPENDIX

2.A Optimal non-�nite portfolio weights

The conditions for the existence of �nite optimal portfolio weights in problem (2.4-5) are28

lim
�j!+1

E�[ln(�j(Rj�Rf ))�b�
(��bj (Rj �Rf ))bb 1f(Rj�Rf )�0g+b

�bj (Rj �Rf )bb 1f(Rj�Rf )>0g] = �1;
(2.A-14)

and

lim
�j!�1

E�[ln(�j(Rj�Rf ))+b
�bj (Rj �Rf )bb 1f(Rj�Rf )�0g�b�

(��bj (Rj �Rf ))bb 1f(Rj�Rf )>0g] = �1;
(2.A-15)

for j = E;D the proportion of the portfolio invested in the stock and the derivative respec-
tively. In order to get some intuition on the existence of optimal �nite portfolio weights, it
is important to explore the three cases where Eqs. (2.A-14) and (2.A-15) hold. The �rst
case is that where agents are only concerned about the utility they derive from total wealth
(consumption). That is, when b = 0, the value function plays no role in agents�decisions
which brings us back to the traditional CRRA setting.29 In a second case, if b is large
enough to make the utility over wealth contribution insigni�cant, a su¢ cient condition for
Eqs. (2.A-14) and (2.A-15) to hold is any other parameter combination where B1;j < 0 and
B2;j < 0, where30

B1;j = ��E�[
(Rj �Rf )bb 1f(Rj�Rf )�0g] + E

�[
(Rj �Rf )bb 1f(Rj�Rf )>0g];

and

B2;j = E�[
(Rj �Rf )bb 1f(Rj�Rf )�0g]� �E�[

(Rj �Rf ))bb 1f(Rj�Rf )>0g]:

Finally, conditions (2.A-14) and (2.A-15) hold for any parameter combination as long as
U(WT ) = lnWT dominates the total utility function for extreme (levered) positions. That
is, for any combination where the function is strictly concave in the extremes.

28 In order to simplify the notation and center all the attention on CPT, we assume  = 1 (U(WT ) =
lnWT ).
29See Hens and Pilgrim (2003) for a summary of the equilibrium conditions for the CRRA setting.
30These conditions converge to those in Ang, Bekaert and Liu (2005).
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Table 2.1: CPT parameters

Notes: this table reports alternative values for the parameters in Eqs. (2.2-1) and (2.2-3)
previously used in the literature as well as our benchmark parametrization. The references
are abbreviated as follows: TK1992 for Tversky and Kahneman (1992), CH1994 for Camerer
and Ho (1994), BHS2001 for BHS, BN2002 for Burnes and Neilson (2002), ABL2005 for Ang,
Bekaert and Liu (2005), DM2007 for Driessen and Maenhout (2007).

BHS2001,
Parameter Benchmark TK1992 CH1994 WG1996 BN2002, DM2007

ABL2005,b 0:88 0:88 0:32 0:52 0:88 0:8; 0:88; 0:9; 1
� 2:25 2:25 2:25 1:25; 1:75; 2:25
c+ 0:65 0:61 0:56 0:74 0:65; 0:8
c� 0:65 0:69 0:56 0:74 0:65; 0:8

Table 2.2: Summary statistics. Time-varying volatility premium implied by CPT

Notes: this table reports the summary statistics for the expected return of a zero-beta
straddle for alternative values of parameter � in Eq. (2.5-12). For these simulations, we
assume L = 100 paths of size T = 100 periods each. We also assume a (one-period) expected
equity return of �ET = 10% and �ET = 20%. All other parameters except for b are set
according to our benchmark parametrization in Table 2.1 . Finally, as in BHS, we assume
a linear value function (b1 = b2 = 1).

� 0:2 0:4 0:6 0:8 1
Mean �33:99 �34:16 �34:31 �34:58 �36:05
Median �33:96 �34:15 �34:33 �34:50 �35:14
Min. �34:41 �34:88 �35:62 �37:26 �43:17
Max. �33:78 �33:78 �33:78 �33:78 �33:78
St. Dev. 0:16 0:25 0:35 0:63 2:24
Kurtosis 2:68 2:72 5:08 7:68 5:32
Skew. �0:73 �0:39 �0:87 �1:77 �1:54
AR(1) 0:04 0:12 0:23 0:52 0:83
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Panel A. 50% CRRA, 50% CPT

Panel B. 5% CRRA, 95% CPT

Figure 2.2: Maximization problem including a derivative (straddle). Alternative parame-
trizations

Notes: this �gure extends the results in Figure 2.1 to the case where agents have access to
stocks and derivatives. We report the expected value of the total utility function for the
benchmark parametrization and alternative values of the scale (b). Panel A displays the
benchmark case where the contribution of the value function is 50% while Panel B displays
the case where its contribution is around 95%. The derivative is assumed to be an ATM
straddle with maturity 1 period.
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Figure 2.3: Distribution of equity returns under the physical and distorted probability
measures

Notes: the �gure displays the physical and distorted distribution of excess equity returns for
several values of parameter c.
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Figure 2.4: Numerical Simulations. Equilibrium expected return for stocks and zero-beta
straddles for alternative values of parameter c

Notes: the �gure displays the expected return of a zero-beta straddle (E(d1=d0)) with matu-
rity 1 period for deviations of parameter c from two scenarios: the �rst one is the benchmark
parametrization in Table 2.1 (bold line), and the second one is that where there is no loss
aversion (� = 1) and the value function is linear (1 = 2 = 1) (dashed-dotted line). The
�gure also displays the equilibrium equity mean return, �E (dotted line), for alternative
values of parameter c and the benchmark scenario.
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Figure 2.5: Numerical Simulations. Equilibrium expected return for zero-beta straddles for
alternative degrees of loss aversion

Notes: similar to Figure 2.4, this �gure displays equilibrium expected returns of a zero-beta
straddle for deviations of parameter � from the benchmark scenario (bold line) as well as
from the scenario where probabilities are not distorted (c = 1) and the value function is
linear (1 = 2 = 1) (dashed-dotted line).
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Figure 2.6: Numerical Simulations. Equilibrium expected return for zero-beta straddles for
alternative values of the curvature of the value function

Notes: similar to Figure 2.4, this �gure displays equilibrium expected returns of a zero-beta
straddle for deviations of parameter  ( = 1 = 2) from the benchmark scenario (bold
line) as well as from the scenario where probabilities are not distorted (c = 1) and there is
no loss aversion (� = 1) (dashed-dotted line).
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Figure 2.7: Numerical Simulations. Equilibrium expected return for zero-beta straddles for
alternative values of the curvature in the domain of gains

Notes: Similar to Figure 2.6, this �gure displays equilibrium expected returns of a zero-
beta straddle for deviations of parameter b1 (bold line) and b2 (dashed line). In order to
disentangle their speci�c e¤ects, we only plot the scenario where there is no probability
distortion, agents are not loss averse, and the value function is linear in the domain of losses
and gains respectively.
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Figure 2.8: Numerical Simulations. Equilibrium expected return of zero-beta straddles for
alternative values of parameter b

Notes: similar to Figure 2.4, this �gure displays equilibrium expected returns of a zero-beta
straddle for deviations of parameter c from four scenarios: (i) the benchmark scenario (bold
line), (ii) a scenario where neither the loss aversion nor the curvature of the value function
are considered (dotted line), (iii) a scenario where neither the probability distortion nor
the curvature of the value function are considered (dashed-dotted line), and �nally, (iv) a
scenario where neither the loss aversion nor the probability distortion are considered (dashed
line).
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Figure 2.10: Numerical Simulations. Uniqueness of the optimum for alternative parame-
trizations

Notes: this �gure displays the value of the expected total utility function (E�[U(WT ) +
bV (XT )]) around the equilibrium condition (�D = 0). That is, we report the utility agents
derive from investing an additional " in the derivative at current equilibrium prices. For each
parametrization, the value of the utility function is normalized to the maximum utility in
order to make the �gures comparable. We use four alternative parametrizations combining
scales that imply contributions of the value function between 50% and 95%, b of 0:88 and
1:0, and c of 0:30 and 0:65.

82



Juan-Miguel Londono

Figure 2.11: Dynamics of the measure of recent gains and losses for a simulated path for
equity returns

Notes: This �gure displays a simulated path for equity returns (�ET = 10%; �ET = 20%)
as well as the relative measure used by investors to track recent gains and losses, zt. The
sluggishness parameter (agent�s memory) is assumed to be � = 0:8.
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Figure 2.12: Dynamics of the expected return of zero-beta straddles for a simulated path
for the return of the risky asset

Notes: This �gure displays the implied (one-period) return for a zero-beta straddle (bold
line) for the simulated return path in Figure 2.11. The �gure also displays, in a secondary
axis, the value of �t (dotted line) around its benchmark level, � = 2:25.
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CHAPTER 3

Understanding Industry Betas

Joint work with
Lieven Baele1

Abstract

This paper models and explains the dynamics of market betas for 30 US industry port-
folios between 1970 and 2009. We use a DCC-MIDAS and kernel regression technique as
alternatives to the standard ex-post measures. We �nd betas to exhibit substantial persis-
tence, time variation, ranking variability, and heterogeneity in their business cycle exposure.
While we �nd only a limited amount of structural breaks in the betas of individual industries,
we do identify a common structural break in March 1998. Finally, we �nd the cross-sectional
dispersion in industry betas to be countercyclical and negatively related to future market
returns.
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Keywords: Industry Betas, Component Models, Kernel, DCC-MIDAS, dispersion in be-
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3.1 Introduction

This paper investigates the dynamics and macroeconomic determinants of industry betas
between 1970 and 2009. Improving our understanding on how to model industry betas is
important for a number of reasons. First, industry portfolios are the base assets in many
strategic and tactical asset allocation models and a popular investment strategy is based
on the industry membership to stocks. These strategies are based on the intuition that
industries have di¤erent fundamentals and thus react di¤erently to market-wide changes.
Second, while there is mounting evidence that industry betas are time-varying (Fama and
French (1997), and Santos and Veronesi (2004), among others), there is still a lot of uncer-
tainty both about the appropriate econometric techniques and the fundamental drivers of
(industry) betas (see, e.g., Coseman, et. al. (2011)). Finally, existing models have problems
explaining di¤erences in industry cost of capital (see also Fama and French (1997)). Allow-
ing betas to vary over time may at least partly help to solve that puzzle (see, e.g., Lettau
and Ludvigson (2001) and Petkova and Zhang (2005)).
The �rst contribution of our paper is that we consider two alternatives to the traditional

quarterly ex-post beta measures used in previous studies. While these ex-post measures
have the advantage of being model-free and easy to calculate, they have, at least, two major
disadvantages. First, they rely on the assumption that betas are constant within the window
chosen. Second, all observations within this return window are equally weighted. As a �rst
alternative to determine the length of the window as well as the weighting scheme for returns
within the window, we consider the DCC-MIDAS model introduced by Colacito, Engle, and
Ghysels (2009). This model not only allows for an optimal determination of the weighting
scheme, but also decomposes each beta into a low and a high frequency component. This
allows us to di¤erentiate between instruments that are expected to predominantly a¤ect the
low frequency component, like business cycle indicators, from factors that should mainly
have an in�uence on high frequency systematic risk. As a second alternative to ex-post betas,
we consider the Kernel approach in Ang and Kristensen (2010). This econometric method,
as the DCC-MIDAS, allows to estimate an optimal weighting scheme with more distant
returns getting increasingly less weight. Moreover, this method allows to use e¢ ciently the
full sample information to estimate betas at each point in time by means of a two-sided
Gaussian Kernel.
By using these alternative methods, we �nd a number of interesting results for the

dynamics of industry betas. First, while the optimal window length implied by both methods
di¤ers between industries, it is always larger than the one quarter window typically used
to estimate ex-post betas. While industry betas are highly persistent, we do �nd them to
vary substantially over time. In particular, we �nd a substantial variability in beta ranking
over time. In fact, nearly all industries had at some point the highest and the lowest beta.
We �nd technology related industries like Business equipment, Games and Personal and
business services to predominantly belong to the group of industries with the 30 percent
highest betas, while the Mining industry as well as necessities related industries such as
Utilities and Food belong mostly to the bottom 30 percentile.
Given that many industry characteristics may have fundamentally changed over our 40

year sample, we also test for the possibility of individual as well as common structural
breaks. First, we identify industry-speci�c structural breaks in betas using the well-known
Bai and Perron (2003) structural break test. We �nd the number of individual breaks to
be small (only 9 out of 30 industries, and mostly just one break) and to be clustered in
the period surrounding the Technology, Media and Telecom bubble. Then, we also identify
common breaks in industry betas using the method in Qu and Perron (2007). We believe
that a common break test makes more economic sense since the market-weighted sum of
betas will still sum up to 1 and one would expect a break in the beta of one industry also
to have an e¤ect on the betas of all other industries. In line with the results from the
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individual break tests, when we impose the possibility of a common structural break, this
break is identi�ed in March 1998 around the beginning of the technology bubble.
A second contribution is that we identify for each industry the sensitivity of its market

beta to the business cycle. We �nd a systematic increase during recessions in the betas
of Chemicals, Steel, Fabricated Products, Mine, and Financial industries, and a systematic
decrease in the betas of Smoke, Health, Electronic Equipment, and Retail Trade industries.
However, for all other industries, and in particular for necessities related industries, we �nd
betas not to be contemporaneously correlated with either an NBER dummy or the Chicago
Fed National Activity Index. We show that this exposure holds when we correct for the
common technology boom structural break while, at least, part of it disappears once we
correct for individual structural breaks. Next, we show that industry betas are signi�cantly
related to a large set of lagged cyclical variables, but in a heterogeneous way. We �nd this
relation to be stronger when DCC-MIDAS and Kernel betas are used as dependent variables
precisely because these two approaches are less exposed to short-term noise than ex-post
betas.
A �nal contribution of our paper is that it investigates the dynamics of the cross-sectional

dispersion in industry betas and its predictive power for future returns. The existing theoret-
ical literature has come up with di¤erent predictions about the cyclicality of beta dispersion.
Gomes, Kogan and Zhang (2003) predict beta dispersion to be higher during recessions, while
both the theoretical predictions and empirical �ndings of Santos and Veronesi (2004) suggest
the opposite. We �nd cross-sectional dispersion in industry betas to be higher in recessions
than in expansions, in line with the predictions of Gomes, Kogan and Zhang (2003). We also
�nd that this relation becomes more clear when industry betas are corrected for structural
breaks. Having shown that beta dispersion is negatively related with the business cycle, we
next investigate whether it has predictive power for overall market returns. This relates to
a recent study by Stivers and Sun (2010). They show that the cross-sectional dispersion in
returns is positively related to the subsequent value premium, and negatively to the sub-
sequent momentum premium. We �nd that industry beta dispersion is in fact a stronger
predictor of future market returns than the non-systematic component of the cross-sectional
dispersion in industry returns. However, the predictive power of both variables is centered
in the last crisis-rich decade of our sample.
The remainder of the paper is structured as follows. Section 3.2 introduces the alternative

econometric methods to measure industry betas. Section 3.3 discusses the di¤erences in
the dynamics of industry betas for the di¤erent methods considered. In this section, we
also provide preliminary evidence for the dynamics of betas during recessions. Section 3.4
investigates the determinants of industry betas as well as their cross-sectional dispersion.
In this section, we also investigate the ability of the cross-sectional dispersion to predict
market excess returns. Finally, Section 3.5 concludes.

3.2 Alternative Measures of Industry Betas

In this section, we discuss two alternative beta measurement techniques for the standard
ex-post betas estimated over rolling windows, namely the DCC-MIDAS model of Colac-
ito, Engle, and Ghysels (2009) and a kernel regression technique recently re�ned by Ang
and Kristensen (2010). As a starting point and benchmark, we introduce ex-post betas
estimated over either the last quarter (qbetas) or the last year (ybetas) of daily returns.
Given its simplicity and model-independence, this approach has been extensively used in the
literature.1 Nonetheless, this method has at least two major disadvantages. First, it relies
on the assumption that betas are constant within the window chosen. It is far from clear,

1Speci�cally for the case of industry betas, see e.g., Fama and French (1997) and Ghysels and Jacquier
(2006).
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however, what the optimal window length would be. Too short windows will lead to noisy
betas while betas estimated over too long windows will not react swiftly enough to new
information. A second disadvantage is that all observations within the return window are
equally weighted. This weighting scheme goes against the intuition and empirical evidence
that recent observations contain more information about current market betas than past
returns. The main advantage of the DCC-MIDAS and kernel method is precisely that both
the window length and the weight assigned to distant returns are optimally determined.

3.2.1 DCC-MIDAS betas

As a �rst alternative to ex-post betas, we consider betas calculated from a bivariate DCC-
MIDAS model for each industry and the market. The DCC-MIDAS method was introduced
by Colacito, Engle, and Ghysels (2009). It combines the MIDAS-GARCH model in Engle,
Ghysels, and Sohn (2009) with the DCC model in Engle (2002). The MIDAS-GARCH model
combines in turn the Spline-GARCH model in Engle and Rangel (2008) with the mixed data
sampling (MIDAS) in Ghysels, Santa-Clara, and Valkanov (2005, 2006). A key feature of the
MIDAS model is that it allows to decompose each beta into a low (e.g., quarterly) and high
(e.g., daily) frequency component. Distinguishing between di¤erent components may not
only lead to more accurately measured betas2 , it will also allow us to di¤erentiate between
instruments that are expected to predominantly a¤ect the low frequency component, like
business cycle indicators, and factors that should mainly have an e¤ect on high frequency
changes in systematic risk.
In order to obtain the DCC-MIDAS betas, we model a bivariate system for the daily

returns as follows:

rt �iid N(�;Ht); (3.2-1)

where rt = [ri;t; rm;t]�contains daily returns for each industry (i) and the market (m). The
market return is the value-weighted sum of returns over all industries. Given our focus on
second moments, we assume the vector of expected returns � to be constant over time. The
variance covariance matrix Ht follows

Ht = DtRtDt; (3.2-2)

where Dt is a diagonal matrix containing standard deviations Di;t and Dm;t, and Rt is the
time-varying correlation matrix.
The time-varying standard deviations are composed of a low and a high frequency com-

ponent:

Dk;t =
p
gk;t�k;� ; k = 8i;m;

where gk;t is the short-term or high frequency component. This component is modeled as a
standard mean-reverting GARCH(1,1) process:

gk;t = (1� �k � �k) +
�k(rk;t�1 � �k)

�k;�

2

+ �kgk;t�1; k = 8i;m: (3.2-3)

The long-term component,�k;� , which is constant for all days t within quarter � ; follows the
process

�k;� = mk + k

LvkX
l=1

'l(!
v
k)RVk;��l; k = 8i;m; (3.2-4)

2Chernov, et. al (2003) show that at least two components are needed to properly capture the dynamics
of volatility.
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where RVk;� =
P�

j=��N� r
2
k;j is the realized volatility for period � calculated over a total of

N� days, and the smoothing or weighting function 'l(:) is modeled as a beta function

'l(!
v
k) = (1� l=Lvk)!

v
k�1=

LvkX
j=1

(1� j=Lvk)!
v
k�1): (3.2-5)

The main advantage of this beta polynomial function is that its many possible shapes are
determined by just two parameters, Lvk and !

v
k:
3 In general, for a given Lvk; the higher !

v
k,

the lower the weight assigned to past returns and thus the lower the persistence of volatility.
In contrast, for values of !vk close to 1, the weight function decays very slowly, and volatility
becomes highly persistent (as long as Lvk is su¢ ciently large).
As for the components of the correlation matrix, the (short-term) correlation between

the returns of industry i and the market m is calculated as:

�i;m;t =
qi;m;tp

qi;i;t
p
qm;m;t

; (3.2-6)

with

qi;m;t = �i;m;� (1� ai � bi) + ai�i;t�1�m;t�1 + biqk;m;t�1; (3.2-7)

where �i;t and �m;t are the standardized residuals for industry i and the market respectively.
These are calculated using the standard deviations obtained from the MIDAS-GARCH
model (i.e., �t = D

�1
t (rt � �)). The long-term correlation component �i;m;� is speci�ed as

�i;m;� =

LciX
l=1

'l(!
c
i )ci;m;��l; (3.2-8)

where

ci;m;� =

P�
j=��Nc �i;;j�m;;jqP�

j=��Nc �
2
i;j

qP�
j=��Nc �

2
m;j

;

and the polynomial function 'l(!
c
k) is equivalent to that in Eq. (3.2-5).

In order to estimate the system of equations (3.2-1) to (3.2-8), we follow the two-step
procedure introduced by Engle (2002) and applied for the DCC-MIDAS in Colacito, Engle,
and Ghysels (2009). Thus, we estimate the parameters that maximize the following quasi-
likelihood function:

QL(	;�) = QL1(	) +QL2(	;�);

= �
T�NX
t=1

(n log(2�) + 2 log jDtj+ r0tDtrt) +
T�NX
t=1

(log jRtj+ �0tRt�t + �
0
t�t);

where T is the total number of quarters in the sample and N the (average) number of days
per quarter. In a �rst step, we estimate separately the parameters driving the dynamics
of volatility for each industry and the market in Eqs. (3.2-3) to (3.2-5) and collect them
in a vector b	 = [(b�k; b�k;b!vk bmk;

b�k); k = 8i;m]. In a second step, we use the parameters
in b	 to estimate the standardized residuals b�k;t�1 in Eq. (3.2-7). Then, we estimate the

3Ghysels, Santa-Clara and Valkanov (2005) and Ghysels, Sinko and Valkanov (2007) provide some inter-
esting comparisons among alternative speci�cations for the weighting function.
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parameters driving the dynamics of correlations (Eqs. (3.2-6) to (3.2-8)) and collect them in
a vector b� = [(bai;bbi;b!ci )]. Finally, with the parameters in b	 and b�, the long-term (quarterly)
DCC-MIDAS betas (mbetas) are calculated as follows:

�i;� = �k;m;�
�k;�
�m;�

:

3.2.2 Kernel betas

In a recent paper, Ang and Kristensen (2010) use a kernel method to estimate time-varying
alphas and factor exposures ("betas"). While the DCC-MIDAS method imposes a speci�c
parametric model, this kernel method only imposes very weak restrictions on the dynamics
of betas (see Ang and Kristensen (2010) for details). Similar to the DCC-MIDAS model, the
kernel method estimates industry betas by applying a weighting scheme to daily returns with
more distant (relative to the current observation) returns getting increasingly less weight.
The shape of the kernel, K, determines how the di¤erent observations are weighted. While
in principle the kernel could have many forms, we use the symmetric two-sided Gaussian
kernel

K(z) =
1p
2�
exp(�z

2

2
):

The quarterly kernel beta (kbetas) at any (normalized) point in time � 2 (0; 1) is given
by:

�i;� = [
nX
t=1

Khi(t=n� �)r2m;t]�1[
nX
t=1

Khi(t=n� �)rm;tr0i;t];

whereKhi (z) = K (z=hi) =hi is a density kernel that controls the weights of the observations
considered at every � for a given bandwidth hi > 0. Notice that because we use a two-sided
kernel, the time � beta is estimated using both past and future returns (relative to �).4

The bandwidth hi controls the time window used in the estimation of the beta of the
i�th industry. The bandwidth is estimated using a plug-in method that minimizes a mean
squared error function. This function weighs the trade-o¤ between the variance and the
bias of the estimator, and should in general be di¤erent for each industry (for details on the
bandwidth selection, see again Ang and Kristensen (2010)5).

3.3 The Dynamics of Industry Betas

In this section, we investigate the dynamics of industry betas for the alternative methods
described in the previous section. After introducing the data, we report and discuss the
estimated parameters for the DCC-MIDAS and kernel models. Then, we discuss the char-
acteristics of estimated betas and highlight the main di¤erences in beta dynamics across
the three di¤erent econometric techniques. In the third part, we test for multiple struc-
tural breaks in the industry betas. Finally, we investigate the contemporaneous relation
between these betas and the business cycle in order to motivate the investigation on their
determinants.

4Our main motivation for this choice is that [1] show that using a two-sided instead of a one-sided kernel
leads to signi�cantly lower root mean squared errors. Of course, because of the inherent look-ahead bias,
we will not use these kernel betas in the prediction exercise in Section 3.4.3.

5We would like to thank professor Kristensen for kindly providing the code for estimating the bandwidth.
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3.3.1 Data

Our analysis of the dynamics and determinants of industry betas is based on the 30 industry
portfolios available at Kenneth French�s website. We download value-weighted returns at the
daily frequency as well as industry market capitalizations at the monthly frequency. We use
the yield on 3-month US treasury bills to calculate excess returns. Our sample period runs
from January 1969 to December 2009 and includes several economic cycles and �nancial
crisis such as the technology boom and subsequent bust as well as the recent subprime
crisis.6

Table 3.1 reports the average number of �rms for each industry portfolio, its average
market weight and the summary statistics for their returns. The last columns also report
(full sample) unconditional industry betas as well as the beta ranking for each industry
(1 being the industry with the highest beta, 30 with the lowest). Unconditional industry
betas range from 0:59 for Utilities to 1:31 for Business Equipment. This classi�cation shows
that, apart from the Utilities sector, the lowest unconditional betas are observed for the
Beer, Food and Smoke industries. Next to the Business equipment industry, we observe
the highest betas for the Steel, Mines and Games industries. In the following sections, we
will analyze to what extent industries change their ranking over time, either temporarily or
following a structural break.

3.3.2 Estimation results for DCC-MIDAS and kernel methods

Table 3.2 reports parameter estimates for the DCC-MIDAS model. Panel A shows the pa-
rameter estimates for the variance process, corresponding to Equations (3.2-3) to (3.2-5).
The ARCH and GARCH parameters (� and �) are between 0:075�0:117 and 0:851�0:910
respectively. Interestingly, their sum is always safely below 1, suggesting that distinguishing
between di¤erent volatility components alleviates the extreme persistency problem that
plagues standard GARCH models estimated over daily data The lag length obtained
through likelihood pro�ling is either short (3 quarters) or very long (16 quarters). A longer
lag length, however, does not necessarily lead to higher volatility persistence, as long lag
lengths seem to be associated with rapidly decreasing weighting functions (high values for
!v). Similarly, industries with short lag lengths typically have a rather �at weighting func-
tion (!v relatively close to 1). Consider for instance the Health industry, which has an
optimal lag length of 16 quarters and a !v = 10:14: It is easy to show that observations
within the �rst three previous quarters receive a total weight of 89% while observations
lagged 6 quarters or more receive less than 2%.7

Panel B reports the estimated parameters for the covariance equation (Eqs. (3.2-6)
to (3.2-8)). Since the likelihood functions turned out to be mostly �at for alternative lag
lengths, we decided to �x the number of lags for all industries to 8. This implies in turn that
the persistence of the long-term covariance component will be determined by the shape of
the weighting function which is in turn exclusively determined by !c. Not surprisingly, we
�nd substantial di¤erences in the shape of the weighting function, ranging from nearly �at
(Services industry, !c = 1:02) to rapidly decreasing (Other industries, !c = 9:09). Finally,
the estimated parameters also suggest that the short-run covariance is highly persistent,
with values for b between 0:85 and 0:95; and estimates for a typically below 0:05.
For the kernel method, the key parameter is the bandwidth which is determined by

a plug-in method as explained in Section 3.2.2. Table 3.3 reports the bandwidths for all
industries and compares them to the weighting parameters obtained for the DCC-MIDAS

6The market-wide variables used to investigate the determinants of industry betas are described in detail
in Appendix 3.A.

7A full comparison of the weighting schemes across industries and methods is introduced later in Table
3.3.
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approach. For the kernel method, we calculate the window length as the width of the 95%
con�dence interval from a normal distribution given the estimated bandwidth parameter
h. For DCC-MIDAS, the window lengths (separately for the volatility and correlation)
correspond to the 95% cuto¤ point of the cumulative weighting function (given Lv; !v for
volatilities, and Lc; !c for correlations). We obtain an average kernel window length of 4:08.
Notice that, while there are sizable di¤erences between the di¤erent industries, optimal
window lengths are never shorter than 2 quarters. This suggests that the common approach
of estimating ex-post betas over just one quarter of daily returns is, at least from a statistical
point of view, not optimal. Window length is among the highest for the Clothes, Games, and
Electronic equipment industries, and among the lowest for the Mining and Beer industries.
While we cannot directly compare the optimal window lengths for the kernel betas with
those for the DCC-MIDAS model, it is nevertheless comforting that the window lengths
for volatilities and correlations are roughly of the same magnitude (average of 3:49 for
volatilities and 4:53 for correlations). Moreover, the lengths obtained for the components
of the DCC-MIDAS model are on average positively correlated with the optimal window
lengths for kernel betas.8

3.3.3 Beta dynamics

The summary statistics for ex-post betas (quarterly and annual windows), DCC-MIDAS
betas, and kernel betas are reported in the left panel of Tables 3.4 to 3.7, respectively.
We �nd industry betas, irrespective of the method being used, to vary substantially over
time and to be highly persistent, consistent with the �ndings of Ferson and Harvey (1991),
Fama and French (1997), Braun, Nelson, and Sunier (1995), Santos and Veronesi (2004), and
Ghysels and Jacquier (2006). Except for the quarterly ex-post betas, which are substantially
more variable and less persistent, we �nd similar �rst-order autocorrelations and standard
deviations in betas for all other methods. Nevertheless, we �nd DCC-MIDAS betas to be
slightly less persistent and variable than betas estimated using the kernel method (average
persistence of 0:88 versus 0:95 and average standard deviation of 0:21 versus 0:23).

The fact that betas are time-varying does not necessarily imply that the relative ranking
of industry betas also changes through time. The right panel of Tables 3.4 to 3.7 clearly
show, however, that not only betas but also their relative ranking �uctuates signi�cantly
over time. In fact, almost all industries had at some point in time the highest and lowest
betas among all industries. To investigate this further, we calculate for each industry the
percentage of time that its beta belongs to the bottom 30, mid (between 30 and 70), and top
30 percentile. This classi�cation suggests that, as for the unconditional betas in Table 3.1,
the betas of industries like Business equipment and Games belong mostly to the top beta
percentile (respectively 83% and 67% of the total sample among the highest betas for Kernel
betas). In contrast, Utilities, Food, and Mining industries belong mostly to the bottom 30
percentile (respectively 92%, 74% and 68% among the lowest betas). Finally, other industries
like Construction, Paper and Clothes can be classi�ed into mid beta industries (respectively
77%, 73% and 62% among the mid betas).

8The window lengths for the two methods are not fully comparable for several reasons. First, in the
DCC-MIDAS, the length of the window is estimated using likelihood pro�ling. Second, in the DCC-MIDAS
approach, the window length is separately estimated for the volatility and the correlations. Third, the Kernel
approach considers two-sided windows while DCC-MIDAS only considers lagged information. Finally, the
DCC-MIDAS approach considers together the length of the window and the relative weight of the lagged
information while in the Kernel approach, the shape of the weighting function is standard (Gaussian) and
the bandwidth is the only parameter that needs to be estimated.
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3.3.4 Structural breaks

Over the last 40 years (the length of our sample), the global economy has changed substan-
tially, and so have industries. Ex ante, it seems likely that the risk characteristics of certain
industries have structurally changed over time, for instance because of changes in technol-
ogy, regulation, or (global) competition. To investigate this, we test for multiple structural
breaks in the betas of the di¤erent industries using the well-known Bai and Perron (2003)
test. Then, we test for the existence of common structural breaks using the method in Qu
and Perron (2007). We shortly explain both methods as well as their respective results in
turn.9

In order to identify the existence of industry-speci�c structural breaks, we estimate the
following model for the dynamics of each industry�s beta:

�i;� = �i;l + ui;� ;

where �i;l for l = 1; :::;m + 1 are regime-dependent levels of beta within break dates
� = (T1;::; Tm), and m is the optimal number of breaks. The regime-dependent lev-
els as well as the break dates are estimated by minimizing the sum of squared residualsPm+1

l=1

PTl
�=Tl�1+1

[�i;� � �i;;l]2. The optimal number of breaks, m, is obtained by following
the sequential method in Bai and Perron (2003). The idea behind this method is to sequen-
tially identify the statistical relevance of including an additional break. This relevance is
assessed by comparing the minimal value of the sum of squared residuals over all segments
including the additional break with that of a restricted model without this additional break.
The left panel of Table 3.8 reports the optimal number of breaks as well as the break dates

for all industries�kernel betas.10 The right panel reports the mean beta estimates, �l, as well
as industry ranking between break dates. We observe a number of interesting �ndings. First,
only 9 out of 30 industries exhibit a structural break. Second, for only 1 of these 9 industries,
we observe more than one break (Mining, 3 breaks). Third, except for Meals (in September
1979), Telecommunications (March 1982) and Mines (September 1979 and September 1985),
all structural breaks take place in the �nal part of our sample. The Smoke and Beer
industries report signi�cant drops in their betas in December 1997 and September 1998
respectively (from an average 1:02 to 0:50 and from 0:97 to 0:44 respectively). In 2000, the
Steel (June) and Fabricated products and machinery (December) industries show substantial
increases both in their betas and relative ranking. Finally, in 2001, the Mine (September),
Coal (December) and Construction (December) industries increase their average betas from
an average 0:18 to 1:45, 0:95 to 1:81, and from 0:95 to 1:39 respectively. Interestingly, the
2001 break has a particularly large impact for the Mines industry whose beta shifts from
almost the lowest to among the highest betas around this period (average ranking goes from
29:35 to 6:40).
The fact that we �nd only a limited number of break dates for just 9 industries could be

the result of the low power of the Bai and Perron (2003) break test. In order to increase the
power, we also test for the presence of a common break test using the methodology in Qu
and Perron (2007). We believe that a common break test also makes more economic sense
because a structural break in the beta of one industry is expected to also lead to changes in
the betas of other industries, simply because of the implicit identity that the market-weighed

9The detailed description as well as the distribution of the tests can be found in Bai and Perron (2003)
and Qu and Perron (2007). The Gauss code used to identify structural breaks can be found in Professor
Perron�s webpage.
10 In our analysis, we focus on the kernel betas since testing for structural breaks in DCC-MIDAS betas

can be problematic as these betas are generated from a model that is assumed stationary in the �rst place.
As for the ex-post betas, the number of breaks obtained turns out to be very large for almost all industries.
Nevertheless, in almot every case, the quarterly betas breaks include those identi�ed for the kernel betas.
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sum of betas needs to be one. In order to identify common structural breaks, we estimate
the following model for the dynamics of all industries�beta:

�� = x��l + u� ; (3.3-9)

where �� = �i;� contains the estimated betas for all industries, x� is an identity matrix
which re�ects the idea that the regime-dependent levels of beta, �i;l, are allowed to change
within each regime for each industry. The break dates as well as the regime-dependent levels
of beta are obtained by following the restricted quasi-maximum likelihood method described
in Qu and Perron (2007).
Similar to Table 3.8, Table 3.9 reports the mean beta estimates, �l, as well as industry

ranking within regimes. Even when we chose Qu and Perron (2007)�s method speci�cally
for its capacity to have multiple common structural breaks, we eventually had to restrict
the number of breaks to one, as the common break algorithm failed to converge to a �xed
number of breaks.11 Again, we report results for the kernel betas even though results are
robust to using the other measures. The algorithm identi�es a common structural break
in March 1998. That is, around the start of the dot-com bubble period. Not surprisingly,
around this structural break, changes in the level of betas for those industries for which
individual structural breaks are identi�ed have the same magnitude. However, other indus-
tries such as Household, Health, and Meals also report signi�cant changes in their betas
around this structural break (from an average 1:09 to 0:61, 1:09 to 0:74 and from 1:19 to
0:77 respectively). For all other industries, changes in the level of betas are rather moderate.

3.3.5 Industry cyclicality

From an investor�s perspective, it is important to understand how the market exposure of
industries changes over the business cycle.12 Therefore, in the last part of this section, we
motivate the understanding of the determinants of industry betas and their cross-sectional
dispersion by identifying those industries that either have signi�cantly higher or lower mar-
ket betas during economic recessions. We investigate this by regressing our di¤erent beta
measures on a constant and two general business cycle indicators: a NBER dummy and the
Chicago Fed National Activity Index (cfnai).13 Apart from the quarterly ex-post, DCC-
MIDAS, and kernel beta, we also consider kernel betas corrected for individual and common
structural breaks and denote it by dikbetas and dckbetas respectively. More speci�cally,
for the case of individual structural breaks, for those industries exhibiting structural breaks,
we de-mean betas using the beta estimates between break dates (see Table 3.8). In a sim-
ilar way, for the case of a common structural break, we de-mean all betas using the beta
estimates before and after the structural break date (March 1998. See Table 3.9).
Table 3.10 reports estimates of the change in market beta during NBER recessions and

with respect to cfnai for all industries in Panel A and B respectively. First, we observe
a (often only borderline) signi�cant increase in market betas during recessions (or alterna-
tively drops in the activity index) for the Chemicals, Steel, Fabricated Products, Mine, and
Financial industries. In contrast, we observe a signi�cant decrease during recessions in be-
tas for the Smoke, Health, Electronic Equipment, and Retail Trade industries. In line with

11More speci�cally, we always �nd it optimal to add another break, and break dates are evenly spaced
over the sample as soon as the number of breaks is equal or lager than 3.
12Other studies that have studied di¤erences in cyclicality among industries include Bernanke and Parkin-

son (1991), Petersen and Strauss (1991), and especially Boudoukh, Richardson, and Whitelaw (1994).
Gomes, Kogan and Zhang (2003), Gourio (2007), and Santos and Veronesi (2004), among others present
theoretical models for the heterogeneous reaction of equity portfolios (not necessarily industries) to business
cycle conditions.
13We do the same for the cross-sectional dispersion of industry betas. Although reported in this table,

these results are explored in Section 3.4.2.
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Boudoukh, Richardson, and Whitelaw (1994), we also �nd that all other industries, and in
particular, those related to necessities appear to be less a¤ected by the business cycle as it
is the case for the Food, Clothing and Paper industries. Second, we �nd that accounting
for individual structural breaks reduces the magnitude and in some cases the signi�cance
of the NBER dummy and cfnai. As it is to be expected, this e¤ect is particularly strong
for the mining industry, the only sector for which we found three break dates. In contrast,
considering a common structural break does not have a signi�cant impact on the direction
or the signi�cance of the relation between most industry betas and the two key business
cycle indicators considered.

3.4 The Determinants of Industry Betas

In the previous section, we show that betas not only vary substantially over time, but also
that there is substantial heterogeneity in their dynamics across industries. We also pro-
vide preliminary evidence that while the betas of some industries increase during recessions,
those of others decrease, and some are just not signi�cantly related to the business cycle.
In this section, we investigate these �ndings further by linking industry betas to a set of
variables that characterize the economic conditions. In the �rst part, we review the rather
thin theoretical and empirical literature on the determinants of industry betas. The sec-
ond part links the alternative estimates of industry betas to a set of market-wide variables.
Following Fama and French (1997), Ferson and Harvey (1991, 1993 and 1999),Lewellen and
Nagel (2006), Ghysels and Jacquier (2006), and Gourio (2007), we argue that (potentially
time-varying) di¤erences in industry characteristics are expected to lead heterogeneous re-
actions of industry market betas to market-wide events. Heterogeneity of characteristics
and reactions will in turn explain the time variation in the cross-sectional dispersion in in-
dustry betas. Therefore, we also confront the contrasting model implications and empirical
�ndings in Gomes, Kogan and Zhang (2003) and Santos and Veronesi (2004) and investigate
the relation between the cross-sectional dispersion of industry betas and the business cycle.
Finally, we test whether the cross-sectional dispersion in industry betas has predictive power
for equity returns, and whether or not this relation explains the predictive power of return
dispersion documented in Stivers and Sun (2010).

3.4.1 Existing models and previous empirical �ndings

Despite the CAPM being one of the cornerstones of modern �nance, the theoretical literature
on the determinants of time-varying market betas is surprisingly thin, and often makes
con�icting predictions. Existing models propose alternative sources of heterogeneity across
�rms or portfolios (e.g., industries, size, book-to-market) to explain di¤erent reactions of
betas to aggregate macroeconomic conditions. For instance, in Berk, Green, and Naik (1999)
and Carlson, Fisher, and Giammarino (2004), the risk of assets in place as well as �rms�
investment decisions determine the time variation in systematic risk. In a similar vein,
Gomes, Kogan and Zhang (2003) argue that di¤erences in size and growth opportunities
determine �rm-speci�c reactions to aggregate productivity. In Gourio (2007), heterogeneous
productivity and labor leverage levels as well as growth opportunities yield di¤erent reactions
to the business cycle. Jacquier, Titman and Yalcin (2010) show that operating leverage is
a more important determinant of systematic risk than �nancial leverage. In case of good
news, the increase in the value of growth options is typically larger than the increase in the
value of assets in place. Because growth options have larger betas, good (bad) news leads
to increasing (decreasing) betas, which is opposite to what the �nancial leverage predicts.
Finally, Santos and Veronesi (2004) model �rms�cash �ow risk and (asset�s) duration to
explain the relation between betas and aggregate variables.
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Interestingly, some of these theoretical models explicitly yield (con�icting) predictions
with respect to the dynamics of the cross-sectional dispersion in betas. On the one hand,
in Gomes, Kogan and Zhang (2003), heterogeneity across �rms increases during recessions,
leading to increasing dispersion in betas. This prediction is in line with the �ndings of Chan
and Chen (1988) for size-sorted portfolios. On the other hand, Santos and Veronesi (2004)
argue that the relation between beta dispersion and the business cycle depends on the rela-
tive importance of cash �ow and discount rate risk. If cash �ow risk is negligible compared
to discount rate risk, their model predicts the cross-sectional dispersion in conditional betas
to be higher when the aggregate market risk premium is high (which is the case in reces-
sions). Intuitively, when the market risk premium is high, di¤erences in current expected
dividend growth matter more in determining di¤erences in asset valuation. This leads to a
wide dispersion of price sensitivity to changes in discount rates, and hence more dispersed
betas. In contrast, when cash �ow risk is more important than discount rate risk, the model
predicts beta dispersion to be lower (higher) when the market risk premium is high (low).
Because an important part of the systematic volatility of assets with high cash �ow risk
is rather insensitive to changes in discount rates, market betas will be scaled up (down)
by the low (high) market volatility in case of a low (high) market risk premium. Santos
and Veronesi (2004) �nd empirical support for the latter, namely that the cross-sectional
dispersion in betas is negatively related to the market risk premium, and hence also to the
business cycle.
While there are several empirical papers linking conditional market betas to fundamen-

tals, most of this work focuses on size and book-to-market sorted portfolios rather than
industries (see, e.g., Jagannathan and Wang (1996), Zhang (2005), Lettau and Ludvig-
son (2001), Petkova and Zhang (2005), Lewellen and Nagel (2006), and Jacquier, Titman
and Yalcin (2010)). There are, nonetheless, a few exceptions. For instance, as already
mentioned, Santos and Veronesi (2004) focus on industry betas. However, their interest is
mainly centered in testing the implications of their model for the cross-sectional dispersion
in betas rather than investigating the determinants of time-varying industry betas. Also,
Ghysels and Jacquier (2006) develop a new approach for estimating industry market betas
by combining data-driven �lters and parametric models that should be less vulnerable to
measurement errors. While they �nd industry betas to be strongly autocorrelated, they do
not �nd any evidence that quarterly betas are related to either aggregate (term and default
spread, short rate, dividend yield) or �rm-speci�c (market value of equity, debt-to-equity
ratio, book-to-market ratio) variables.

3.4.2 Empirical evidence: industry betas and cross-sectional dis-
persion

As discussed above, the empirical evidence on the determinants of industry betas is limited,
while theory often yields con�icting results, in particular with respect to the link between
beta dispersion and the business cycle. Therefore, in this part of the section, we �rst
investigate to what extent aggregate business cycle proxies explain the time variation in one-
period ahead quarterly betas.14 Then, we investigate the link between this set of aggregate
variables and the cross-sectional dispersion in industry betas.
Table 3.11 reports estimation results from the following regression of conditional market

betas on each of the lagged market-wide variables x��1:

�i;� = 0;i + 1;ix��1 + �i;� ;

for four alternative market beta measures: qbetas, mbetas, kbetas, dikbetas and dck-
betas. In order to save space, we only report for each instrument the average R-squared
14Details on our wide list of business cycle instruments can be found in Appendix 3.A.
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(over all industries), an F-test ("F1") for the joint signi�cance of a particular instrument
across all industries, and, �nally, a test for equal exposures ("F2"). We �nd strong evidence
that industry betas are related to the di¤erent business cycle proxies, and that they react in a
heterogeneous way. In fact, from the 18 proxies considered, only three (the liquidity measure
vol, the corporate pro�ts growth cprofg, and the return of the small-minus-big investment
strategy smb) do not appear to be related to one-quarter ahead industry betas. We �nd
similar results when we use the other beta measures. In contrast, the price-dividend ratio
pdratio (18:55% for mbetas), the short-term risk free interest rate 3months (7:12%), two
of the in�ation measures cpinf and gdpd (5:49% and 9:46% respectively) and an economic
activity measure empg (4:94%) display the highest average R-squared among all variables.
For other variables such as the monetary base growth mbg (1:88%), and two economic activ-
ity measures ipg and gdpg (2:22% and 2:28% respectively) the average R-squared is rather
low. Interestingly, in all but two cases, the average R-squared is higher for DCC-MIDAS and
Kernel Betas than for the ex-post quarterly betas, most likely because these two approaches
lead to less noisy beta estimates.
With respect to the cross-sectional dispersion, di¤erent theoretical models lead to dif-

ferent predictions about the sensitivity of beta dispersion to the business cycle. Gomes,
Kogan and Zhang (2003) predict beta dispersion to be higher during recessions, while both
the theoretical predictions and empirical �ndings of Santos and Veronesi (2004) suggest the
opposite. The last row of Table 3.10 shows the results from the contemporaneous regres-
sion between the cross-sectional dispersion in industry betas and the two general recession
indicators nber and cfnai. The cross-sectional dispersion in betas is measured as

disp� =

sX
i

!i;��1(�i;� �
X
i

�i;� )
2; (3.4-10)

where !i are industry market capitalizations (averaged over monthly data). Independent
of the method used to measure betas, we �nd dispersion to be positively related to the
NBER recession dummy and negatively to the cfnai index. This �nding is in line with the
theoretical predictions from the model of Gomes, Kogan and Zhang (2003). That is, industry
characteristics become more heterogeneous around recessions, thus leading to increasing
dispersion in betas. However, we �nd that except for the betas corrected for structural
breaks, the relation is, at best, borderline signi�cant depending on the beta measure used.
Table 3.12 reports estimation results from regressing the cross-sectional dispersion in

industry betas on the di¤erent lagged market-wide variables xt�1: As for the contemporane-
ous e¤ect, we �nd the one-period ahead dispersion in betas to mostly increase with negative
information about the business cycle, even if estimates are mostly only borderline signi�-
cant. We �nd, in particular, cfnai, gdpd, empg, pd, divg, and 3months to have a signi�cant
e¤ect on the one-quarter ahead dispersion of qbetas. Among all regressions, the R-squared
turns out to be particularly high for the pd ratio (13:85% for qbetas). However, we �nd an
increase in the PD ratio to predict an increase rather than a decrease in the cross-sectional
dispersion of betas. In unreported results, however, we �nd that both the positive sign of
this relation as well as its signi�cance disappear once we take out the period corresponding
to the buildup and burst of the Technology, Media, and Telecom (TMT) bubble, a period
during which the pd rapidly rose to and then dropped from unprecedented levels.
While the sign of the predictive relations is typically not a¤ected by the choice of the

beta proxy, we do �nd a marked increase in the number of signi�cant relations when we
calculate dispersion based on betas corrected for structural breaks (dikbetas and dckbetas
for individual and common structural breaks respectively). In this case, the dispersion in
betas increases following a decrease in economic activity characterized by cfnai, empg,
gdpg and ipg. It also increases following an increase in in�ation measured by mbg or a
reduction in aggregate corporate pro�ts growth cprofg, consumption growth rcg or the
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1-year term spread tsp1. Notice that, apart from the improved statistical signi�cance, we
also observe larger R2�s and larger estimated coe¢ cients. An interesting exception is the
pd ratio: Once corrected for (individual or common) structural breaks, we �nd it to loose
some of its signi�cance and magnitude.

3.4.3 Dispersion in betas as a predictor of future equity returns

Having shown that beta dispersion is negatively related with the business cycle, we next
investigate whether it has predictive power for overall market returns. This relates to a
recent study by Stivers and Sun (2010). They show that the cross-sectional dispersion
in equity returns is positively related to the subsequent value premium, and negatively
to the subsequent momentum premium. Their dispersion measure di¤ers from ours and is
calculated from the 100 size and book-to-market portfolios. As a �rst step, we investigate to
what extent dispersion in industry returns predicts returns on the value-weighted US market
index. Second, we test whether its forecasting performance can be better understood by
focusing precisely on the systematic component of return dispersion, namely beta dispersion.
Third, given the structural breaks identi�ed, we check whether or not our results and those
of Stivers and Sun (2010) are driven by crisis periods (in particular the dot-com bubble and
the subprime crisis15).
Table 3.13 reports the estimation results for the following regressions:

(r � rf )�;�+h = 0;h + 1;hdisp� + 2;hcu� + �j;� ; (3.4-11)

where (r�rf )�;�+h represents the return on the value-weighted annualized excess US market
returns h-quarters ahead, disp� is the cross-sectional dispersion in industry betas for qbetas
and mbetas in Panel A and B respectively, and cu� is the component of cross-sectional
dispersion in industry returns that is orthogonal to the dispersion in betas. cu� is calculated
as the error term from the following auxiliary regression:

disp_ret� = �0 + �1disp� + uj;� ;

where disp_ret� is the value weighted cross-sectional dispersion in industry returns calcu-
lated using an equation equivalent to (3.4-10).16

Panels A and B of Table 3.13 yield a number of interesting �ndings. First, both for the
ex-post and MIDAS methods, we �nd the cross-sectional dispersion in betas to signi�cantly
predict a drop in the equity market up to one and a half years ahead. Second, we �nd the
e¤ect to be economically meaningful. For instance, again at the one and a half year horizon,
a 1 (percentage) point increase in the dispersion in MIDAS betas leads to a 1.7 percent drop
in the return of the index. Third, we do �nd the orthogonalized return dispersion measure
to be signi�cant at intermediate horizons. In contrast, for very short or long horizons,
return dispersion looses its forecasting power once beta dispersion is introduced. Fourth, we
�nd R-squareds to increase with the prediction horizon, and to be systematically higher for
the MIDAS-based dispersion measure. At the one and a half year horizon, the R-squared
reaches a respectable 8.3 percent (if only the cross-sectional dispersion in betas is included).
Table 3.14 runs the same forecasting regressions over two di¤erent subsamples, namely

from 1969 until 1997, and from 1998 till the end of our sample in 2009. The latter sample
includes both the TMT bubble period and the recent subprime crisis. Notice, also, that the
common structural break as well as most of the individual breaks that we identify are located
in the second subsample. We use the quarterly ex-post betas, as the MIDAS beta estimates

15The sample in Stivers and Sun (2010) runs up to 2005 only, and hence does not include the subprime
crisis period.
16See how if the conditional CAPM with one factor holds the cross-sectional distribution of returns would

be entirely determined by the distribution of betas.
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may be vulnerable to look-ahead bias in subsamples. We �nd that the predictive power for
both the return and beta dispersion measures is completely absent in the �rst subsample.
In other words, all the predictive power is concentrated in the crisis-rich last decade. In
fact, we even �nd this striking di¤erence between the two subsamples after excluding the
subprime crisis from the second subsample (which would make our sample more similar to
the one in Stivers and Sun (2010)).
It is not clear whether the instability in the predictive power of both return and beta

dispersion between di¤erent subsamples necessarily means both predictors are useless. It
may just mean that the cross-sectional dispersion in industry characteristics and/or busi-
ness cycle exposure have increased, and that this has made both dispersion measures more
informative. We leave the investigation of this hypothesis for future research.

3.5 Conclusions

In this paper, we make an anatomy of industry betas. While it has proven di¢ cult to link
industry betas to industry expected returns (see, e.g., Fama and French (1997)), a good
understanding of both the level and dynamics of industry betas is important in practice, for
instance, as inputs in risk management and asset allocation models.
In a �rst part, we analyze two alternative beta measurement techniques for the standard

ex-post moving window beta estimates, namely the DCC-MIDAS model of Colacito, Engle,
and Ghysels (2009) and the kernel method recently re�ned by Ang and Kristensen (2010).
While the optimal window length implied by both methods di¤ers between industries, it
is always larger than the one quarter window typically used to estimate ex-post betas.
While industry betas are highly persistent, we do �nd them to vary substantially over time,
both in absolute term and relative to each other. While nearly all industries had at some
point the highest (lowest) beta, we �nd industries like Business equipment and Games to
predominantly belong to the group of industries with the 30 percent highest betas, while
Utilities, Food, and Mining industries belong mostly to the bottom 30 percentile.
Over our sample of more than 40 years, it is not unlikely that the very nature of some

industries has changed over time, following changes in technology (e.g., the telecom sector) or
regulation (e.g., the banking sector). We test for this possibility by performing an individual
as well as a common structural break test on the industry betas. Overall, we �nd the
individual number of breaks to be small (only 9 out of 30 industries, and mostly just one
break) and to be clustered in the period surrounding the Technology, Media and Telecom
bubble. In fact, when we impose a unique common structural break, where the break in the
beta of one industry is expected to have an e¤ect on the betas of all other industries, this
break is identi�ed in March 1998 around the beginning of the Technology bubble.
Consequently, we investigate whether the betas of di¤erent industries have di¤erent sen-

sitivities to the business cycle. We �nd a systematic increase during recessions in the betas
of Chemicals, Steel, Fabricated Products, Mine, and Financial industries, and a systematic
decrease in the betas of Smoke, Health, Electronic Equipment, and Retail Trade industries.
All other industry betas do not appear to be contemporaneously correlated with either an
NBER dummy or the cfnai leading indicator. Next, we show that industry betas are sig-
ni�cantly related to a large set of lagged cyclical variables, but in a heterogeneous way.
Interestingly, in all but two cases, the average R-squared is higher for DCC-MIDAS and
Kernel Betas than for the ex-post quarterly betas, precisely because these two approaches
lead to less noisy beta estimates.
The �nal set of results focuses on the dynamics of the cross-sectional dispersion in in-

dustry betas, and its predictive power for future returns. The existing theoretical literature
has come up with di¤erent predictions about the cyclicality of beta dispersion. Gomes,
Kogan and Zhang (2003) predict beta dispersion to be higher during recessions, while both
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the theoretical predictions and empirical �ndings of Santos and Veronesi (2004) suggest the
opposite. Our results are in line with the predictions of Gomes, Kogan and Zhang (2003).
That is, we �nd beta dispersion to be higher in recessions than in expansions. The natural
next question is whether or not beta dispersion can also predict equity returns. This relates
to a recent study by Stivers and Sun (2010), who show that the cross-sectional dispersion
in returns is positively related to the subsequent value premium, and negatively to the
subsequent momentum premium. In this paper, we assess the relative forecasting power of
industry return dispersion and one of its components, industry beta dispersion. Our results
suggest that industry beta dispersion is a stronger predictor of future market returns than
the non-systematic component of industry return dispersion. However, we also �nd that the
predictive power of both variables is centered in the last crisis-rich decade of our sample.
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APPENDIX

3.A Market-wide Variables

Our dataset consists of several quarterly variables that characterize the business cycle. Our
sample period runs from the fourth quarter of 1969 to the fourth quarter of 2009 (162 obser-
vations in total). We describe the exact data sources and how the variables are constructed
in turn.

1. NBER recession indicator (nber): From the National Bureau of Economic Research.
The indicator takes the value 1 if at least two months within that quarter are marked
as recessions.

2. CFNAI MA3 (cfnai): National Activity Index from the Federal Reserve Bank of
Chicago. This variables is constructed as the previous three months average of the
weighted average of 85 monthly indicators of national economic activity.

3. Volume traded growth (vol): Log di¤erence in the total volume traded for each quarter
(sum of daily data) for the S&P 500, from Yahoo! Finance.

4. Monetary base growth (mbg): Log di¤erence in the Federal Reserve Board of Gov-
ernors monetary base adjusted for changes in reserve requirements, from the Federal
Reserve Bank of St. Louis.

5. PPI growth (ppinf): Log di¤erence in the Producer Price Index for All Urban Con-
sumers (�nished goods), from the Bureau of Labor Statistics.

6. CPI growth (cpinf): Log di¤erence in the Consumer Price Index for All Urban Con-
sumers (all goods), from the Bureau of Labor Statistics.

7. GDP de�ator (gdpd): Log di¤erence in the Gross Domestic Product implicit price
de�ator, from the Bureau of Economic Analysis.

8. Employment growth (empg): Log di¤erence in the total employment (manemp), from
the Bureau of Labor Statistics.

9. GDP growth (gdpg): Log di¤erence in the Real Gross Domestic Product (3 decimals),
from the Bureau of Economic Analysis.

10. IP growth (ipg): Log di¤erence in the Industrial Production growth, from the Board
of Governors of the Federal Reserve.

11. Price Dividend ratio (pd): three months average of the price dividend ratio, from
Robert Schiller´s website. The PD ratio is calculated as pdt = pt � dt�1, where pt is
the log of the (closing) price of the S&P 500 index and dt�1 is the log of the dividends
accruing to the index paid out throughout period t� 1.

12. Dividends growth (divg): Log di¤erence in the real dividends accruing to the S&P
500 index, from Robert Schiller´s website.

13. Corporate Pro�ts growth (cprofg): Log di¤erence of the Corporate Pro�ts with in-
ventory Valuation adjustment (IVA) and capital consumption adjustment (CCAdj),
from the Bureau of Economic Analysis.

14. Real Consumption growth (rcg): Log di¤erence in the Real Consumption growth,
from the Bureau of Economic Analysis.
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15. 3-month Tbill (3months): 3-months Treasury bill (secondary market) rate, from the
Federal Reserve.

16. Term Spread (tsp1): Di¤erence between the 1 year Treasury bill (secondary market)
rate and 3months, from the Federal Reserve.

17. Default Spread (dsp): Quarterly average of the credit spread expressed as the di¤erence
between the average rate for Moody�s Baa-rated �rms�bonds and AAA-rated �rms�
bonds.

18. Small minus Big strategy (smb): Annualized compounded quarterly return of the
small minus big portfolios using monthly data, from Kenneth French´s website.
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Table 3.3: Estimated bandwidths
The table reports the horizon (in quarters) at which the value of the cumulative distribution
function for the weighting schemes reaches 95%. For the Kernel, this value is obtained as

hj
1

T
� 2 � 1:96

0:975
;

where hj is the optimal bandwidth for each industry and T the total number of quarters.
The intervals (�1:96; 1:96) and (�0:975; 0:975) correspond to cumulative 95% probabilities
for the normal and uniform kernel respectively (Ang and Kristensen (2010)). For DCC-
MIDAS, we report the comparable bandwidth as the (95%) value for the weighting function
(for volatility and correlation) in Eq. (3.2-5). For instance, for the volatility of the food
industry, a maximum number of lags of bL = 16 quarters and a weighting parameter ofb! = 13:29 implies that 95% of the observations required to estimate it are within the
previous 2:53 quarters.

Kernel DCC-MIDAS
Industry Volatility Correlations
Food 2:69 2:53 4:62
Beer 2:48 3:42 5:58
Smke 4:01 2:37 6:85
Game 7:13 1:92 4:21
Book 2:81 3:56 3:75
Hshl 4:20 2:76 4:39
Clth 9:05 4:26 5:70
Hlth 5:90 4:10 4:02
Chem 3:55 2:81 1:97
Txtl 3:66 3:02 6:29
Cnst 2:95 2:81 5:26
Stel 2:76 2:81 3:40
Fpro 5:84 2:45 3:51
Eeqp 7:44 6:21 4:42
Auto 4:17 2:67 4:19
Carr 3:75 3:23 4:02
Mine 2:29 5:66 4:42
Coal 4:67 2:70 4:43
Oil 4:57 13:95 4:16
Utlt 2:72 2:21 4:83
Tele 2:98 2:16 6:36
Psrv 4:62 2:57 7:56
Beqp 4:07 3:56 6:37
Papr 3:63 2:81 2:21
Tran 3:21 2:83 4:48
Wtrd 3:36 2:80 4:81
Rtrd 4:78 2:81 3:84
Meal 2:81 3:83 5:61
Fina 2:78 2:78 2:37
Othr 3:60 3:07 2:26
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Table 3.10: Industry cyclicality. Contemporaneous regressions
The table reports parameter estimates for a regression of industry betas on a NBER dummy
(panel A) and the Chicago Fed National Activity index (panel B). �,�� and ��� represent
signi�cance at the standard 1, 5 and 10% con�dence levels. dikbetas are industry betas
corrected by individual structural breaks (see Table 3.8) and dckbetas are industry betas
corrected for common structural breaks (see Table 3.9).

Panel A. nber

Industry qbeta mbeta kbeta dikbeta dckbeta
Food �0:08 �0:04 �0:07 �0:04
Beer �0:12 �0:10 �0:12 �0:05 �0:06
Smke �0:18� �0:14 �0:16� �0:11�� �0:11�
Game 0:15��� 0:09� 0:07 0:09�

Book 0:03 �0:02 0:02 0:03
Hshl �0:08 �0:12 �0:06 �0:01
Clth 0:05 �0:01 �0:01 �0:01
Hlth �0:15� �0:15�� �0:13� �0:10�
Chem 0:09� 0:10�� 0:08 0:09
Txtl 0:17 0:08 0:13 0:11
Cnst 0:10 0:10 0:08 0:01 0:07
Stel 0:14 0:16�� 0:10 0:00 0:06
Fpro 0:09 0:07�� 0:06 0:01 0:04
Eeqp �0:05 �0:09��� �0:03 �0:03
Auto 0:03 0:02 0:01 0:01
Carr 0:07 0:03 0:04 0:06
Mine 0:39�� 0:39�� 0:37�� 0:05 0:34�

Coal 0:20 0:27 0:23 0:11 0:18
Oil 0:11 �0:02 0:12 0:13
Utlt 0:03 0:09 0:02 0:02
Tele �0:06 �0:04 �0:07 0:00 �0:09�
Psrv �0:05 �0:05 �0:07 �0:07
Beqp �0:05 �0:08 �0:07 �0:09
Papr 0:01 �0:01 0:00 0:02
Tran 0:07 0:02 0:04 0:06
Wtrd 0:04 0:01 0:03 0:05
Rtrd �0:10�� �0:10��� �0:11�� �0:10��
Meal 0:06 �0:05 0:04 �0:01 0:08
Fina 0:14 0:14� 0:11 0:10
Othr 0:10� 0:11��� 0:07 0:08
Dispersion 0:04 0:04 0:03 0:05� 0:04�
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Table 3.10: Industry cyclicality. Contemporaneous regressions. Continued

Panel B. cfnai

Industry qbeta mbeta kbeta dikbeta dckbeta
Food 0:03 0:02 0:02 �0:01
Beer 0:05 0:03 0:04 �0:03 �0:02
Smke 0:10�� 0:08�� 0:09�� 0:03 0:03
Game 0:02 0:02 0:03 0:01
Book �0:01 0:00 �0:01 �0:02
Hshl 0:10�� 0:09��� 0:09�� 0:03
Clth �0:02 0:02 �0:01 �0:01
Hlth 0:08�� 0:08��� 0:07�� 0:03
Chem �0:02 �0:03 �0:01 �0:02
Txtl �0:06 �0:02 �0:05 �0:04
Cnst �0:02 �0:03 �0:03 0:01 �0:02
Stel �0:06 �0:05� �0:05 0:03� 0:00
Fpro �0:04� �0:03��� �0:03 0:01 �0:01
Eeqp �0:01 0:03��� 0:00 0:00
Auto 0:00 0:01 0:00 0:00
Carr 0:02 0:02 0:02 0:00
Mine �0:09 �0:08 �0:09 �0:01 �0:06
Coal �0:05 �0:10 �0:07 0:01 �0:01
Oil �0:02 0:06 �0:02 �0:04
Utlt �0:03 �0:06��� �0:03 �0:03
Tele �0:02 �0:04 �0:03 �0:01 �0:01
Psrv 0:02 0:02 0:02 0:02
Beqp 0:02 0:04 0:03 0:05
Papr 0:02 0:02 0:02 0:01
Tran 0:01 0:02 0:03 0:01
Wtrd 0:03 0:02 0:03 0:01
Rtrd 0:04� 0:04��� 0:04 0:03
Meal 0:05 0:07�� 0:07 0:01 0:02
Fina �0:07 �0:07� �0:06 �0:05
Othr �0:04� �0:04��� �0:04 �0:05��
Dispersion �0:02� �0:01 �0:02� �0:04��� �0:03���
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Table 3.11: Industry betas and their fundamentals. Continued

dikbetas dckbetas
avg. R2 F1-test F1-test avg. R2 F1-test F2-Test

nber 1:617 2:885��� 2:905��� 2:18 4:71��� 4:39���

cfnai 2:120 3:371��� 3:476��� 1:44 2:21��� 2:15���

vol 0:177 0:229 0:197 0:13 0:20 0:19
mbg 1:216 1:749��� 1:761��� 1:28 1:59�� 1:44��

ppinf 2:445 4:885��� 5:082��� 2:74 5:62��� 5:86���

cpinf 4:655 9:089��� 9:298��� 3:77 7:62��� 7:96���

gdpd 8:151 17:437��� 16:744��� 6:75 16:50��� 16:81���

empg 2:432 3:999��� 4:101��� 1:08 1:61�� 1:52��

gdpg 1:108 1:818��� 1:873��� 1:16 2:10��� 1:95���

ipg 1:003 1:611�� 1:681�� 0:83 1:77��� 1:59���

pdratio 13:694 28:430��� 21:640��� 4:29 11:61��� 11:00���

divg 2:617 4:333��� 4:457��� 3:19 3:50��� 3:39���

cprofg 0:981 1:332 1:209 0:80 0:90 0:78
rcg 1:492 2:642��� 2:618��� 1:87 3:12��� 2:83���

3months 5:588 9:787��� 10:201��� 4:54 7:97��� 7:03���

tsp1 4:148 7:217��� 6:176��� 4:85 7:15��� 6:26���

dsp 3:911 7:832��� 7:689��� 4:90 15:31��� 14:84���

smb 0:591 0:837 0:841 0:60 0:85 0:88
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Table 3.12: Cross-sectional dispersion and its fundamentals
The table reports the results for the regression of cross-sectional dispersion in industry betas
with respect to the market wide variables as in

disp� = 0 + 1x��1 + �� ;

where x��1 is each one of the (standardized) market wide variables de�ned in Appendix
3.A. disp� is measured in percentage terms to facilitate the interpretation of our results.
The table reports the estimated coe¢ cient 1 for each variable as well as their respective
standard deviations (in parenthesis). �,�� and ��� represent signi�cance at the standard 1,
5 and 10% con�dence levels. Standard errors are corrected by Newey-West HAC with 4
(quarterly) lags ([27]). Finally, the table also reports the R-squared for each regression.

qbetas mbetas kbetas dikbetas dckbetas
nber 1:30 1:23 0:88 1:31 1:00

(1:15) (1:22) (1:02) (1:08) (1:01)
1:38 2:57 0:81 2:41 1:65

cfnai �2:02�� �1:32 �1:47� �2:65��� �2:45���
(1:00) (1:18) (0:86) (0:95) (�2:73)
3:38 3:06 2:33 10:03 10:17

vol 0:37 �0:12 0:46 0:68� 0:67�

(0:44) (0:37) (0:34) (0:39) (1:74)
0:11 0:02 0:23 0:65 0:74

mbg 0:53 1:05��� 0:70 1:29��� 1:04���

(0:67) (0:23) (0:48) (0:42) (2:75)
0:22 1:89 0:51 2:32 1:80

ppinf �1:16 �1:15� �0:78 �0:12 �0:18
(0:75) (0:66) (0:66) (0:90) (�0:21)
1:11 2:31 0:65 0:02 0:06

cpinf �1:39 �1:52�� �1:19 �0:47 �0:45
(0:94) (0:73) (0:81) (1:10) (�0:41)
1:60 4:06 1:52 0:31 0:35

gdpd �1:88� �1:87�� �1:75� �1:11 �1:17
(1:10) (0:89) (1:06) (1:20) (�0:95)
2:92 6:05 3:26 1:73 2:30

empg �1:79� �1:43 �1:33� �2:08�� �1:82��
(1:00) (1:21) (0:81) (0:92) (�2:04)
2:65 3:57 1:89 6:17 5:58

122



Juan-Miguel Londono

Table 3.12: Cross-sectional dispersion and its fundamentals. Continued

qbetas mbetas kbetas dikbetas dckbetas
gdpg �1:05 �0:30 �0:51 �1:71�� �1:68��

(0:82) (0:82) (0:73) (0:83) (�2:21)
0:90 0:16 0:28 4:14 4:76

ipg �1:35 �0:97 �0:95 �1:93�� �1:71�
(1:03) (1:13) (0:89) (0:95) (�1:87)
1:50 1:65 0:96 5:30 4:92

pd 4:09�� 2:86� 4:33�� 3:06� 2:62�

(1:98) (1:52) (2:13) (1:82) (1:70)
13:85 14:30 20:10 13:39 11:67

divg �2:61� �2:39�� �2:46� �1:91� �1:35
(1:36) (1:01) (1:38) (1:11) (�1:34)
5:19 9:13 5:98 4:81 2:84

cprofg �1:00 �0:24 �1:22 �2:07��� �1:87���
(0:96) (0:67) (0:86) (0:78) (�2:80)
0:83 0:10 1:60 6:14 5:97

rcg �0:16 �0:03 0:00 �1:57� �1:59��
(0:67) (0:78) (0:73) (0:83) (�1:98)
0:02 0:00 0:00 3:53 4:30

3months �1:51� �1:81�� �1:08� �0:35 0:07
(0:78) (0:83) (0:60) (1:12) (0:07)
1:86 5:62 1:23 0:17 0:01

tsp1 �1:11 0:30 �1:62 �2:32� �2:40��
(1:43) (1:06) (1:46) (1:25) (�2:08)
1:01 0:16 2:76 7:59 9:62

dsp �0:74 �0:04 �1:19 0:29 0:04
(1:43) (1:15) (1:35) (1:38) (0:03)
0:45 0:00 1:52 0:12 0:00

smb 0:12 0:96� 0:59 0:40 0:23
(0:56) (0:53) (0:52) (0:48) (0:46)
0:01 1:59 0:37 0:23 0:09

123



Essays on Asset Pricing

T
able

3.13:
P
redictive

p
ow
er
of
the

cross-sectional
disp

ersion
in
b
etas

over
equity

returns
T
he
table

rep
orts

the
estim

ation
results

for
the

follow
ing

regression:

(r�
r
f
)
�
;�
+
h
=

0
;h
+

1
;h
d
isp

�
+

2
;h cu

�
+
�
j;� ;

w
here

(r
�
r
f
)
�
;�
+
h
represents

future
com

p
ounded

annualized
excess

returns
h
-quarters

ahead,bu
�
is
the

com
p
onent

of
return

disp
ersion

orthogonal
to
the

disp
ersion

in
b
etas

(m
easured

in
p
ercentage

term
s)
obtained

from
the

auxiliary
regression

d
isp_

ret
�
=
�
0
+
�
1 d
isp

�
+
u
j;� ;

w
here

d
isp_

ret
�
is
the

value
w
eighted

disp
ersion

in
industry

returns.
Standard

errors
are

corrected
by
N
ew
ey-W

est
H
A
C
w
ith

m
axf2

h
;4g

(quarterly)
lags.

�, ��
and

���
represent

signi�cance
at
the

standard
1,
5
and

10%
con�dence

levels.
F
inally,

the
table

rep
orts

the
R
-squared

for
the

regression
plus

the
R
-squared

for
a
regression

w
here

only
disp

ersion
in
b
etas

(and
a
constant)

is
considered

(R
2(d

isp
� )).

P
an
el
A
.
q
b
etash

1
2

3
4

5
6

9
12


0
;h

45:82
��

5
0:50

���
49:13

���
44:12

���
43:67

���
44:15

���
34:53

���
29:34

���

(23:06
)

(17:61)
(13:80)

(12:05)
(12:58)

(11:51)
(10:22)

(5:46)

1
;h

�
1
:02

�
1
:16

��
�
1:13

���
�
0:97

���
�
0:96

���
�
0
:97

���
�
0
:63

�
�
0:42

���

(0:76)
(0:5

6)
(0:39)

(0:35)
(0:37)

(0:34)
(0:36)

(0:13)

2
;h

�
4
:57

�
3
:95

�
5:72

���
�
4:45

��
�
3:58

��
�
3
:29

�
�
2
:61

�
2:81

(4:16
)

(2:84)
(2:09)

(1:88)
(1:81)

(1:93)
(2:39)

(2:45)
R
2

1
:95

3
:7
4

7:42
7:35

7:75
8:77

6:96
6:62

R
2(d

isp
� )

1
:08

2
:5
7

3:67
3:98

4:97
5:98

4:09
2:28

P
an
el
B
.
m
b
etas

h
1

2
3

4
5

6
9

12

0
;h

63:23
���

59
:9
2
���

50:84
���

51:86
���

56:43
���

54:92
���

42:01
���

32:17
���

(22:91)
(20

:87)
(18:93)

(17
:62)

(15:21)
(14:80)

(12:08)
(11:81)


1
;h

�
2:0
3
��

�
1:8
7
��

�
1:50

��
�
1:56

��
�
1:77

���
�
1
:70

���
�
1:12

��
�
0:65

(0:90
)

(0
:82)

(0:71)
(0
:64)

(0:55)
(0:56)

(0:47)
(0:41)


2
;h

�
3:84

�
3:83

�
5:96

���
�
4:29

��
�
3:21

�
�
3
:01

�
2:36

�
2:72

(4:1
0)

(3
:11)

(2:25)
(1
:76)

(1:69)
(1:89)

(2:11)
(2:12)

R
2

2:65
4:22

7:31
8:05

9:85
10:76

8:42
6:88

R
2(d

isp
� )

2:0
0

3:07
3:01

4:73
7:48

8:29
5:96

2:66

124



Juan-Miguel Londono

T
ab
le
3.
14
:
P
re
di
ct
iv
e
p
ow
er
of
th
e
cr
os
s-
se
ct
io
na
l
di
sp
er
si
on
in
b
et
as
ov
er
eq
ui
ty
re
tu
rn
s.
P
ar
ti
ti
on
ed
sa
m
pl
e

Si
m
ila
r
to
T
ab
le
3.
13
,
th
is
ta
bl
e
re
p
or
ts
es
ti
m
at
ed
re
su
lt
s
fo
r
th
e
pr
ed
ic
ti
ve
p
ow
er
of
th
e
co
m
p
on
en
ts
of
th
e
cr
os
s-
se
ct
io
na
l
di
sp
er
si
on
in
eq
ui
ty

re
tu
rn
s
fo
r
a
pa
rt
it
io
n
of
th
e
to
ta
l
sa
m
pl
e.

P
an
el
A
.
q
b
et
as
19
70
-1
99
7
sa
m
p
le

h
1

2
3

4
5

6
9

12

0
;h

�
4:
75

17
:1
2

15
:5
6

14
:0
2

17
:5
4�

21
:1
2�
�

3
:8
5

21
:0
1
�

(3
1:
6
6)

(2
3:
36
)

(1
6:
23
)

(1
1:
86
)

(9
:2
6)

(9
:8
4)

(7
:6
2
)

(1
0:
99
)


1
;h

0:
9
6

0:
14

0:
20

0:
27

0:
12

�
0:
02

0:
5
8

�
0:
09

(1
:0
1)

(0
:7
5)

(0
:5
2)

(0
:4
2)

(0
:3
3)

(0
:4
4)

(0
:4
4
)

(0
:6
4
)


2
;h

�
0:
3
5

�
1:
20

�
3
:2
6

�
2:
12

�
1:
62

�
1:
97

0:
2
8

0:
0
5

(5
:9
5)

(4
:6
5)

(3
:8
0)

(3
:2
4)

(2
:9
7)

(3
:1
2)

(2
:2
3
)

(1
:8
5
)

R
2

0:
4
8

0:
08

0:
84

0:
65

0:
43

0
:6
9

2:
21

0:
04

R
2
(d
is
p
�
)

0:
4
7

0:
02

0:
05

0:
15

0:
04

0
:0
0

2:
18

0:
04

P
an
el
B
.
q
b
et
as
19
98
-2
00
9
sa
m
p
le

h
1

2
3

4
5

6
9

1
2


0
;h

7
3:
37
��

65
:5
7�
��

64
:9
7�
�

49
:7
7�

44
:9
0

41
:3
8

34
:1
6�

16
:8
7

(3
0:
1
8)

(2
4:
84
)

(2
9:
45
)

(2
9:
02
)

(3
2
:1
1)

(3
0
:5
0)

(1
9:
7
5)

(1
2:
55
)


1
;h

�
1:
93
��

�
1:
71
��
�

�
1
:7
0�
��

�
1:
37
��
�

�
1:
26
��

�
1:
18
��

�
0:
95
��
�

�
0
:4
2
��
�

(0
:7
6)

(0
:5
6)

(0
:5
5)

(0
:5
2)

(0
:5
8)

(0
:5
4)

(0
:3
0
)

(0
:1
6)


2
;h

�
4:
60

�
4:
87

�
6
:1
1�
��

�
4:
56
��

�
2:
86

�
2:
65

�
1:
7
7

�
2
:5
7

(6
:4
1)

(3
:8
4)

(1
:8
7)

(1
:8
3)

(1
:9
1)

(1
:7
4)

(2
:3
0
)

(1
:7
6)

R
2

7:
18

11
:4
4

18
:3
5

17
:5
2

16
:3
3

17
:4
3

19
:3
0

1
0:
6
1

R
2
(d
is
p
�
)

6
:1
5

9:
22

13
:3
3

13
:1
9

14
:1
8

15
:1
6

17
:5
9

4:
9
2

125


	dedicated.pdf
	Title.pdf
	tesispreliminar2.pdf

