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1. Introduction

Optimal control theory originated as a mathematical tool to solve problems
of dynamic optimization. Applying it to economic problems allows the
explicit consideration of time.2 This makes it suitable for analysing the
intertemporal trade-off between current consumption and future poliution
or exhaustion of natural resources that is inherent in many environmental
problems, Optimal control models consist of an intertemporal objective
that must be optimized subject to a set of dynamic equations which specify
how some instruments, or control variables, influence the development of
the state variables. Examples of control variables in environmental eco-
nomics are the level of fossil fuel use, the investment in abatement technol-
ogy and the energy tax rate. State variables are, for instance, the
atmospheric concentration of greenhouse gases and the stock of capital,
Control theory provides methods of finding optimal levels of the instru-
ments or control variables at each instant of time. Standard references for
optimal control theory include Feichtinger and Hartl (1986), Kamien and
Schwartz (1991) and Seierstad and Sydsster (1987). Typically, with the help
of Pontryagin’s maximum principle,3 optimality conditions can be formu-
lated in terms of the so-called shadow values of the state variables.

In Section 2 we present a basic model of intertemporal trade-offs and
discuss the conclusions that can be drawn from it. Section 3 examines the
assumptions that are needed to arrive at these conclusions, such as constant
and positive rate of discount and perfect foresight. Section 4 mentions the
limitations of optimal control theory in environmental economics. Finally
Section 5 reviews some literature in relation to the basic model.

2. A basic model

As regards the application of optimal control theory in environmental
economics, it is worthwhile to note that the strands of literature on non-
renewable resources (Hotelling, 1931), renewable resources {(Gordon, 1954)
and environmental resources* (Keeler et al., 1972) using optimal control tech-
niques have developed quite separately from each other. Non-renewable and
renewable resources are treated elsewhere in this book. The lack of integra-
tion in the literature is the more surprising given the analytic similarities
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1100  Methods and models

between the three, as stressed by Smith (1977) and Dasgupta (1982), among
others. These similarities are due to the equivalence of the main problem: to
find the optimal trade-off between current and future use of a resource.

Take, for instance, the following optimal control model, where a social
planner is supposed to solve the optimization problem:

*x

Max f e~"U(C(1),S(6))dt (71.1)
0

S()=kGES@®)—f(R(®) (71.2)
CH=q(R®) (71.3)

For notational simplicity, the time dependence of the variables is sup-
pressed hereafter. In this model, the control C is the rate of consumption
at ¢, while the state S is the stock of a natural resource. The variable R
denotes the flow of this natural resource and is linked to C by (71.3). The
functions U(), G(), q() and f(-) denote social welfare, the natural
regeneration of the resource, production and the transformation of natural
resources, respectively. The basic features of any optimal control model are
present here: an intertemporal objective function (71.1), to be maximized
by the correct choice of a control and a differential equation that describes
the development of the state variable (71.2). Additionally the control vari-
able is constrained to be economically meaningful by (71.3). According to
whether one wants to discuss a non-renewable, renewable or natural
resource, the interpretation and specific characteristics of the functions
above change, but the basic model remains the same. Welfare is determined
by utility from consumption and costs of extraction, harvest or use. These
costs may depend on the resource stock.> Moreover, for instance, in the case
of environmental resources, the stock itself may influence welfare. In the
case of non-renewable resources, the available stock does not grow, so & is
zero and f(R) = R is the flow of extraction of the natural resource used for
production of g(R) units of output. In the case of renewable resources, k
equals unity and f(R)= R. The function g(R) denotes the production of
goods and services based on resources, for example, fish or timber. In the
case of environmental resources, the stock S stands for ‘environmental
quality’. Accumulated pollution, that is denoted below by P, is another
state variable that describes the environmental situation. The basic model
is then often further simplified by specifying equation (71.2) as

P=-3P+R (71.29)
This assumes an exponential decay of pollution by natural assimilation.
Such a simplification is mathematically convenient, However, it need not be
an appropriate description of biological reality.



Optimal control theory 1101

3. Optimal control theory in economics

We now turn to some remarks on optimal control models in general.
Optimal control models applied in economics mostly take the following
general form:

Max f =" F(x,u)dt (71.4)
0
subject to
2= F (o) x(0)=x, (71.5)

In the discussion below both x and u are scalars. Thus we restrict the dis-
cussion in this section to problems with only one state variable. The dis-
counted stream of some instantaneous objective function F(x,u) is
maximized, where the development of the state variable x as steered by the
control variable u is described by a differential equation f(x,u). A concept
used to derive optimality conditions is the current-value Hamiltonian. For
the formulation above, it is given by:

H(x,u,\)= F(x,u) + X\ (x,u) (71.6)

Here X is a shadow value or co-state variable and is a function of time. It
denotes the increase of the objective function due to a marginal increase of
the state variable. At any point in time the decision maker can use the
control variable to generate direct contributions to the objective function
(represented by the term F(x,u) in the Hamiltonian), or it can use the
control variable to change the value of the state variable in order to gener-
ate contributions to the objective function in the future. These indirect
contributions are measured by the term A f(x,u) in the Hamiltonian. The
optimality conditions given by Pontryagin’s maximum principle can now
loosely be stated as:®

If (x* u*) is an optimal solution, then there exists a A such that

w* =argmax H(x*, u,\) (71.7)
uelU
. 9 % K )\
A=rr— __’3’_(2‘._&’_) (71.8)
ax

Thus the control must maximize the Hamiltonian and one must be able to
find a shadow value that satisfies a certain differential equation. The basic
model in the previous section has an additional equation that is a constraint
on the control variable. Constraints on control or state variables imply that
corner solutions should be taken into account. This adds Kuhn-Tucker
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type of conditions to the optimality conditions.” When the optimal value of
the control given by (71.7) is inserted in (71.5) and (71.8), we have a system
of two differential equations. This is called the modified Hamiltonian
system. To be able to solve this system, one needs additional information,
namely boundary values for x and \. For the state variable, its initial value,
X, is given (in (71.5)). For the shadow value no such initial value exists. In
economic applications it frequently holds that the problem has a so-called
saddle-point path.® This means that there is an optimal path that converges
to a steady state. This is a point (x, A) where the modified Hamiltonian
system is stationary, that is, (x,\)=(0,0). Here the control variable is set
such that the value of the state variable does not change, which explains the
name steady state. [t depends on the characteristics of the specific objective
and control functions whether such a point exists, is unique® and what are
its stability!? characteristics.!! If it exists, it gives a boundary value for A12
and hence enables us to find one or more candidate optimal solutions.

Some characteristics of the specification of the optimal control problem
are worth mentioning. The time horizon is infinite. For trade-off problems,
as in the example above, that is probably the most appropriate assumption.
In this case, it is unclear where a possibly finite horizon should be located.
For other problems, such as those describing a specific project, a finite time
horizon may be more suitable.!? Then the objective function is only evalu-
ated over a finite time period T It is important to consider the value of the
variables at this final time 7. The state variables may have some scrap value,
since they can either be sold or put to some alternative use. End-point
conditions, that describe the properties of an optimal solution at the final
time 7, should be added to the optimality conditions. Thus some state vari-
ables could be required to exactly satisfy a certain value at T, while others
should be above some minimum value. To each type of end-point condi-
tions, a different necessary condition on the value of the adjoint shadow
value is linked (see, for example, Feichtinger and Hartl, 1986). These are
called transversality conditions. They usually provide the additional
information that is needed to sort out only a few candidate optimal solu-
tions with the help of the first-order conditions ((71.5), (71.7) and (71.8)).

The instantaneous objective function is discounted at constant and pos-
itive rate r. This ensures that the integral converges, provided that F(x,u) is
bounded. Especially for environmental economic applications, the assump-
tion of a positive discount rate is disputable. We come back to this in
Section 4. When the assumption is dropped, one needs to be careful about
the optimality concept used (see Seierstad and Sydster, 1987, for alterna-
tive optimality concepts).

If the Hamiltonian is concave in (x,u), Pontryagin’s maximum principle
provides sufficient conditions for an optimum.!4 This holds, for example,
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for the basic model in Section 2. It avoids one having to check formally
whether (x*,u*) really is an optimum. When the Hamiltonian is strictly
concave, the solution is, moreover, unique. If the Hamiltonian is linear in
u, Umust be bounded since, otherwise, one cannot solve (71.7). For a one-
dimensional problem, U then is a closed interval and u* can take one of
three forms. It equals one of the interval boundaries, or a specific value in
between. The latter is called the singular path. Along an optimal path u may
jump between these values at certain moments. Such a solution is called a
bang-bang solution. It is, for example, relevant for the optimal harvest or
renewable resources. For further discussion see, for instance, Feichtinger
and Hartl (1986, ch. 3). An application with a linear Hamiltonian in the
field of environmental economics is Tahvonen (1997).

4. Optimal control theory and the environment

Descriptive models used by biologists to model environmental problems
(for example, global warming, pollution diffusion, acidification) are often
stated as a (large) system of differential equations. Biologists rarely opti-
mize these systems. Economists who include ecological systems in an
optimal control model usually make severe simplifying assumptions to
keep the model tractable. The question always remains whether essential
characteristics of the system are lost in this manner.

This section mentions a couple of usual simplifications. First, to apply
optimal control theory, one assumes rationality and forward-looking
behaviour. Second, optimal control assumes a deterministic setting.
Decisions are made under perfect foresight. But it is the uncertainty in
many environmental resource problems, for example global warming, that
causes problems for policy making. Introducing uncertainty drastically
complicates the analysis.! Third, to apply Pontryagin’s maximum principle
requires that the objective function and the functions that describe the
dynamics are piecewise continuous.!® But further concavity assumptions
are often made, to ensure sufficiency. For a great many environmental prob-
lems these convexity requirements are problematic. Often the development
over time of environmental stocks is characterized by so-called threshold
values,!7 so that the dynamics of a certain environmental stock are better
described by non-convex S-shaped curves. Dasgupta (1982) discusses this
issue. Another aspect of environmental problems that is hard to putinto an
optimal control framework is the delay between cause and effect. This
introduces time explicitly in the optimal control framework. Most basic
theorems still apply, but their practical application becomes quite complex.
As a final point, in the objective function, future and current welfare_ are
compared by discounting at a constant!® annual rate (1 +r). Two questions
arise: Is it fair to discount over generations?'? If so, what is the appropriate
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discount rate? There is no definite answer to the first question. The second
question is relevant, since relatively small changes in the discount rate may
lead to considerable variation in the key policy variables,

These remarks are meant to give the reader a sound scepticism with
respect to policy implications. The important contribution of optimal
control theory models is that they provide insight into the key mechanisms.

5. Extensions of the basic model

The example in Section 2 is a basic model type to analyse intertemporal
trade-offs in resource use which has led to adaptions and extensions. In the
basic model, sustainability in the sense of a stable resource base is ensured
when the long-term flow of pollution, f(R*), is (less than or) equal to the
natural regenerative capacity of the environment, kG (S*). This is a rather
simplistic way to model the complex concept of sustainability.?® A discus-
sion of more sophisticated ways to include the concept of sustainability in
optimal control models is given in Pezzey (1989). The modelling of assim-
ilative capacity of the environment is also too simplistic, especially if the
linear specification (71.2') is chosen. How the assimilative capacity of the
environment should be modelled has to depend on the described ecosystem
and is in principle an empirical matter. Unfortunately, according to biolo-
gists, very little is known about the true process of assimilation, Many
authors, having stressed that biologists could not supply them with nice
quantitative assimilation functions, take the linear specification (71.2") as a
computationally convenient proxy. Exceptions are, among others, Forster
(1975), Dasgupta (1982), Barbier and Markandya (1989) and Pethig
(1990). For an analysis of the sensitivity of results to various specifications
of the assimilation function see Cesar and de Zeeuw (1995).

Another possible extension of the basic model is to include abatement and
other forms of emission reduction. Abatement as an additional control vari-
able is included by, among others, Plourde (1972), Barbier and Markandya
(1989} and Van de Ploeg and Withagen (1991). Smith (1972) models recy-
cling. Keeler et al. (1972) include process-integrated changes. The standard
result of these types of models with one state variable is a unique saddle-
point equilibrium with positive levels of pollution and abatement (and/or
other forms of emission reduction) brought about by monotonic?! environ-
mental taxes. The result that positive levels of pollution are optimal hinges
on the assumption that marginal damage costs are negligible for very low
levels of pollution (formally: dU/dP(C,0) =0 in the utility function u{(C,P)).
This is analysed in a critical note by Forster (1972) regarding the conclusion
of Keeler et al. that non-zero levels of pollution are optimal.

Furthermore, the basic model can be extended to include capital
accumulation. Capital can be both a complement for and a substitute to
environmental resource use. The possibility of endogenous technological
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progress through investment in human capital can be taken into account
too. Human knowledge can be an environmentally friendly substitute for
polluting inputs in the production process, This leads to endogenous growth
models that take the environment into consideration.22 Models that are con-
cerned with pollution related to energy use might include the stock of fossil
fuels as a state variable. Inclusion of either of these in the analysis implies a
two-state variable model. Due to space limitations we refrain from treating
such models here. A general characterization of the dynamics in a two-state
variable problem is, for example, Feichtinger et al. (1994). Examples of two-
(or even three-) state variable models can be found in Tahvonen (1997),
Tahvonen and Kuuluvainen (1993) and Van der Ploeg and Withagen (1991).
Nordhaus has written a range of contributions concerning global warming,
He uses a model where two-state variables summarize the dynamics of the
global warming process, including temperature as a state. His book (1994)
on this topic includes an extensive discussion of the model.

Finally, the international dimension was ignored as well as other aspects
that give rise to strategic behaviour, such as interactions between the private
sector and the government. When strategic interaction between various deci-
sion makers is introduced the theory of optimal control is no longer appropri-
ate. Instead (dynamic) game theory must be applied (see Chapter 70).

Other applications in the field of environmental economics analyse the
issue of biodiversity (Swanson, 1994) and the optimal reaction of a firm to
environmental policy (Kort et al., 1991; Xepapadeas, 1992; Hartl and Kort,
1996). Recent applications of more complex models, either with more than
one state variable, or with non-linear dynamics in the modified
Hamiltonian system, often use numeric simulation of specified cases to
exemplify and extend the analytics (one example is Tahvonen’s work).

Notes
1. The research of Talitha Feenstra is sponsored by the Netherlands Organization for
Scientific Research (NWO). This chapter is an extended and updated version of the
introductory chapter of Cesar (1994).
2. Arrow and Kurz (1970) is a seminal work on the application of dynamic optimization
methods in economics.
To be explained below.
Examples of non-renewable or extractable resources are coal and other minerals; of
renewable resources forests and fish; and of environmental resources clean air and clean
water.
5. For instance, in the case of fish, it is cheaper to obtain the same harvest from richer
fishing grounds than from poorer ones.
6. See, for instance, Seierstad and Sydsater (1987) for a complete specification.
7. Theappendicesin Van Hilten, Kort and Van Loon (1993) extensively discuss constrained
optimal control problems and their solution.
8. See, for instance, Feichtinger and Hartl (1986), p. 105.
9. If more than one steady state exists, the dynamics can be quite complicated (Skiba,
1978).
10. Kamien and Schwartz (1991, ch. 9, part II) give a complete overview of possible types
of steady states that can occur for a one-state variable problem.
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11.  See also Feichtinger and Hartl (1986), ch. 5.

12.  Another possibility is that it must satisfy a so-called transversality condition (see
below). However, the validity of such a condition in models with infinite time hori
depends on the structure of the problem. See, for example, Seierstad (1977).

13. For instance, in Caputo and Wilen (1995) an application to clean up waste is prese
with fixed final time and a scrap value attached to residual waste at T. In Ready
Ready (1995), T is the moment a landfill is filled. In their model this T'is itself a var
to be chosen optimally.

14.  See Seierstad and Sydsater (1987) for a detailed exposition of the sufficiency thec
that are available for optimal control problems.

15.  For the theory of stochastic optimal control, see Feichtinger and Hartl (1986, app:
AB) and the references there. )

16. See Seierstad and Sydseter (1987) for a more precise statement of this.

17. Clarke and Reed (1994), for instance, present a model that includes the possibility
irreversible catastrophe when a threshold is crossed.

18.  Weitzman (1994) argues that the appropriate discount rate is decreasing over time.

19. See Toman (1994).

20. A well-known definition of sustainable development is ‘development that meel
needs of the present without compromising the ability of future generations to meet
own needs’ (World Commission on Environment and Development, 1987).

21. Ulph and Ulph (1994) show that when an exhaustible resource is included in the r
the optimal time-path of taxes is no longer monotonic.

22. For example, Bovenberg and Smulders (1995) and Hofkes (1996). Endogenous g
models are discussed in the chapter by Withagen and Smulders on this topic (Ct
42).

References

Arrow, K.J. and M. Kurz (1970), Public Investment, the Rate of Return and Optimal
Policy, Baltimore, MD: The Johns Hopkins Press.

Barbier, E.B. and A. Markandya (1989), ‘The conditions for achieving environme
sustainable development’, LEEC Paper 89-01.

Bovenberg, A.L. and S. Smulders (1995), ‘Environmental quality and pollution !
technological change in a two-sector endogenous growth model’, Journal of
Economics, 57, 369-91.

Caputo, M.R. and J.E. Wilen (1995), ‘Optimal cleanup of hazardous wastes’, Internc
Economic Review, 36 (1),217-43.

Cesar, H.S.J. (1994), Control and Game Models of the Greenhouse Effect: Economic Ess
the Comedy and Tragedy of the Commons, Berlin: Springer-Verlag.

Cesar, H.and A. de Zeeuw (1995), ‘Sustainability and the greenhouse effect: robustness
sis of the assimilation function’, in C. Carraro and J.A. Filar (eds), Control and Gan
oretic Models of the Environment, Boston: Birkhduser.

Clarke, H.R. and W.J. Reed (1994), ‘Consumption pollution trade-offs in an enviro
vulnerable to pollution-related catastrophic collapse’, Journal of Economic Dynami
Control, 18 (5), 991-1010.

Dasgupta, P. (1982), Control of Resources, Oxford: Basil Blackwell.

Feichtinger, G. and R.F. Hartl (1986), Optimale Kontrolle Oekonomischer Prozesse,
Walter de Gruyter.

Feichtinger, G., A. Novak and E Wirl (1994), ‘Limit cycles in intertemporal adju
models, theory and applications’, Journal of Economic Dynamics and Control, 18, 3.

Forster, B.A.. (1972), ‘A note on the optimal control of pollution’, Journal of Economic 1
5,537-9.

Forster, B.A. (1975), ‘Optimal pollution control with a nonconstant exponential
decay’, Journal of Environmental Economics and Management, 2, 1-6.

Gordon, R.L. (1954), ‘Economic theory of a common-property resource: the fishery’, .
of Political Economy, 62, 124-42.



Optimal control theory 1107

Hartl, R.F. and P.M. Kort (1996), ‘Capital accumulation of a firm facing an emissions tax’,
Journal of Economics, 63 (1), 1-23.

Hofkes, M.W. (1996), “Modelling sustainable development: an economy-ecology integrated
model’, Economic Modelling, 13, 333-53.

Hotelling, H. (1931), “The economics of exhaustible resources’, Journal of Political Economy,
39, 137-75.

Kamien, M.1. and N.L. Schwartz (1991), Dynamic Optimization, The Calculus of Variations
and Optimal Control in Economics and Management, Amsterdam: North-Holland.

Keeler, E., M. Spence and R. Zeckhauser (1972), ‘The optimal control of pollution’, Journal
of Economic Theory, 4, 19-34.

Kort, PM., PJ.J. Van Loon and M. Luptagik (1991), ‘Optimal dynamic environmental poli-
cies of a profit maximizing firm’, Journal of Economics, 54, 195-225.

Nordhaus, W. (1994), Managing the Global C s: The Economics of Climate Change,
Cambridge, MA: MIT Press.

Pethig, R. (1990), ‘Optimal pollution control, irreversibilities, and the value of future infor-
mation’, Discussion paper no. 6-90. University of Siegen.

Pezzey, J. (1989), ‘Economic analysis of sustainable growth and sustainable development’,
Environmental Department Working Paper no. 5, World Bank.

Plourde, C.G. (1972), ‘A model of waste accumulation and disposal’, Canadian Journal of
Economics, 5, 119-25.

Ready, M.J. and R.C. Ready (1995), ‘Optimal pricing of depletable replaceable resources: the
case of landfill tipping fees’, Journal of Environmental Economics and Management, 28,
307-23.

Seierstad, A. (1977), “Transversality conditions for optimal control problems with infinite
horizons’, memorandum, Institute of Economics, University of Oslo.

Seierstad, A. and K. Sydster (1987), Optimal Control Theory with Economic Applications,
Amsterdam: North-Holland.

Skiba, A.K. (1978), ‘Optimal growth and a convex—concave production function’,
Econometrica, 46, 527--39.

Smith, V.L. (1972), ‘Dynamics of waste accumulation: disposal versus recycling’, Quarterly
Journal of Economics, 86, 600-616.

Smith, V.L. (1977), ‘Control theory applied to natural and environmental resources: an expo-
sition’, Journal of Environmental Ec ics and Manag 1,4, 1-24.

Swanson, T.M. (1994), “The economics of extinction revisited: a generalized framework for
the analysis of the problems of endangered species and biodiveristy losses’, Oxford
Economic Papers, 46, 800-821.

Tahvonen, O. (1997), ‘Fossil fuels, stock externalities and backstop technology’, Canadian
Journal of Economics, 30 (4), 855-74.

Tahvonen, O. and J. Kuuluvainen (1993), ‘Economic growth, pollution and renewable
resources’, Journal of Environmental Economics and Management, 24, 101-18.

Toman, M.A. (1994), ‘Economics and “sustainability” - balancing trade-offs and impera-
tives’, Land Economics, 70 (4), 339-413.

Ulph, A. and D. Ulph (1994), ‘The optimal time path of a carbon tax’, Oxford Economic
Papers, 46, 857-68.

Van der Ploeg, F. and C. Withagen (1991), ‘Pollution control and the Ramsey problem’,
Environmental and Resource Economics, 1, 215-36.

Van Hilten, O., PM. Kort and PJJ.M. Van Loon (1993), Dynamic policies of the firm, Berlin:
Springer-Verlag.

Weitzman, M.L. (1994), ‘On the “environmental” discount rate’, Journal of Environmental
Economics and Management, 26, 200-209.

World Commission on Environment and Development (1987), Our Common Future, New
York: Oxford University Press.

Xepapadeas, A.P. (1992), ‘Environmental policy, adjustment costs and the behaviour of the
firm’, Journal of Environmental Economics and Management, 23, 258-75.




