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1 Introduction

The knowledge of the patterns of inter-country ggtion of economic shocks and the
degree of vulnerability of a particular countrydieocks originating from other countries
is crucial for sound macroeconomic management. rélagive robustness of the Indian

and the Chinese economies to the recent Asianschiss been remarkable. The
availability of this sort of information is partiarly important for Central Banks because
they design and implement monetary policy mand@ateprice stability and GDP growth

on a day-to-day basis. Because of these reasa@is, itha growing interest in the sources
of macroeconomic fluctuations and transmission &ibcks in an international

perspective. However, most of the research in #nea has traditionally focused on
industrialized countries, and only a few have stddhe dynamics of the transmission of

shocks involving developing economies.

As Agenoret al. (2000) noted there are two primary reasons fos thck of
interest. First, the limitations on the quality afrdquency of data are constraining
factors. Dependable quarterly data on national @asoare available only for a handful
of developing countries and even when they arelablai the quality of the data is
usually lower than that of annual data. Secondgesideveloping countries usually
experience many unanticipated crises, it is haréximact economic regularities in the
data that are usually driven by the crisis envirentn Moreover, these crises in
developing countries are usually followed by rabiedorms, causing significant policy
changes and possible structural breaks in the ddis. makes it even harder to use
macroeconomics data to look for regularities. Indiaa good case in point. India
experienced a severe macroeconomic crisis in M®@Bich initiated a series of reforms.
These reforms have made drastic changes in thanreionomy especially in the 1990s.
It is likely that these reforms and the relativébyng period of adjustment will cause
crucial problems in utilizing the Indian data toudy the spatial pattern of
macroeconomic shocks among its trading partnersata&h(1997, 1998) has firmly

established the importance of structural breakkercase of India.



In this study, we explore the feasibility of a mthunorthodox methodological
approach. We use monthly real GDP forecasts ofva&ldging country, India, and its
major trading partners during 1995-2002 to studg tfature and dynamics of the
transmission of shocks. These forecasts are prddioigeexperts from a mix of private
consulting firms, public sector agencies, and ursiiye research bureaus specialized in a
particular country. Using the econometric framewddveloped by Davies and Lahiri
(1995, 1999) and Isiklar, Lahiri and Loungani (2D0&e use successive differences in
fixed-event (rather than fixed-horizon) forecasts measure the aggregate economic
“news” that befell in a particular month. The adizaye of this measure is that the
estimated news based on forecasts is independexttudl GDP figures and is observed
at monthly frequencies in real time. The actual GRRies are known to be sometimes
notoriously unreliable due to successive data m@ws Since we have access to
simultaneous forecasts for a large number of c@as)twe can study the persistence,

causality, and spatial transmission of such nevesdross-country context.

It is well known that forecasts from estimated tisexies models often do not
have good track record due to model instability atdictural breaks. The forecasts
generated by experts tend to respond the currertoetic news better. However, the
idea of using forecast data to extract informategarding actual economic fundamentals
is still subject to several concerns, and the uSeuovey forecasts necessitates an
examination of how good these forecasts are. Tiugs/first measure the degree of
inefficiency in the Indian real GDP growth forecastVhile it is common to test for the
rationality of the forecasts for industrialized otues, it is not so for developing
countries. Hence our measurement of forecast meficy for India can be considered as
another contribution of this study.

Our measure of forecast efficiency is partly mdtgbby the recent interest in the
measures of stickiness in information usage. Mardad Reis (2001, 2003), hereafter

MR, have proposed a “sticky-information” model asadternative to the classical sticky-

! As it will be clear later, for our purpose, we dot need the forecasts to be rational in the sehisuth
(1961); instead, we require a much less stringendition that the forecasters eventually use &diilable
information. More specifically, the agents may befficient (and biased) in absorbing the impacstudcks
in their forecasts immediately, but under the ctiadithat they adjust eventually, we show thatfdrecast



price model. Sticky-information model of MR assuntiest economic agents update their
expectations only periodically because of costsatiecting and processing information.
One implication of such a model is that the averfagecast of individuals should follow
a smooth path. While this smoothing behavior isl @etumented not much attention
has been given to the extent of it. Manlagtval (2003) has measured the degree of news
utilization in professional forecasts by imposingteucture on the true data generating
process. In this study, we also measure the pragsptim the utilization of information on
Indian real GDP growth forecasts. The differencarfiMankiwet al. (2003) is that their
estimate of stickiness is based on particular aptions about the data generating
process of the actual process and the forecashbeisavior (i.e. sticky-information
model). On the other hand, our estimates use telydrecast data without imposing any
structure on the true nature of the data genergimogess or on the behavior of the

forecasters.

Using a VAR model of forecast revisions, we meadhee degree of forecast
inefficiency in Indian real GDP forecasts. Our measof inefficiency focuses on how
quickly agents update their forecasts, and is basedimpulse responses and
‘intertemporal variance decompositions’. These araze decompositions are similar to
the classical variance decompositions but theynatecalculated across variables but
calculated over time to measure the variance darttan in forecast revisions as time

passes.

After establishing the extent of inefficiency indian real GDP forecasts, we
compute the ‘total utilization of news’ at successmonths after controlling for the
stickiness of the forecasters. Under the assumiainthe forecasters eventually respond
to the news given a sufficient length of time (anaept that we call “long-run
efficiency”), we show that the steady-state vareadecompositions that are based on
cumulative impulse responses give the averagen@idecompositions of the actual real
GDP growth.

data can be fruitfully used for extracting inforiatabout the underlying economic structure.

2 Sims (2003) has proposed an alternative modeiagficiency that is based on the assumption oftéthi
processing power of agents.

3 Studies that point out the smoothness are Nord{i£&5), Clements (1999), and Harvey et al. (2003).



We use two different types of VAR models in thipea Initially we assume that
the transmission of shocks across countries is wiat@il by foreign country shocks but
not by common international shocks. Such a framkwuplies a classical VAR analysis
without any common factors. Secondly, we study Wwletommon international shocks
play an important role in the transmission of shoelcross countries using a factor
structural VAR (FSVAR) framework.

Our conclusions can be summarized as follows: ,Fivst find that Indian real
GDP forecasts are efficient with respect to the afseformation available domestically
but not so with respect to foreign countries andf@nmon international information. It
takes almost 4 months for foreign “news” to be nmpovated in the forecasts.
Nevertheless, the quality of the Indian forecastsgares very favorably with those of
the major industrialized countries. Second, we fimat there were two global factors that
were important to India during 1995-2003 — one @spnting US, UK, EU-3 (Germany,
Italy, France), and the other representing selectedhtries in North East and South East
Asia. Further, the Indian real GDP growth was maiditiven by the Asian common
factor and to a much lesser extent by Western camfiaactor. On average more than 30
percent of the Indian real GDP growth variance a@unted for by the common Asian
cycle. The domestic shocks accounted for approxipatO percent of the variance.
However, when we excluded the Asian crisis peri@B7.7 - 1998.12) from the sample
we found that the share of the domestic shockeasad to 60 percent and both Western
and the Asian common shocks account for 16 peesagett. Thus, we find that the spatial

nature of the transmission mechanism can chandpwvghort periods of time

2 Consensus Forecasts: Data and Characteristics

Since October 198% onsensus Economics Ihtias been polling more than 600
private market and other economists each montlbtairotheir forecasts. These surveys
cover estimates for the principal macroeconomidabées (including GDP growth,
inflation, interest rates and exchange rates) dadrokO countries. The forecasts are
compiled into a series of publication€onsensus Forecast@ncludes industrialized

countries and published monthly since 1989tin American Consensus Forecasts



(published bi-monthly since 1993 sia Pacific Consensus Forecagtsiblished monthly

since 1995), andtastern Europe Consensus Forecaftsiblished bi-monthly since

1998). The numbers of panelists ranges from 1M0téoB most of the countries, and for
major countries the panelists are mostly basedountries they forecast. A sample of
forecasters that reports for India is provided ablE 1. As it is seen in the table while
some of the forecasters are located in India, etla@e multinational firms located in
leading industrialized countries. Thus, these faséx reflect widely diverse information

sets held by different stakeholders of India.

Even thoughConsensus Forecastdata set is a source of rich economic
information, there are only a handful of studiest thave used this data. These are Artis
(1997), Batchelor (2007), Gallo, Granger and Jo2@02), Harveyet al. (2001),
Loungani (2001), Juhn and Loungani (2002), Gultekiral. (2006) and Gultekin and
Lahiri (2007). To the best of our knowledge, tAsia Pacific Consensus Forecasts

including those for India remain largely unused.

In this article we will concentrate on the consenfarecasts of annual average
real GDP growth. A consensus forecast is a simplbnaetic average of all of the
individual predictions. Although for most of thewtries the forecasts are for calendar
years, for some countries including India fiscahrys used, (April to March). The rolling
forecasts first made 24 months ahead for targatsy&395 through 2003 are plotted in
Figure 1. The actual real GDP figures are giventlmn right side of the diagram at
horizon 0° These graphs reveal that the monthly forecastsigigy variable that can
only be explained by real time news that fell dgrthe preceding months. The graphs
also reveal that the consensus forecasts madeoseemonth before the end of the year
can sometimes be significantly different form tlotual real GDP values (e.g., forecast
made in March 1998 for the FY 1998 is almost oneem@age point below the actufl).
Apart from pure unanticipated forecasting errois iscrepancy can also be due to the

fact that sometimes the revised GDP figures casubstantially different from the initial

* Web: http:Avww.consensuseconomics.com
® These are the latest revisions released in Jui@ehyral Statistical Organizations for each year.
® This point has been documented by Gatlal. (2002) for GDP forecasts of three developed céestr




announcements. For other years the last forecasts fairly close. As mentioned before,

one advantage of our approach is that it does eyl on the actual GDP values.

The monthly forecast revisions are defined as nassperceived by the
forecasters in real-time, and since forecasts adenfor the current year and the next
year, we can define two monthly news componentls maspect to these two target years.
They are plotted in Figure 2 and Figure 3, and skiewy similar patterns. It should be
emphasized that these series are generated itimealand are not created at the end of
the sample period, see Croushore and Stark (2@801) student of the Indian economy
can easily identify the up and down swings in thggsgohs. The bullish July 1999 — June
2000 period reflects the optimism surrounding tee/ly elected BJP government at the
Center, its proposed free-market reforms, and thgirsg stock market. However, the
continuing budget deficits, the disappointing Cehtrudget of March 2000, looming
inflation fear, etc. were creating variability imet forecasts. During August 2000-
January 2002, the Indian economy experienced assefibad economic news for real
GDP growth. This is a period that can be identif@sdhaving bad balance of payments
situation, soaring oil prices, stalled privatizatiprograms, the earthquake of January
2001, arms bribery scandal, recession in the weddnomy, the Enron scandal,
instability at the Center, the 9/11 attack, andecth However, with the revival of the
world economy, and a good monsoon, the Indian eogreeemed to have come out of
its slump beginning January 2002. The Gujrat riadacks on Kashmir, and poor

monsoon of 2002 made growth prospects during &ni®@ uncertain.

3 Measuring the Degree of Forecast Inefficiency

In this study we propose a measure of forecastfiomicy which is not
dependent on any assumed mddehe “sticky-information” model of MR assumes that
economic agents update their expectations onlyogeally because of costs of
collecting and processing information, and this sesu stickiness in aggregate
expectations. They assume that in any given pee@ch individual faces a constant

" In recent years, a number of authors have giveenraltive behavioral and institutional explanatiéors
the observed lack of rationality in survey foresaStee, for instance, Ehrbeck and Waldman (199%6&tel
et al. (1999), Mankiw and Reis (2001), and Sim9&0



probability A of updating their information set and therefordyoa fraction of the

population updates their forecasts on the curréate sof the economy and computes
optimal prices based on that information. The wdsthe population continues to set
prices on old plans and outdated information. Basedticky-information model of MR,

several studies have estimated the extent of seeki Khan and Zhu (2006) use VAR
estimates to mimic the price expectations and firad stickiness for US and Canada is
less than the stickiness for the UK. Carroll (2008¢s Michigan Survey of Consumers
and measures the stickiness in information for Bbakls. They treat the forecasts from
Survey of Professional Forecasters (SPF) as thbsxmerts and then measure how
quickly the households utilize the information imetexpert forecasts. They find that
about at any point of time, 32 percent of househdblave inflation expectations that are

more than a year out of date.

The model of expectations proposed by MR can bdieappgo professional
forecasters’ expectations of other macroeconomi@bies too. While sticky information
explanation is not originally developed for professl forecasters who have strong
incentives to update their information frequentliyere may be other reasons for the
professional forecasters to update their forecasts a lag. For example, Sims (2003)
points out that the agents may have informatiorcgssing constraints, which may cause
stickiness in information utilization. Also it hé&en pointed out by several studies that
forecasters may avoid changing their predictiond smooth their forecasts in order to
maintain credibility. For example, this is consmtavith rational bias and reputation
effects as put forward Ehrbeck and Waldman (1986)Lasteret al. (1999).

As we know, the only study that measures the degfesmoothness for the
profession forecasters is Mankiw et al. (2003), ighteey measure it in an indirect way.
They use a VAR over the whole sample to model hatiomal agents form their
expectations and then compare these rational extpmts with those of professional
forecasters reported in Livingston survey assurtiag their sticky-information model is
correct. They find that the professional economssts/eyed by the Livingston survey
update their inflation expectations about everyni@nths on average. Note that their
estimate of stickiness depends on two assumptiors.the data generating process (i.e.



VAR model) should be valid over the whole sampl@é¢merate rational expectations in
real time. Second, the behavioral assumption atfmitforecasters, i.e. the assumption
that forecasters have sticky-information, should viaéid. In this study we follow a
different approach. If the forecasts are smooth day reason (sticky-information,
rational inattention, reputation, rational bias;.gtthen this smoothness can be captured
by focusing on the forecast revisions in repeateddasts for the same target. In the next
section we will estimate a VAR model on forecastisiens to capture the degree of

inefficiency in a multivariate context without assing the form inefficiency.

3.1 VAR model

In order to measure the stickiness in the forecastfocus on the process of the
forecast revision$ Generally speaking, today’s forecast revision rhayinterpreted as

accumulation of past news components so that
fion = Bobipn Y BEiinert BEhe ot BEine st 1)

where ., represents the forecast revision in countngal GDP forecasts for year
when the forecast horizon s S, represents the usage of the new information that h
been available periods ago £, .. ). If, for example, the forecasters are fully afitt,
then B, =0 for all >0 should be satisfied. That is, all thdormation that becomes

available should be immediately and no informatomponents should be leftover to be

utilized in later revisions.

It is well known that the propagation of shocksniramther countries is an
important source of GDP shocks to a country. Sfooecast revisions indicate the impact
of new information on GDP growth, using other coig® forecast revisions in a VAR

model provides a way for incorporating the crosgnatoy information for testing and

8 Before measuring the degree of inefficiency in theecasts we first tested for the forecast efficie
following Nordhaus (1987). Using a GMM frameworkndar to Davies and Lahiri (1995) we found that
the Indian real GDP growth forecasts are ineffitidtote that the validity of rational expectationas
important bearing on tests for Ricardian equivadempermanent income/consumption hypothesis, et S
Ghatak and Ghatak (1996) for a serious attemptapme with this issue using Indian data.



measuring inefficiency. If we use the forecast smrns of other countries in addition to

the own country forecast revisions in a VAR modelJ countries, we get

i =C + Blrt,h+1 + Bzrt,h+2+"' + Bprt,hr p+ Ein (2)

where r;p denote a (J 1) vector containing the forecast revisions of tleéevant
countries when the forecast horizon hsand target year i and E(g £ ,) =Q
={0;,1,] =1,2,...n}. Bc denote the (¥ J) matrix of coefficients ofin.. VAR (p)may

be rewritten ilVMA () form, which is multivariate version of equatior) éls

rt,h=/'I+M05t,h+Mlgt,hFl+M2¢€t,|"ﬂ'2+.”' 3)
where we usually assume thdt, =1 for normalization.

Notice that if the forecasters are efficient thieeytwill be updating their forecasts

exactly in the amount that the new information g@emntheir rational expectations:
i = E(yt |th,h)_ E(yt |th,h+1)

where @, denote the information set when the forecast baris h. In this setup
E(y, |®.,)— E(Y |®P,,.,) denote the new information oy) and it can be thought as the

&, in equation (3) where due to perfect efficiency wdl have M, =0 for k>0

t

fih =E&n-

Note that sinceg, ., is assumed to be the information that arrives betwforecast

horizonsh+i andh+i+1, i.e. &, = E( ¥ |®,..) = E( ¥ [®,....) for i 20, the process

in equation (3) is the same as:
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in = /'1+MO(E(yt |¢t,h)_ E(yt |(Dt,h+1))

+M1(E(y( | P ea) — ECY |(Dt,h+2)) 4)
Mo (E(Y | @) = E(Y 1 D0.0))
+...

The estimated VAR system presents us with an itapotool to understand the
dynamics of the forecasting process in more détaih simple correlations. In its usual
interpretation, impulse responses trace the effeatone standard deviation shock to one
of the innovations on the future values of otheaialdes in the system. Our variables are
forecast revisions of the sample countries; hengaulse responses show the responses
of forecast revisions to innovations over time. Ruder perfect efficiency, forecast
revisions should respond fully to the shocks imratdy. If the forecast revisions do not
respond to the shocks immediately, i.e. if there monzero impulse response values
when impulse response horizon is greater than zbem forecasts are not efficiently
using the information immediately, and some of itifermation is being utilized in the
later forecast revisions. In other words, impulkssponses of the forecast revisions show
the dynamics of how shocks are absorbed in thedsteevisions over time. The longer

it takes for the responses to go to zero, the grésthe degree of forecast inefficiency.

Since the shocks of the countries are correlategl, should decompose the
correlated shocks into uncorrelated idiosyncraimcgs to find some economically useful
representation of the model. The classical way ahgl this is by using Cholesky
decomposition. The Cholesky decomposition imposese@irsive structure on the
contemporaneous interactions among the variabldstlam resulting impulse response
functions become dependent on the ordering of Hreables in the VAR. But such a
recursive structure is arbitrary and can be vesyrictive. To guard against this criticism,
we use ordering-free generalized VAR model that iwaeduced by Koop, Pesaran and
Potter (1996) for nonlinear systems. Pesaran and($898) proposed the method for an
ordering free solution in the VAR analysis and tisépw thatnx1 vector ofk period
ahead generalized impulse response of the effextooie-standard deviation shock in the

j™ country forecast revision equation is given by:

11



(k) =0;"°M, Qg (5)

wheresg is thej™ column of an identity matrix.

The impulse responses provide one way of judging $hbeed with which
individual country information gets absorbed intoefcasts, but it is not an aggregate
measure. To look at an aggregate measure of iregflg we need to focus on the
variance decompositions aggregated over all casitriThe classical variance
decompositions give us estimates of the relativyeoitance of domestizis-a-visforeign
shocks in explaining forecast revision variancdhia long run. But another important

issue is thespeedof forecasters’ response to news over time.

In order to do this, we need to see how much oW#r&tion in forecast revisions
is accounted for by current innovations and how Imat it is accounted for by past
innovations. Thus, we decompose the variation nedast revisions over time into its
new and old components using cumulative ‘interteralpeariance decompositions’. For
countryi, the cumulative percentage of the variation ofrévasions due to information

that become available in the last periodscan be calculated from

e M,QM, ¢

(6)

N
1
[ [20:

e M,QM, ¢

o
1]

0

whereg is the " column of an identity matrix, see Isiklar et £006).

While the intertemporal variance decompositions equation (6) give an
aggregate measure for the degree of inefficienog, may also examine the inefficiency
specifically towards foreign or common shocks. Wi# answer this question using a
factor structural VAR model. We discuss this madehe next section.

12



3.2 Factor Structural VAR model

In the previous section, we assume that domestit fareign idiosyncratic
country shocks are the most relevant informatiamra® for the real GDP figures. In this
section we include common international factor®im model using a factor structural
VAR (FSVAR) model. FSVAR models have increasinggcbme popular in studying the
international propagation of shocks. Recently Clarid Shin (2000), and Stock and
Watson (2005) used these models to shed some dighthe sources of economic
fluctuations. The FSVAR model can be thought ofracsural VAR model. In a FSVAR
model, it is assumed that the contemporaneousactien among variables stem from the
common shocks. In other words, idiosyncratic coustiocks are assumed to have no
effect on other countries contemporaneously. Thies,reduced form errors follow the

structure:

En =Ny + AU, 7)

where f, is kx1 vector that denote the common international factor

withE(f,, f)=1, A is the Jxk matrix of factor loadingsA is a J x J matrix of the

contemporaneous spillovers across countries, and is a Jx1 vector of the

idiosyncratic country shocks witE(u .4, ) = diagdo,’,....0,,°)=D. In the special case

with A= 1, contemporaneous interactions across countriesughr the errors are not

permitted. This special case is the model thatlse astimated by Stock and Watson
(2005) and will be the main workhorse in this sty well. While assuming that the
contemporaneous interaction terms across courdr2slue to the common shocks and
none are due to spillovers (i.e., transmissiondodsyncratic country shocks) is quite
restrictive, we do not have much choice becauseenttification problems.So assuming

thatA=1, our aim becomes to estimafe and D. Once they are estimated we can

rewrite the vector moving average model in the form

® Later, we will experiment with some alternativesifications for theA matrix by letting some off-
diagonal elements to be non-zeros. Note that sgitkoin this model take place via the lagged tesfithe
VAR model. With monthly data, this assumption issdeestrictive than with quarterly data, cf. Stackl
Watson (2005).

13



rt,h =HT (/\ft,h +ut,h) +M 1(/\ft,h+l+ ut,h+1) +M z(/\ft,m ot ut,h 2) e (8)

this can be used to compute impulse responses amahge decompositions. So with
J=7, reduced-form errors will be decomposed ikto7 shocks wheré is the number of

international common factors.

Once the FSVAR model is estimated intertemporalan@e decompositions can
be constructed in a similar way as (6). Also we canstruct intertemporal variance
decompositions for the utilization of domestic dkgacommon shocks or foreign shocks
as well. For example, equation (9) gives the cutiudgercentage of the variation in the
forecast revisions due to total common shock intdrom that become available in the

last m-periods:

m k
> > e MAANM, e

Hi,common factors: h:O jljl , , (9)
> > e MAANM, e

0 j=

=
1
[y

The other intertemporal variance decompositionsbeaoonstructed in a similar fashion.

Note that in our context FSVAR model is useful fwo reasons. First, in recent
yeas many studies have emphasized the importanceowfmon factors in the
international business cycle propagation, and iilaibe interesting to explore the impact
of common shocks on individual country GDP growdtes and their forecasts. This will
be discussed in the next section in detail. Secandpmmon factor model provides a
natural way how forecasters form their expectatibased on the rational inattention
model of Sims (2003). Following his approach, Istsuppose that the forecasters have
information processing limitations. In this casejtially they would allocate their
resources to the most relevant information soueres$ ignore the less relevant ones.
Clearly, in such a case domestic news is the tiirgte utilized since usually it is cheap
and relevant. After absorbing the domestic newis, likely that forecasters will next pay
attention to the common international shocks. Thisecause common international news

is more accessible and is easier to observe thann#ws coming from individual

14



countries separately. For example, a forecastérdia may not pay enough attention to
announcements of employment figures for all otrigsling countries. But it may be easy
to observe global news and common internationatlshsuch as wars, oil price shocks,
Asian crises or technological innovations. Henceésitreasonable to assume that the
forecasters react to the domestic shocks alongtiwélcommon international shocks but
ignore the idiosyncratic foreign country shocks teomporaneously. Notice that one
possible problem with this approach is that we rmagrestimate the impact of common
international shocks because we assume that cootamgous interaction among the

forecast revisions occur due to the common int@nat shocks. See footnote 9.
4 International Transmission of Shocks

4.1 The Literature

Interest in international transmission of shocks baen growing in the last few
years, see for example, McAdam (2003), Helbling Bagoumi (2003), Cardarelli and
Kose (2004), Monforet al (2003), Stock and Watson (2005), Ahmed (2003, &mets
and Wouters (2005). These studies usually utilimertgrly or annual GDP data as a
measure of economy’s overall activity and used rapsiag period starting from post
WWII period to the present. For example, Smets\Afuditers (2005) use real GDP data
along with six other macroeconomic data - consunmptinvestment, prices, real wages,
employment and the nominal interest rate - ovearapte period from 1947 to 2002 and
over a shorter period from 1983 to 2002. Stock Aratson (2005) use real GDP data
from G7 countries and estimate an FSVAR model G@&0-1983 and 1984-2001. Since
the low degrees of freedom in the unrestricted \iABdel would create a considerable
sampling uncertainty, Stock and Watson (2005) eygulca restricted VAR model in the
sense that they used only a single lag for thedgor&DP growth but they use four lags
for the own country GDP growth. Monfort et al. (3)Quse quarterly GDP figures in
addition to monthly industrial production data the G7 countries from 1970 to 2002.
Industrial production, though available monthly, less suitable compared to GDP
because it covers only a small part of the econ@®g footnote 13.
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The GDP, which is the best indicator for the oMeeabnomic activity, is available
only quarterly with substantial lag and revisioiis implies that the studies on
international transmission of shocks, where the Gmractions are usually measured
among several countries in a multivariate modet MAR, do not have enough degrees
of freedom. The situation is much worse for the aleping countries, where the
availability of data constrains the study even mddecause of this limitation only a
limited number papers study the transmission ofcktidn developing countries, see
Agenor et al. (2000), Kim et al. (2003), and Seto{#99). In addition to the limited
data, developing countries also suffer from thegdent crisis and structural breaks,
which make the study of transmission of shocks eweme difficult. Use of dummy
variables is a common but not an ultimate solutmontrol for the impact of frequent
crises; the meaning of the dummy variables is fe#ran most of the cases and their use
decreases the degrees of freedom even more. ForpéxaSelover (1999) studies the
transmission of business cycles in the ASEAN regisimg annual data between 1961
and 1997. Selover (1999) computes bivariate VAR @t®due to the restrictions on the
degrees of freedom, and fails to find a significahsmission of business cycles among
the ASEAN countries. Among several other explamatiohe notes that the low
significance level can be due to i) small sampte;sor ii) large domestic shocks such as
wars, coups, natural disasters, insurrections,sgegsnomic policy errors, bad harvests,
and commodity price volatility which can add noteethe estimates. In order to correct
for these large domestic shocks, he uses a seveff dummies and commaodity prices as
additional explanatory variables. However, the addiof these explanatory variables
decreases the degrees of freedom and increasesinitertainty surrounding the
estimates’ Moreover, in short samples, the usage of dummyiables can be
treacherous and it is possible that the resultshaylely dependent on the specification
and selection of these dummies. If there is unt#ytaurrounding the timing and shape

of the structural breaks, a better method may bediag in sub samples.

% For example, in his VAR(2) model of Thailand, thember of right-hand side variables is 14 due ¢o th
presence of lagged terms, dummy variables and amttynprices. Since Selover (1999) has 35 usable
observations (1963-1997), the degree of freedorarbhes only 21.
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4.2 India During 1990s

India’s situation is a perfect example to showekeent of the problem of such a
structural break. In 1991, severe macroeconomic thedbalance of payments crisis
initiated a set of reforms including devaluatiorr@bee and liberalization of international
trade and foreign investment in India. While in ¢re-1991 period, India was largely
insulated from the world, in the post 1991 peribe started to connect with the world
more than ever following the radical reforms in mvaspect of the economic lifé.
These reforms resulted in significant changes enntlacroeconomic variables in the early
1990s, especially between 1991 and 1¥9Bhese changes suggest that in 1991 India
started to experience a structural change and mvastiansition period until 1995-1996.
This structural break and the long transition perabearly complicate the analysis of
international transmission of shocks for India ¢agidack of usable GDP data to study
the sources of GDP variations in the long Haul.

Because of these restrictions in Indian data, waataise the actual GDP figures but
use the monthly forecasts of it and investigatetivrethe cross-country forecast data can
be used to study the transmission of shocks betiweka and its major trading partners.
Use of forecast data offers several advantagest #irall, the sample size is no longer a

problem since the forecasters report two forecéfsts current and next year) every

M For example, the rupee was devalued by 22.8 perekative to a basket of currencies in 1991 and wa
made convertible in 1993. The import-weighted agergriff for the whole economy was brought down to
33 percent in 1994-1995 from 87 percent in 19901188 remained relatively stable since then. In1199
many restrictions on the inflow of foreign direnteéstment (FDI) were removed although FDI is still
prohibited in certain sectors of the economy swgtetail trade. See Srinivasan (2001) for a detaile
analysis of the reforms that took place in Indiaimtythe post 1991 period, and Ghatak and Haliciogl
(2007) for the role of FDI in the transmission macism.

12 For example, both the exports and imports stadegow as large as 20 percent in the early 1996k u
1995-1996. Since 1996, the growth rates of exgortsimports have been mostly less than 10 percent.
Similarly, the share of exports plus imports agecent of GDP increased from 14.4 percent in 198421
to 21.6 percent in 1995-1996 and remained stabtmghen. Liberalization of FDI policy and reforms
boosted the FDI inflows in India in early 1990siubh®96. In 1991 FDI inflows to India were only US35
million. During 1991-1995 period inflows approxirest doubled in every year reaching US$2.1 billion i
1995. Based on the World Investment Reports of UND;Tsince 1995 FDI inflows has grown relatively
slow reaching US$3.4 billion in 2001 and stayedshme in 2002.

13 An alternative approach would be to use some niydta such as industrial production. However, the
differences in the growth rates of industry, sesvand agriculture sector and the increasing sHafteo
service sector in the economy causes a problersiirg industrial production data. For example, &s it
analyzed in detail by Gordon and Gupta (2003), d@&1-2000, the service sector grew by 7.5 percent,
while the industry sector grew by 5.8 and agriaeltsector by only 3.1 percent resulting in an ayera
GDP growth of 5.8 percent.
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month. Secondly, the number of lags required in V&RBdel on forecast revisions is
expected to be much smaller than the number ofrleggired when we use actual GDP
figures. This is because forecasters adjust tloeachsts by the amount of the change in
their expectations immediately after they obsensghack and they do not wait for the
shock’s impact to be realized. Under rationalibe tag length is actually zero. Thirdly,
due our data frequency we can study the transmissiechanism over a very short
period with relatively large sample size. For exenm section 6 we will work on the
post 1995 period without using the Asian crisisiguerto isolate the impact of Asian

crisis on the transmission of shocks.

Clearly, there is a disadvantage of using foreaistia too. Especially if the
forecasters are biased and inefficient, the resulised by using forecast data may be
highly misleading. But note that the most importeator in the reliability in the results
is not that the forecasters are biased or inefftcie the short-run but rather their ability
of correcting their mistakes in the long-run. Unthex assumption that the forecasters can
correct their previous misjudgments on the econoautvity, we provide a simple
method to adjust for the inefficiencies in the fasts and use the forecast data to study
the sources of GDP variations for a courifryn the following two sub-sections we

consider the cases when the forecasts are effiar@htvhen they are inefficient.

4.3 Estimating the Structure of Transmission of Shocklsing Forecast Data
1.1.1. Under Perfect Efficiency

As noted earlier under perfect efficiency we have,

fin = E(yt |th,h)_ E(yt |CDLh+1)

14 Our cross-country forecast data can be used terstehd how expectations are changing and get
affected by changes in expectations of other camtEuch information may be important, for exampie
understand the reasons behind Asian financialscr@@ne argument as to why the Asian crisis occuged
that the agents had overly optimistic GDP growthestations before the crisis, which caused thesate
less but consume and invest more than optimum, fimashiced by large capital inflows. But when an
external shock led to a sudden change in the expeas, a rapid reversal of capital flows triggeeed
currency crash. Corsettit al. (1999) offers a number of explanations for theafsgrisis. So in order to
understand the importance of expectations rolehim ¢risis, it would be interesting to study how
expectations reacted to shocks and how they progadiganong the countries.
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In this case a factor structure or any other ecocally meaningful structure can be
imposed on the forecast revision series. Supposkelieve that FSVAR structure given

in (7) is valid. Then, we have

fon =Nf +U (10)

The estimates of\ can be obtained using static factor analysis nisthtn this case,
maximum likelihood estimates would be based on wheéance covariance matrix
constructed using the forecast revisions. But mBofibat since we assume perfect
efficiency and no contemporaneous response togioreuntry shocks (spillovers) at the
same time, this would imply that idiosyncratic ctoyrshocks do not propagate across
countries at all. Then the estimate/®dffrom equation (10) would give the average value

of the impact of common factors on the real GDBRugincrate.

1.1.2. Under Long-run Efficiency

If the forecasts are inefficient to some degree tey do not include all the
available informatio®, ,, then we should correct the inefficiency in theismns to
understand the transmission of shock structuresacomuntries using forecast data.
Suppose that the forecast revisions follow the @sscgiven in (3) but forecasters
eventually utilize all the information withip periods, so that there exisps such
thatM, =0 i > p. This implies that when there is sufficient numbgforecast horizons,
i.e. wherh> p, there should be enough time for the forecastersitilize all the
information before they are finished with forecagtfor a target. That is, the impact of
news g, will be reflected in the forecasts by the timeytimeport their forecadt, .
But, in this case, the total amount of utlized sewvill be nothing but
M,+M,+M,+...., which is the accumulated impulse response fanctiThen
accumulated impulse responses give the total atitim of the information not only

included in the first forecast just after, is observed, i.ef,,, but also news utilized in
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the later forecasts too, i.é,, ,, f,,_,,....f,;, ,- More formally when forecast horizonhs

p the total utilization of news, , is given by®
g - p
[, = total utilization of newss,, = > M,

where (i,j" element ofl", gives the total utilization of"j element ofg,,, on variablei.

Another way of looking at this aggregated meassiféefficiency adjusted utilization of
news”. While M, denote the inefficient response of the forecastefgM, gives the
inefficiency adjusted response. This suggestsitiad assume that forecasters eventually
use all the available information, cumulative inggufesponses from the FSVAR model
will equal the impact of the shocks on the actwedl rGDP growth averaged over
horizons. Moreover, steady-state variance decortiposi that are based on these
cumulative impulse responses will give the sharshaicks accounted for by common

factors and idiosyncratic country shocks.

We can also calculate the total utilization of coommfactors and individual

country specific news using equation (8). For exanfiimm equation (8), it is clear that

the total utilization of news in the common factdyg is represented &7 M A. Hence

under the assumption of long-run efficiency, theiation accounted for by the"

common factor in'! country’s real GDP variations is

Q= (q J) 11)
> (eAe] +2(¢ e

s=1

where A and M denote the inefficiency adjusted total utilizatiohnews in common
factors and individual country shocks respectiviigt is,

!> Note that when there is not enough time, i.e.,whe< p, the full amount of the information will not
be utilized in the forecasts; instead the totdizatiion of the news will be the sum of the movangerage

coefficients over the forecast horizon, iZghzoMr :
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/\:Zp:Mr/\,and
r=0

I\7I=Zp:MrD,
r=0

where, as defined earlier, D is the diagonal métra¢ carries the idiosyncratic country
variances,D = E(u[,hq’h') = diag(auf,...,auf). Notice that in equation (116g/\q )2 IS

I ~ )2 . I
the contribution of} common factor shocks, ar(d: Mg) is the contribution of "

country shock to the variation in total news ugtipn in the T country’s real GDP
growth forecasts. If our assumption that forecaséee long-run efficient ip periods is
valid then the share in total news utilization ddobe related to the average variance

decompositions that are based on actual real GDWtigs.
5 Empirical Results on the Degree of Forecast Efficrecy

5.1 Descriptive Statistics and Generalized VAR Results

We measure the degree of inefficiency in the fosecasing a VAR model of four
countries and three country blocks. Since our amalplso examines the impact of
foreign country shocks on India, we should be cdrabout the calendar year and fiscal
year differences. If the forecasts are for therudde year, then survey respondents make
their first forecasts when there are 24 monthsht dnd of calendar year; that is, on
January of the previous year they start forecastingd their last forecast is reported at the
beginning of December of the year they are foréogsBut this is different for India,
where survey respondents make their first forecabten there are 24 months to the end
of fiscal year; that is, on April of the previousar they start forecasting, and their last
forecast is reported at the beginning of Marchhef year they are forecasting. The first
official announcement of the fiscal year GDP conregarly July, with an immediate

revision in late July and a few revisions thergafsee Sivasubramonium (2000)).

Table 2 presents the relation between the caleyetar and fiscal year forecasts.

In each month forecasters report two forecasts:fonthe current year and the other for
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the next year. For example, on January 2000, rercucalendar year forecast predicts the
average GDP growth rate for year 2000. However]rfdia, the forecast that is reported
on January 2000 is still aiming the current fisgadr, which is year 1999. This difference
between the calendar and the fiscal year targdtsesfor February and March forecasts
too. Since we will use these forecasts to analfieechusal relation between India and
other countries the forecasts should be comparableerms of timing. That is, the
forecasts should target the same year and alstoteeast horizons should not be very
different from each other. Notice that for the oalar year forecasts reported in January,
February or March that target the next year, theneo contemporaneous match in the
fiscal year forecasts. Similarly, for the fiscaay forecasts in January, February and
March that target the current fiscal year, therenas contemporaneous match in the
calendar year forecasts. So we had no choice logt ttlese observations from our data
set in our VAR analysis. So we drop both the nexdrycalendar forecasts when the
forecast horizon is more than 21 and the currear yiscal year forecasts when the
forecast horizon is less than 4. This means thacést horizon for the calendar year
forecasts range between 1 and 21 and for the fyszal forecasts, forecast horizon range
between 4 and 24. Thus, for each country and farget year we have 21 forecasts. Our
data set ranges from January 1995 (the first fetefom India in Consensus Economics,
Inc. data base) to November 2002. In a VAR(1) moiihe total number of observations
per country is 148.

Since our main purpose is to analyze the causafishocks between India and its
major trading partners, we choose countries andomsegthat have significant
relationships with India. These are: USA, UK, thedpean block, Japan, Southeast Asia
block, and Northeast Asia block. As reported by Rua Banerji (2001), the export-
based shares of these countries add up to more0tnof the total. Three largest trade
partners of India from Europe, viz., Germany, Feaaad Italy, make up the European
block. UK is treated as separate from the Europelack because of its historical
relationship with India, and because it is well Wmothat the British business cycles are
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quite distinct from the European cycles that is ld Germany. The Southeast and
Northeast Asian blocks are defined below (Tabl&3).

The Consensus Economics Inc. reports the aggragatesures of real GDP
growth rates for the two regions in Asia, North t5&sia and South East Asia. It uses the
1995 GDP shares for this aggregation. Since thght®iare subject to change based on
the actual data that is used, (i.e. which revisibthe actual is used), we calculated the
implied GDP shares by regressing the reported nadiGDP growth forecasts on the
individual countries GDP forecasts. Our calculasisshow that the North East Asia
region weights for China, Hong Kong, South Kored &aiwan are 45%, 9%, 29.5% and
16.5% respectively. Similarly, for South East Agkgion, weights for Indonesia,
Malaysia, Singapore, Thailand and Philippines a2e6%, 14%, 13.7%, 26.5% and
13.7% respectively. Note that the shares may ndtugpdto 100% due to rounding. The

countries and weights are summarized in Table 3.

We estimated a 7-country VAR model with monthlyadan forecast revisions
over January 1995 — November 2002 use Akaike and Schwarz information criteria to
decide on the number of lags. The results for thefeemation criteria along with some
fitness statistics for the Indian equation are giweTable 4. As it is clear from the table
the optimum lag length is 1 for our model. Notet ttiee number of usable observations
decreases quite rapidly with each additional ldgsTs because our data is in the form of
a panel data with 9 target years (from 1995 to 2@08 with each additional lag we lose

9 observations’

We estimated generalized impulse responses an@nteesthem in Figure 5.

These impulse responses illustrate how quickly méarmation gets utilized in Indian

16 We also estimate the VAR model using six individzc@untries that have the largest trade with India.
These are USA, UK, Japan, Germany (representativEdropean block) Singapore (representative for
South East Asian block), and Hong Kong (represiatddr the North East Asian block). The resultshwi
individual seven countries as defined above werg sinilar to the main conclusions of this paper.

" Consider a VAR(3) model. After taking the firstfdrence to calculate the forecast revisions, veeleit
with 20 observations per country per year. Duéheouse of third lag, we have 17 observations pentry
per year. So from 1996 to 2001 we have 17 obsemngtifor 1995 we have 8 observations (the first
available forecast is January 1995), for 2002 we=Hib observations (since the latest availablectseis
November 2002) and for 2003 we have 4 observati@t.in total we have 17*6+8+16+4=130
observations for each country. Similarly the VAR{9del will have 148 observations.
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real GDP forecasts. The top chart in Figure 5 shibvautilization of domestic news. As
shown in this chart, domestic shocks are beingralesiorather quickly in the forecasts.
The rest of the charts in Figure 5 show the utiicraof foreign country shocks. Notice
that the scale of these graphs is different froefitst one. Here we see that especially
North East Asian and South East Asian shocks aserbbd at a much slower rate than
the domestic shocks. Moreover, one can suggest tinese graphs that Asian countries
seem to have a greater impact on India than theeNesountries. But we will discuss

more about this issue later.

The impulse responses in Figure 5 provide inefficje measures in utilizing
cross-country information but they do not provide aggregate measure for news
utilization. As an aggregate measure, we constriing intertemporal variance
decompositions for India in Figure 6. From thisprat can be seen that 90 percent of
revision variance are accounted for by the past mvamths’ shocks. This implies that
Indian forecasters are using information quitecedfitly on average and, though found
inefficient by the Nordhaus test, the Indian forgsaseem to reflect new information
quite promptly. Let us note that the aggregate netligation curve as depicted in Figure
6 is robust to alternative identification schemes. (ordering of the variables,
contemporaneous restrictions, etc.) because alcthmtries have been aggregated in

these calculations.

5.2 FSVAR results

The estimation of FSVAR is similar to the estimatiof any structural VAR with
one important difference. Instead of restrictions the contemporaneous interaction
among variables, or long-run restrictions, we asstinat contemporaneous interactions
among variables are due to common factors. Thisi@sthat the estimation is performed
in two steps similar to Clark and Shin (2000). Ie first step, VAR is estimated in the
usual way. In the second step, we maximize thdiliked function to find the unknowns

A and o, s. The confidence intervals for the impulse respsns&nd variance

decompositions are constructed by 500 bootstrag. run
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In order to estimate the FSVAR model, first we haee make sure that
identification conditions are satisfied and also have to decide on the number of
common factors in the model. The order conditioplies that for exact identification of
this structural VAR, we need 7x6/2=21 restrictiomsd we can estimate 7x8/2=28
parameters (i.e. the number of single elementeefariance covariance matf)). This
implies that our FSVAR model is overidentified (grms of the order condition) when
k < 3. In order to uniquely identify the factor loadinge need to normalize the effect of
one of the common factors (when k=2) or two of tenmon factors (when k=3). For
example when k=2, we set the impact of the secantbf on US to zero. Then the total
number of parameters to be estimated becd@igs1)+7=20. Similarly, when k=3, we
set the impact of the second and third factors &) &hd the impact of third factor on
Japan to zer®® Then the total number of parameters to be estinhezomeg3*7-
3)+7=25. So the FSVAR structure imposes 28-(7.1)¥¥xestrictions wherk=1, 28-

20=8 restrictions whelk=2 and 2825=3 restrictions whek=3.

Using these restrictions, we tested the overidgntif restrictions and presented
results in Table 5. The hypothesis of one commatofais strongly rejected while the
hypothesis of 2 and 3 common factors are not regeat the conventional significance

levels. So we use an FSVAR model with two commahoias.

The estimated impulse response functions to theedtim shocks and two
common factors are given in Figure 7. The firstrtb&Figure 7 shows the utilization of
the domestic information and 95% confidence intistv&imilar to the findings with
generalized impulse responses, we observe thatisepesponses to domestic shocks go
to zero almost immediately. The second and thed tbhiarts in Figure 7 show the
utilization of the international common factors. &gposed to the quick utilization of the
domestic information, we observe some stickinessitilization of information in the
common factor. Especially, the information relateith second common factor is very

slowly absorbed in the forecasts. As we will disclaer, this second common factor can

'8 Note that while the interpretation of common fastohange depending on which countries are used for
normalization, the intertemporal variance decompmss and so the results of this study are notcadfi
by the normalization scheme.
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be considered as the Asian common shock, whichieésghat Indian forecaster may

increase their forecast efficiency by utilizing thsia-related shocks more promptly.

To construct an aggregate measure of inefficieneyalculated the intertemporal
variance decompositions for Indian forecast revisid-igure 8 presents the intertemporal
variance decompositions calculated from the FSVAR{odel. The figure clearly shows
that more than 90 percent of the forecast revis@nmation is captured within 2 months
the information becomes available. Also notice #imailarity between Figure 8 with
Figure 6. If the model were exactly identified thtte aggregate measure of inefficiency

calculated in the previous section would be exasdiyne as the aggregate measure of the

Any

model calculated here. This is becay$éTH)z &g’ = Q would be exactly satisfied for
exactly identified systems. But since the modeadvsr-identified, our constructed errors
do not satisfy(1/TH)Z &' = Q exactly, and hence this aggregate measure ofdreafty

could be different from the previous estimate. Timgplies that better the restriction
imposed by equation (7) fits the model, the cldkertwo estimates of aggregate measure
of inefficiency would be. So the similarity betweEigure 8 and Figure 6 implies that the
FSVAR model fits the data well and this can be maks additional support for the
FSVAR specification.

We compute the individual intertemporal varianceaepositions, i.e. domestic,
foreign countries and common factors. In order ¢oboief, we only present the most
interesting results, which are the utilization oformation in the common factors. The
intertemporal variance decomposition for the coraticommon factors which is based
on equation (9) is given in Figure 9. Similar te thindings in the impulse responses
presented in Figure 7, we find that forecastersdl tenunder utilize news from common
international factors initially. It takes up to 4onths to reach 90 percent threshold in
terms of explaining the revision variance accouritedy the two international common

factors.

To be briefly we find that Indian forecasts are mdfficient in the sense that
forecast revisions are serially correlated (e.gorddaus (1987)) but the degree of

inefficiency is quite low. As we have mentionedliearseveral models may explain this
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observed inefficiency. The evidence of inefficienmoyay be due to sticky-information,

rational inattention, credibility issues or ratibraas. Another explanation may come
from the inefficiency of the statistical agency @essing the available information. Faust
et al. (2005) found that the actual data revisions thatpsoduced by statistical agencies
of UK, Italy and Japan are highly predictable, they are much less so for US. This
implies that some part of the observed forecastionency can be due to the inefficiency

of the statistical agencies rather that of thedas¢ers”

We should again point out that our methodologytésting for forecast efficiency
and studying the causality of international shoaks independent of the actual values
that are only subsequently observed. That is, waalmeed the actual forecast errors in
our analysis. Apart from the fact that forecasberrare observed much later than when
forecasts are made, any analysis based on forexcass (i.e., actual minus predicted) has
very little value in real time. In addition, therézast errors depend on data revisions,
which are sometimes substantial. Not surprisintgtg, Indian GDP figures go through
substantial data revisions. For instance, theainifiune value of the year-over-year
growth rate in real GDP for FY 2000 was revisedrr6.0% in June 2001 to 4% in
February 2002. Since 1995 such revisions have bearly 0.5% on the average.

6 Empirical Results on Transmission of Shocks as Immd by Forecast Data

6.1 Under Perfect Efficiency - Static Factor Analysis

Under the assumption that forecast data is effidie® cross-country correlations
of forecast revisions show the importance of cramsntry linkages in monthly shocks.
We provide these correlations in forecast revisiaa®ss seven selected countries and
country groups in Table 6. As seen in this taltie,dorrelations for India with USA, EU-

3 and UK are only around 0.12; the correspondingesfor South East Asian region
(0.39), Japan (0.31), and North East Asian regdo88) are much higher. By contrast, the
correlations between North East Asia region andtiS&ast Asia region, and between
EU-3 and USA, EU-3 and the UK are in excess of ONgfie that these contemporaneous
correlations can be due to production, consumpaod FDI interdependencies, or

191t will be interesting to examine if the real GP#¥isions produced by CSO of India have any pratiet
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common exogenous shocks with out such interdepeieersee Canova and Marriman
(1998) and Ghatak and Halicioglu (2007).

To observe how these correlations change over ammpke we constructed the
correlations of the forecast revisions of the theeentries and three country groups with
respect to Indian forecast revisions over a rolimgdow of 36 observations. The results
are presented in Figure 4. The first figure presémé¢ correlations for Japan, South East
Asia and North East Asia and the second figuregmtssthe correlations for the US, the
three countries of the European Union and the UK.tla2 horizontal axis we give the
periods over which the correlations are calculautice that 36 observations represent
21 month period, this is because the forecast@mtr@ forecasts each month, and also
we drop three observations to match the fiscal gear calendar years. The correlations
show that typically forecast revisions of the As@untries have larger correlations with
Indian forecast revisions than those of the US BUeor the UK. Especially from 1997 to
1998, a period that covers Asian crisis, the cati@hs with North East Asia and South
East Asia increase over 0.60. Another interestimgeovation from the first figure is that
the correlations of the Asian countries seem tmbeing together, which may suggest an
existence of a common Asian business cycle. Latken we present our results of the
FSVAR model, we will address this issue again dmulssthat there is really somewhat

strong common factor that affects the Asian coastri

As discussed earlier, if we assume that the fote@as efficient then static factor
analysis methods provide evidence about how comramtors impact individual
country’s real GDP growth. We use factor analysistied light on how the economies
naturally group together in terms of the reactionhe common factors. Table 7 presents
such factor loadings for the selected countries @mehtry blocks estimated based on
Equation (10). Identification problem can be solwedwo different ways in the static
factor analysis. One way is to impose a normakrapattern on the estimated factor
loadings as we discuss earlier. Second approagppilying an orthogonal transformation
on the estimated factor loadings. In Table 7, weduSarimax transformation to get

meaningful estimates for the factor loadings. Wpore the results for two and three

component, see Faust et al. (2005) and Mankiw duagig (1986).
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common factors. The null hypothesis that the nundfefactors is sufficient is not
rejected for both the models with p-values of Gaédl 0.57 for the two and three common
factor models respectively. When we consider twadisg, we see that the first common
factor contributes highly to the forecast revisiarfsSouth East Asian and North East
Asian country groups. It also contributes to théidn and Japanese forecast revisions but
to a lesser extent. The second common factor ¢anés highly on EU-3 group and also
to the USA and the UK. These results imply that nviaee assume two common factors
we observe two distinct business cycles. The fars¢ affects mainly the East Asian
countries and India, and the second common faffiecta the Western countries, i.e. EU-
3, USA and UK.

With three common factors, the first common faatontributes to NE and SE
Asian countries as before and the second commaarfaontributes to EU-3, USA and
UK as before. The last common factor now contributginly to the Indian forecast
revisions implying that the Indian business cydlegy have some distinct movements
that are not captured by either the East Asian estéfn business cycles. Also let us note
that Western common factor (factor 2) does notrdmuie any significant amount to the
Indian real GDP forecast revisions. These resnifdy that India is affected more by the
East Asian common factor than the Western commatorfs, and it is also largely
affected by domestic shocks. So far we have assuhatdhe forecasts are efficient. In
the next section we assume that the forecasts areefficient in the short-run but

efficient in the long-run.

6.2 Under Long-run Efficiency — FSVAR Model Results

The estimated variance decompositions are givenTable 8. The first
international common factor seems to be the comfactor among US, UK and EU-3
(Western common factor). The second factor, orother hand, can be interpreted as the
common factor across the Asian countries. Espgdiatl South East Asia the importance
of this second factor is very large. It accounts7® percent of the South East Asian real
GDP growth shocks. Since our sample period coverdAsian financial crisis, it is very
likely that this second common factor is mainly tceimg the common behavior of the

GDP growth rates of the region countries duringAk&n crisis. The Asian crisis started
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in Thailand in July 1997 and quickly spread theeotBouth East Asian countries. The
north east Asian region is affected less by thimmon shock partly because China is a
member of this group, which was much less affectadpared to other Asian countries.
India is another country that was not affected miuoin the Asian crisis but the variance
decompositions show that while Asian common faetocounts for 38 percent of the
Indian GDP growth variance, share of domestic stagkndian GDP growth is around

42 percent.

In the mid 1997 and 1998 we see that current ant year forecasts have very
large common movements due to Asian crisis, whiely cause increased comovement
of the GDP variations over a short period timeoider to test for the impact of the Asian
crisis on our estimates, we estimate the moder &keluding the survey data from
1997.7- 1998.12 period. The results with two commfexctors are reported in the first
panel of Table 9. As expected the share of themMs@nmon factor decreases to 16
percent and share of domestic shocks become 6&mieta addition to the decreasing
effect of the second common factor, we also see¢ tha first common factor's
importance increases for all of the countries idirlg India® After Asian crisis period is
excluded, what we labeled as the ‘Western’ cycleobees more like a “world shock”
that is affecting all the countries significantifloreover, results for South East Asia
region suggest that we may not need the second oconfisctor at all. When we exclude
the Asian crisis, the share of domestic shocksautls East Asia Region becomes zero
and factor 1 and factor 2 together explain 85 pdroé the total GDP variation in SE-
Asia region, which suggests that the use of onky common factor may be preferable.
So we estimate the model assuming a single comanrfand the results are reported
in the second panel of the table. The p-value ftloenLR test for the null hypothesis of a
single common factor is now 0.02 and not rejecting null hypothesis at 1 percent
significance level. The single common factor nowaamts for a significant share of the
GDP variation in all of the countries. Since thepaunt of the common factor is
widespread, we can now think of this common faetsra world shock. For India, it

2 We also estimated models after discarding thragoab outliers during the Asian crisis. These @uli
are the current and next year forecasts reportetbd8.6 and next year forecasts reported on 1998&.
results are similar to the ones reported in thessahat Asian common factor’s contribution decrease
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accounts for 23 percent of the variation while &slidomestic shocks account for 65

percent of the total variation.

As mentioned earlier our estimates are biasedvarfaf finding a large share for
the common factors and underestimating the imphatdividual country shocks. This
means that the large shares of common factors givdmable 8 and Table 9 in the US
and EU-3 GDP variations may be actually driven digsyncratic shocks of US and/or
Europe. But our current model does not let us iflethis since so far we assume that
A=l in equation (7). Remember thatmatrix shows the contemporaneous utilization of

news from transmission of idiosyncratic shocks semuntries (i.e., spillovers).

The suspiciously high contribution of the commouotda to US and EU-3 real
GDP variations prompts for a robustness checke$othis we make slight modifications
to the A matrix in equation (7). We leA have nonzero elements in the column that
corresponds to the US data, so that we let US shiocke utilized contemporaneously in
other countries’ GDP growth forecasts. But if welS shocks to have an effect on the
other countries in the model then the impact of mmm factors and US will not be
individually identified?* In order to identify the model, we need to impesklitional
restrictions om\ . Based on our previous findings, we assume tleafitst common factor
does not have contemporaneous impact on Japanese gegdwth and the second
common factor does not have contemporaneous ingpaEtJ-3% In this way, degree of
freedom becomes 9 for the single factor model afmf 4he two-common factor model.
The results of the estimations along with the @oading LR test results are presented
in Table 10.

The first part of Table 10 presents the resulthviwwo common factors. As
expected, the share of the US shocks on other gesinhcreases. For example, US
shocks account for 90 percent of the US GDP growatiiations and 58 percent of the

EU-3 GDP growth variations. But still we see tha tJS shocks do not account for more

substantially but it does not decrease as muchhas we exclude the Asian crisis period altogether.

L More specifically, in the variance decomposititims sum of shares of the variances accounted feneby
common factors and the US will be fixed. So theeottountries’ share in the variance decompositiaitis
be identified but not between the US and the comfactors.

%2 Remember that we have already one restrictiometimpact of the second common factor on US.
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than 5 percent of the real GDP variations in Asianntries. Also note that the results
with two common factors are not very reasonabléhan sense that idiosyncratic EU-3
shocks account for less than 1 percent of the EED® growth variations. Also the first
common factor looks irrelevant because, except Elb3dther country is affected by this
common shock significantly. Because of these regsae also give the results of the
model with a single common factor in the second pérthe table. The results in this
table imply that the first common factor is a conmfactor across the Asian countries
and the US factor is the first or the second largestributor of the GDP variations in
most of the countries. But even in this model Insk@ms not to be affected from US
shocks. In addition, the overidentifying test stits has a p-value less than 1 percent and

the null of a single common factor is strongly obgel.

The finding that India’'s GDP shocks are driven rhaioy the Asian common
factor and not by the Western countries is readenaben India’s ‘Look East Policy’
that has been in effect since early 1990s is censit It is very possible that with the
signing of new trade agreements between India &edother Asian countries, the
importance of the Asian factors will increase ia fhture even more.

So far we have identified the existence of an As@ammon factor, but we did not
discuss what constitutes this “Asian common fact&@ihce we only analyze the post
1995 period we can think of these common factorseg®nal shocks that affected the
Asian countries exclusively. The change in the daimfor semi-conductors, Japanese
stagnation, appreciation and depreciation of USAladoagainst Japanese yen and
European currencies since 1994 which affected mb#te Asian countries since their

currencies are pegged against US dollar can be gis@xamples.
7 Concluding Remarks
In this paper we study the sources of Indian reaPGvariations using monthly

forecast data. Since 1989, tiensensus Economics Service Im&s been providing such

data on a number of macroeconomic variables fargel number of countries. Because

% India has signed bilateral free trade agreemeittsNepal, Sri Lanka and, in August 2004, with
Thailand. Such agreements with other Asian cowtneluding China and Singapore are also underway.
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these forecasts come on a monthly basis, the mssilof such information for real time
macro-economic management (e.g., inflation and GPdwth targeting) can not be
overemphasized. The track record of automated &stecbased on macro models has
been disappointing due to structural breaks andifsgegion instability. As a result, there
has been a renewed interest in survey forecas®n EBwugh these forecasts tend to
respond to current news well, they are found to seenewhat sluggish in their
adjustments. Many behavioral and institutional erptions have justified the apparent

irrationality of these forecasts.

In order to use the forecast data to extract ingpdrinformation on the economic
fundamentals, we start our analysis by providingdast evaluation tests for fixed-event
forecasts. We propose an econometric frameworknedyae monthly fixed-target real
GDP forecasts of India where forecasts for its magding partners are also considered
simultaneously. Our framework is useful not only festing the forecast efficiency but
also to estimate the degree of efficiency. Usingntinly data over January 1995 —
November 2002, we found that the real GDP forecaigsot fully rational. In addition
to India, we also considered forecasts for US, Bropean block, Japan, Southeast Asia
and Northeast Asia to examine if Indian forecastecsrporate news coming from these
country blocks correctly. Indeed, our evidence sstg whereas the domestic
information is incorporated in forecast revisionsirational manner, foreign news take a
little longer to be fully reflected in forecast dpting. Thus, the observed inefficiency in
Indian real GDP forecasts is due to forecastetgjgbkhness in reacting to foreign news.
It takes nearly 4 months for foreign news to gdtyfueflected in Indian forecast
revisions. Nevertheless, the quality of thesedasts compare very favorably to those of
the US and Canada.

After detecting the degree of inefficiency in therdcasts, we provide an
‘efficiency adjusted’ utilization of cross-countnews components and then study the
transmission of shocks across countries includimgiraon international shocks in our
model. By assuming that the forecasters are longatfiicient we construct average
variance decompositions for Indian real GDP shaukd found that almost 60% of the

real GDP shocks for India come from foreign cowstriand the rest is explained by
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domestic shocks. We see that the Asian commonrfecthe second largest contributor
after the domestic shocks accounting for 38 percénthe Indian real GDP growth
variations. However, when we exclude the surveysomed during the Asian crisis
(1997.7 to 1998.12), we see that the contributibrd@mestic shocks increase to 61
percent and Asian common factor contributes onlypég&ent of the variations, which is
also the same as the contribution of the Westemnuoon factor. The relatively large
contribution of domestic shocks in consistent veithasic distinguishing characteristic of
developing countries where much of the forecasisiavs can be attributed to volatile
domestic shocks due to political uncertainty, veggaiof monsoon, natural disasters,

monetary policies, budget announcements, dataioegisand the like.

One advantage of our approach is that the anabysisansmission of shocks is
studied in real time, and does not depend on theabealues of the variable that are
observed much later than the forecasts. Apart fineuncertainty due to data revisions,

any analysis based on forecast errors has vdey\iue in real time

Much remains to be done in utilizing this multi-obty forecast data. In addition
to real GDP, one can also use forecast informatoninflation, interest rates and
exchange rates available in the data set to buiildivariate models that can discriminate
between demand shocks and supply shocks. The &sefr real GDP, inflation and
exchange rates will move in the same or opposiections depending on the nature of
shocks. The type of shocks in turn determinesype of monetary, fiscal, and exchange
rate policies the government should undertake. eSthese shocks can potentially be
identified on a monthly basis in real time, appraj stabilization policies can
conveniently be fine-tuned for sound macroeconomi@nagement. Given all these

potential, as years pass, the value of this fotetata is sure to grow like old wine.
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Table 1 Economic Forecasters for India

ANZ Investment Bank
Bank of Tokyo Mitsubishis
Chase JF .
CDE-DSE Research .
Confed of Indian Industrye
Credit Suisse First Bstn e

Hindustan Lever

HSBC Securities

JP Morgan

Morgan Stanley Asia
Natl Cncil Apl Eco Rsrch
SG Securities

Deutsche Bank » SSB Citibank
Dresdner Bank e Tata Services (DES)
DSP Merrill Lynch e UBS Warburg
Global Insight e UTI Securities
Goldman Sachs Asia « WEFA Group

Table 2 Relation between the Calendar year and FiatYear (April to March) Forecasts

Year = 2000
Jan| Feh Mar Apr |May| Jun| Jul| Aug .......... Dec
Current Year | Horizon 12| 11| 10 9 8 7 6 5 e ,
Calendar Year  Forecast Target yeaf 2000| 2000| 2000| 2000| 2000| 2000| 2000| 2000 ,........ ,2000
Forecast Next Year Horizon | 24 | 23 | 22 | 21| 20| 19| 18| 17| ,.......... 1
Forecast Target yeal 2001|2001/ 2001| 2001|2001/ 2001| 2001|2001| ........ ,2001
Current Year | Horizon 3 2 1 12| 11| 10 9 8 fereeneeaeas A
Fiscal Year Forecast Target yea| 1999| 1999| 1999| 2000| 2000| 2000( 2000| 2000/ ,........ ,2000
Forecast Next Year Horizon 15| 14| 13| 24| 23 22 2 2 e A
Forecast Target yeal 2000| 2000/ 2000| 2001| 2001| 2001| 2001|2001 ,........ ,2001

Note: The gray area shows the data that are ndt use

Table 3 Definition of Country Groups and country weghts

Country Group

Countries and GDP share$

Europe-3

Germany (46%), France (30%) and ltaly (24%)

South East Asia

Indonesia (32.5%), Malaysia (14%), Singapore (1%&);9 hailand (26.6%)
and Philippines (13.75%)

North East Asia

China (45%), Hong Kong (8.9%), South Korea (29.9%iwan (16.5%).

8The Europe-3 weights are calculated using the I9PB shares from International Financial Statistics-
February 2002. The remaining weights are compuye@ressing the regional total data provided ley th
Asia Pacific Consensus reports on the individuaihty GDP forecasts using survey data from 20012200
The shares may not add up to 100% due to rounding.

Table 4 Selection of lag length in VAR

Model Akaike-IC *  SchwarzIC® g2 (jndia)  R’(India)
VAR(1) -5.34 -4.20 10 14
VAR(2) -5.14 -2.92 .08 18
VAR(3) -4.71 -1.30 .05 20

@ Akaike and Schwarz Information Criteria statisfiosthe whole VAR system and not only for the

equation of India.
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Table 5 Tests for Overidentifying Restrictions fromFSVAR(1) model (k-factor versus unrestricted

error covariance matrix)

Number of factors d.f. LR Statistic p-value
1 14 81.58 .00
2 8 8.69 37
3 3 2.38 .50

Table 6Correlations of Forecast Revisions-

EU-3 India Japan NE-Asia  SE-Asia UK USA
EU-3 1.00
India 0.12 1.00
Japan 0.49 0.31 1.00
NE-Asia 0.14 0.38 0.33 1.00
SE-Asia 0.16 0.39 0.40 0.75 1.00
UK 0.75 0.14 0.43 0.24 0.30 1.00
USA 0.59 0.11 0.38 0.31 0.21 0.47 1.00

Table 7 Static Factor Analysis
2 Factors 3 Factors
Factor 1 Factor 2| Factor1 Factor2 Factor3

EU-3 0.05 0.91 0.03 0.88 0.07

India 0.42 0.11 0.25 0.06 0.97

Japan 0.40 0.28 0.35 0.29 0.21

NE-Asia 0.81 0.29 0.75 0.31 0.18

SE-Asia 0.94 0.04 0.97 0.05 0.16

UK 0.28 0.50 0.26 0.51 0.05

USA 0.18 0.64 0.16 0.66 0.03

Note: Table presents the factor patterns estimatedMaximum Likelihood estimation and that are
transformed using an orthogonal transformation if¥ax). The test statistics for the null hypothesisthe
sufficiency of the number of factors have p-val@e81 and 0.57 for the two and three factor models

respectively, not rejecting the null hypothesistriess greater than 0.5 are shown in bold.
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Table 8 Steady State Variance Decompositions forlalountries from FSVAR(1) model with 2
common factors (full sample results)

Two Common Factors
(Over Identification test p-value=0.37)

Source of the shock:
Impact on:

Factor 1 Factor 2 us Japan EU-3 UK SE-Asia NE-Asia India
us 52% 0% 40% 2% 0% 1% 1% 2% 2%
Japan 13% 34% 1% 36% 2% 3% 1% 9% 1%
EU-3 65% 3% 1% 0% 14% 9% 1% 1% 5%
UK 25% 6% 1% 1% 0% 65% 1% 0% 2%
SE-Asia 5% 76% 1% 1% 2% 3% 9% 4% 0%
NE-Asia 14% 56% 0% 0% 2% 3% 2% 22% 0%
India 8% 38% 0% 1% 2% 5% 1% 3% 42%

Note: Steady-state variance decompositions arauledds] from 31-period ahead forecast error variance
shares (from squares of the aggregated impulsemesp) of the FSVAR (1) model with two common
factors. The largest two contributions for eachrtouare shown in bold.

Table 9 Steady State Variance Decompositions forladountries from FSVAR(1) model (Excluding
the Asian Crisis 1997.7- 1998.12 survey data)

Two Common Factors
(Over Identification test p-value=0.45)

Source of shock:
Impact on

Factor 1 Factor 2 us Japan EU-3 UK SE-Asia NE-Asia India
us 61% 0% 26% 2% 0% 1% 0% 8% 2%
Japan 34% 22% 0% 31% 0% 1% 0% 7% 4%
EU-3 72% 0% 0% 0% 8% 6% 0% 6% 7%
UK 36% 13% 2% 0% 1% 43% 0% 2% 3%
SE-Asia 37% 48% 0% 0% 1% 1% 0% 10% 2%
NE-Asia 41% 24% 1% 1% 1% 1% 0% 30% 2%
India 16% 16% 0% 0% 1% 2% 0% 3% 61%

One common Factor
(Over Identification test p-value=0.02)
Impact on: Source of shock

"Factorl US Japan EU-3 UK SE-Asia NE-Asia India
us 63% 25% 2% 0% 1% 0% 7% 2%
Japan 48% 0% 34% 1% 1% 5% 7% 4%
EU-3 68% 0% 0% 13% 7% 0% 6% 7%
UK 42% 2% 0% 1% 46% 4% 1% 4%
SE-Asia 51% 0% 1% 2% 1% 33% 10% 2%
NE-Asia 54% 1% 1% 1% 1% 11% 29% 2%
India 23% 0% 0% 1% 2% 5% 3% 65%

Note: Steady-state variance decompositions arauledds] from 31-period ahead forecast error variance
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shares (from squares of the aggregated impulsemesp) of the FSVAR (1) model with one and two
common factors. The surveys that are reported ltwely-1997 and December-1998 are excluded from

the analysis. The largest two contributions forheaauntry are shown in bold.

Table 10 Steady State Variance Decompositions foll @ountries from FSVAR-US (1) model when
Forecast Horizon for India = 6

Two common Factors
(Over Identification test p-value=0.28)

Source of the shock

IMpacton: coctor1 Factor2  US Japan  EU-3 UK  SE-Asia NE-Asia India
us 2% 0% 90% 2% 0% 1% 1% 2% 2%
Japan 1% 42% 4% 37% 0% 3% 1% 9% 1%
EU-3 24% 0% 58% 0% 0% 10% 1% 1% 5%
UK 2% 13% 10% 1% 0% 71% 1% 0% 2%
SE-Asia 3% 77% 0% 1% 0% 3% 12% 4% 0%
NE-Asia 1% 68% 3% 0% 0% 4% 2% 21% 0%
India 1% 45% 2% 1% 0% 5% 2% 3% 42%
One common Factor
(Over Identification test p-value=0.00)
) Source of the shock

IMpacton: coctor1  US Japan  EU-3 UK  SE-Asia NE-Asia India
us 1% 90% 2% 1% 1% 2% 1% 2%
Japan 33% 14% 37% 4% 4% 3% 5% 1%
EU-3 0% 43% 0% 35% 12% 3% 1% 6%
UK 8% 11% 1% 1% 7% 2% 0% 2%
SE-Asia 56% 7% 1% 5% 3% 26% 2% 0%
NE-Asia 61% 15% 0% 4% 4% 4% 10% 0%
India 35% 8% 1% 3% 5% 3% 2% 42%

Note: Steady-state variance decompositions arauledds] from 31-period ahead forecast error variance
shares (from squares of the aggregated impulsemesp) of the FSVAR-US (1) model with one and two
common factors. The largest two contributions fackecountry are shown in bold.
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Figure 1 Multistep Forecasts of Indian Real GDP Grath (FY1996-FY2001)
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Figure 3 Indian Real GDP Shocks based on Next Ye#&orecast Revisions
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Figure 4 Rolling Correlations with Indian ForecastRevisions using a window of 36 observations
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Figure 5 Generalized Impulse Responses of Indian Fecast Revisions
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Figure 6 Intertemporal Variance Decompositions fromexactly identified VAR(1) and 95%
Confidence Bands - Total (Cumulative, %)
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Figure 7 Impulse Respon
International News
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Figure 8 Intertemporal Variance Decompositions of hdia from FSVAR(1) £2SE - Total (Cumulative,
%)
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Figure 9 Intertemporal Variance Decompositions of hdia £2SE - International Common Factors
(Cumulative, %)
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