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On the Frontier of Generating Revealed Preference Choice Sets:
An Efficient Approach

Abstract

Deterministic rules for generating choice sets are often employed by analysts confronting
universal setswithlargenumbersof aternatives. For destination choiceanalysis, siteexclusionrules
defined by travel time, distance, or quality have abehavioral appeal, yet are fundamentally limited
by their one-dimension scope. To remedy this shortcoming while maintaining the concept that trips
require costly inputs to yield utility generating outputs, we develop and test an exclusion rule for
generating choice sets defined by efficiency measures derived from stochastic frontier econometric
models. Choice set composition, site choice efficiency and probability of selection, and consumer

surplus may be compared with results obtained under aternative exclusion rules.

Keywords: Choice sets; Destination choice; Discrete choice models; Exclusion rules; Stochastic
frontier models



On the Frontier of Generating Revealed Preference Choice Sets:
An Efficient Approach
1. Introduction

Proper selection of individual choice (or consideration) setsisan ongoing concern of choice
anaysts. While factorial design algorithms and efficiency statistics have been devel oped to assist
in the design of stated choice experiments (e.g., conjoint analysis and multi-attribute contingent
valuation), such tools elude the analyst of revealed preference (RP) data. Instead, the individual’s
true, underlying choice set is not known with certainty; as a result, defining RP choice sets
appropriately is often problematic. Thetask is confounded when the universal set of alternatives—
such as recreational sites, houses, and shopping locations—is unusually large.

In confronting the choice set issue in the RP context, recent studies of destination choice
[7,13,23] have evaluated criteriadefined by trip inputs (distance and time) and outputs (site quality)
for excluding sitesfrom universal setscomprised of hundredsof alternatives. Similar toMcFadden’'s
[11] random draws approach, these deterministic rulesavoid the computational burden and memory
requirements required to estimate random utility models (RUMSs) with the full set of alternatives.
Furthermore, the rules possess abehavioral appeal: sitesthat are sufficiently distant from the point
of trip origin or deficient in particular aspects may, one might argue, reasonably be discarded. The
finding shared by the studiesisthat RUMs and consumer surplustend to be robust to the exclusion
rule because the estimation results were similar to those obtained with the universal set of
alternatives. The conclusion has followed that sites failing to satisfy the exclusion rule may be
excluded without cause for concern.

Yet closer examination reveals the shortcomings of deterministic exclusion rules. In



particular, because sites that fail to satisfy a rule defined by trip inputs (or output) are excluded
regardiess of the size of the respective output (or inputs), the rule fails to accommodate tradeoffs
between trip inputs and attainable site quality. Thus, high-quality sites may be discarded if a
conservativeinput ruleisadopted, while siteswithin close spatial or temporal proximity to the point
of trip origin may bediscarded if aconservative output ruleisadopted. It followsthat deterministic
rules are not consistent with utility maximization if they discard sites from the universal set that
dominate sites that are retained in the reduced (or censored) choice sets.

In light of these issues, wetest an exclusion rule that accommodates tradeoffs between trip
inputsand outputsand whichisdefined intermsof productiveefficiency. Stochasticfrontier models
are estimated to identify each individual’ s frontier of efficient sites; choice sets are then generated
by excluding sites from the universal set that deviate sufficiently from the frontier. Typicaly,
frontier modeling is used for supply-side anayses, yet the methods readily extend to the study of
consumer behavior asdemonstrated here. Our approach permitsdirect comparisonsto deterministic
input and output rules and contributes to the literature on econometric approaches for choice set
generation (e.g., [5,20,22]). Coupled with its ease of implementation in the discrete choice
framework, stochastic frontier modeling may serve as a useful tool in future choice analyses.

Additional background is provided in the next section. Using a short-run production
framework relating trip inputs to attainable site quality, the frontier model is developed for choice
set generation in section three. Choice set composition, site choice efficiency, and estimated RUMs
obtained with the efficient exclusion rule are contrasted with results produced with deterministic
choice sets in the case of angler site choice. Theimplications of the analyst’s choice of exclusion

rulefor measuring non-market usevaluesare explored in thefourth section. Section five concludes.



2. Trip inputs, destination quality, and the choice set definition

We begin in the conventional way by assuming individuals derive utility from destination
guality and anumeraire good but are constrained by income (seee.g., [4,6]). Quality is obtained by
traveling a known distance or length of time to any of n heterogenous destinations in the universal

choice set J. Assuming utility maximization as the objective, an individual i’ s problem is written:
g g0 ' 1
Tg;{V(qJ,;,y, Pii) iel (1)

where V(.) istheindirect utility function, ¢ ; denotesthe quality of sitej attainableby theindividual,
y; isincome, and p,; istheimplicit price of site access.*

Deterministic exclusion rules defined by trip inputs and outputs can be motivated directly
from (1). With the former, since p,; isafunction of round-trip distance and travel time, defining a
rule solely by trip inputs is equivalent to defining the rule in terms of travel costs. If site is
sufficiently distant from the point of trip origin—and, hence, costly to access—then, all else
constant, the utility derived from the site may be sufficiently low for the site to be excluded from the
universal setif it failsto satisfy theinput criterion. Similarly, with exclusion rules defined interms
of thetrip outputs, if the quality of site] issufficiently poor then, all else constant, the utility derived
from visiting the site will be sufficiently low, and again, the site may be excluded from J.

Recent studies have examined the sensitivity of destination choice models to deterministic
exclusion rules. [13] evaluated arule defined by travel time in modeling angler destination choice
in Maine. Their findings indicated that estimated RUMs and non-market benefits were robust as

siteswere excluded from the universal set in thirty minute increments from the point of trip origin.



[23] evaluated both input and output exclusion rulesin studying angler site choice in the southeast
United States. The trip input was defined by distance, and two definitions of expected site quality
were eva uated: the historic (five-year) daily catch rate of fish and an individual-specific daily catch
rate generated from an estimated Poisson regression model (seee.g., [10,12]). With sites excluded
in sixty mileincrements, the findings of [13] were supported. Similarly, for both definitions of site
quality the estimated RUM parameters quickly converged upon those obtained with the universal
set of sites. [7] evauated the travel time and distance rules relative to ‘familiar’ choice sets
constructed with the aid of individual responses to survey questions for studying Maryland beach
access. Again, the estimates quickly converged upon those produced with the universal set of sites,
which may be attributed to a high degree of correlation between travel time and distance.

In deciding upon a deterministic rule for choice set generation, it is natural to question
whether atradeoff exists between trip inputs and attainable site quality. In many instances, quality
can reasonably be expected to increase with thetime or distancetraveled, at |east over somerange.?
If empirical findings support this hypothesis, then concern arises about the merits of deterministic
rules. Specifically, if therulesare defined solely by the spatial or temporal proximity of sitesto the
trip departure points, then high-quality sitesmay bediscarded. Alternatively, if therulesare defined
solely by site quality, then convenient and readily accessible sites may be discarded. As aresult,
deterministic rules may be inconsistent with utility maximization if sites are retained from the
universal set that are dominated by sites that are excluded. The implications of this censoring for

empirical analysis are evaluated below.



3. Frontier modeling and individual choice

To remedy the limitations of deterministic exclusion rules within a utility maximization
framework, wetest an approach for choi ce set generation that accommodates tradeoffs between trip
inputsand outputsand whichisdefined intermsof productiveefficiency. Stochasticfrontier models
(seee.g., [1,9]) are employed to quantify relationships between trip inputs (travel time or distance)
and attainable quality.> By measuring asite’ s divergence from theindividual’ s frontier of efficient
sites—referred to here as site efficiency—choice sets are generated by excluding sites that fail to
satisfy a specific efficiency criterion. And similar to [7,13,23], the criterion may be varied to
evaluate the effects on individual choice sets, probability of site choice, and non-market benefits.

Trip inputs and site quality are assumed to be continuous, non-negative and positively
related.” In the absence of site inefficiency, the production function relating the quality of site j
attainable by individua i (q;) to the quantity of the trip input required to access the site (x;) is

defined as:

g.i';f = f[(xj;;' «‘. ﬁ,} (2)

where & is a positive parameter. Attaching a per-unit input price to x; (e.g., cents-per-mile or

opportunity costs of time) yields theimplicit price p,; appearingin (1). Empiricaly, (2) will likely
fail to hold perfectly in mogt, if not al, situations. In addition to stochastic variation in the input-
output relationship, quality will likely differ between sitesthat are equidistant from thetrip departure
point (or approximately so). The site that provides the maximum quality for a given amount of the

trip input is considered to be the most efficient (or dominant) site.> To accommodate divergence



from the efficient frontier, an efficiency term &, defined over theinterval (0,1] isincluded in (2):

Gr = J(%,58)5; ©

Sitej liesonthefrontier if z,, =1, whilethesiteis considered increasingly inefficient as £,,—0.
To accommodate stochastic variation, a two-sided random error term denoted by expf ¢, ) is

included in (3). The resulting stochastic frontier function is given by:
gﬁ;{';‘ = fl'(x.j';!- ;ﬁ)'%;;"gxp(';éj:f /:I (4)

Taking natural logarithms, (4) is rewritten:

infg,,) = inlf(x,:8) - u, + @, (5)

where u;; = - [xf &, J. The stochastic frontier model in (5) may be estimated by maximum

likelihood using specific distributional assumptionsabout thetransformed one-sided efficiency term

u and thetwo-sided random term ¢ . Typically, ¢ isassumed to be distributed as #/¢'Q, Ty while

umay beassigned oneof several distributions(e.g., truncated normal, half normal, and exponential).
Using g, exclusion criteriamay be defined in terms of site divergencefrom anindividua’s

efficient frontier. Theapproachtaken hereconstructsalower bound from thefrontier that isdefined

by alinear combination of themean and standard deviation of theefficiency distribution ( ££ and e,



respectively). Then’ sites that lie between the frontier and the lower bound are retained from the
n sites contained in the universal set J to form the individual choiceset J'. The sitesthat lie below

the lower bound are excluded. Formally, the efficient site exclusion ruleis defined as.

Forindividual ; € 7, sitej & J" if: q;; < F(x,:: 8)-65 -axp(vy ) (1, + @a, ) (6)

The calibrating parameter o controls the location of the lower bound, and hence the size and
composition of anindividual’schoice set. If « =0, thefrontier is scaled downward by the mean of

the efficiency distribution to form the lower bound. Ingeneral, J = Jasa - -w , whilethe lower

bound collapses upon the frontier from below as &t — .

To assess the size and composition of choice sets generated from a given exclusion rule
(efficient or deterministic) and the relative efficiency of individual choice conditional upon the
choice set, efficiency rankings [8] may be constructed by placing the n" sites contained in J in
descending order by their efficiency values and then assigning consecutiveintegers (1, 2, 3, ..., n)
to thesites. Theratio of therank of thechosen siteton” providesametric for evaluating site choice
efficiency. A ratio of one indicates that the individual chose the least efficient site; a ratio
approximating zero indicates that a relatively efficient site was chosen. A second metric is
constructed with t-scores calculated from the efficiency values.® Theratio of achoice set’s mean
efficiency t-scoreto the efficiency t-score of the chosen site measures the rel ative efficiency of site
choice. A ratio less than one indicates the chosen site was relatively efficient; aratio greater than

one indicates the site was relatively inefficient.



3.1. Model specifications

Following the usua convention (see e.g., [1,9]), the deterministic portion of the stochastic

frontier model isspecified asdouble-log: inf'g;; J = & + 4 {nfx; ). Therandom error term ¢ and

thelog-transformed efficiency term u are assumed to be distributed as normal and truncated normal,

respectively.” Theresulting log-likelihood function is:

(1- ) ?ffj-,z-] ) 1[KJ-,=-+ )

= Z in(2m)- Erzq:rg—.-iﬂ':b[gj ]+£H¢[[a§y(l—?)]lfg

where = (a2 + af,)m, y=02/ 0 k= Infay ) - Bin(x; ) - 6, and B() isthe standard

normal cumulative distribution function. The individual-specific efficiency measure for sitej is:

I-®(a -t f T [ .1 ]
— - = 8
1—(:13(—;{?;2.;5)]”3? Ha t5 @ ®

i

where the terms ., and ¢ are defined:

—K O+ uay a,
3 = SEEREE | g )
Oy Ty
And the empirical expression of the site exclusion rule (6) is:
Forindividual i € 7, site j ¢ J" if: ¢;; < ?5.“'? -exp(dy ), + ao, ) (10)



For modeling site choice, the utility derived by individual i from visiting site j is written:
Vj,z‘ = Vf(g.;;z';}”;-— pj',;',—]+ Y. v_f i W (11)

wherev(.) isthedeterministic utility component depictedinitiallyin (1), and 3, istherandom utility

component. From (11), the probability of choosing sitej from the set J' is:

probfchaasej) = probf{vfg .y, - pi )+ vy »

. . (12)
v[‘/gﬁi;.yz' _pﬁ;'/]'l' ?f,z' _,F vj,fE F Al I

Distributional assumptions about ¥ lead to specific RUMs. As with the frontier models, various

RUMs wereinvestigated.? McFadden’s conditional logit model, which results from assuming the

¥ areiid type-| extreme value, was selected. The conditional logit choice probability is:

Vi

probfchoose j) = —f.— Wied iel (13)

E g‘l‘:i':.i

J-1

And the conditional logit log-likelihood function is:

A 5
InfL)=3 3%, BN Erzz expi v, ) (14)

im]l =l

where z; isequal to oneif individual £ [ selects site ; e.J" andiszero otherwise. To evaluate

the effects of the efficiency criterion (10) on the model, choice sets are generated by varying the
calibrating parameter « through its range of values and then estimating the model at each value.

9



3.2. Thedata

Theempirical applicationisindividual choice of inland fishing destination in Maine during
the 1999-2000 season. The datawere obtained through mail surveysusing the method of Salant and
Dillman [17]. Thesurveyse€licited the sites visited (Iakes and ponds), the quantities of ten species
of fish caught and harvested, and respondent socio-economic characteristics. The sampleemployed
here consists of 1,081 Maine residents who took 5,556 single-day trips to 483 sites.’

For estimation of the stochastic frontier models, the trip input is defined as the round-trip
travel time between the centroid of the respondent’ shome zip-code and the site access points. One-
way travel time averages approximately 1.25 hours and ranges from about zero to five hours (Table
1). Converted to natura logarithms, the input variable is referenced by Ln(Time). The trip output
assumed to be shared by the anglersisthe daily catch rate of fish. We define the catch ratein terms
of thefour species of fish that comprised the bulk of reported catch: salmon, brook trout, laketrout,
and brown trout. This measure of expected site quality is generated by estimating species-level
count datamodel srel ating catch to characteristics of the sites and the respondentsand then summing
theindividual -specific fitted values over thefour speciesof fish (see[10,18]).2° Converted to natural
logarithms, the daily expected catch rate is referenced by Ln(Quality).

For estimation of thesitechoicemodel s, theindirect utility function v(.) isspecified aslinear-
in-parameters and linear-in-variables. Included in v(.) are the species-specific expected catch rate
variables (Salmon, Brook Trout, Lake Trout and Brown Trout) and atravel cost price proxy (Travel
Cost) defined as the sum of explicit round-trip travel costs ($0.33/mile) and the opportunity cost of

time valued at one-third of the estimated hourly wage rate.
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3.3.  Estimation results
3.3.1. Stochastic frontier models

The stochastic frontier models were estimated separately for each individual in the sample
over the 483 sites defining the universal choice set. Results reported in Table 2 indicate that
expected site quality increases significantly with travel time on average. As the Ln(Time)
coefficientsmay beinterpreted as el asticities, theresultsindicate that aone hundred percent increase
in one-way travel time (about 1.25 hours) yields about afifteen percent increase in expected daily
catch on average. More than seventy-five percent of 5,556 Ln(Time) coefficients are positive and
significant, while only two percent are negative and significant. Weretain the former portion of the

samplefor modeling sitechoice. Table2 al so presentssummary statistics on the estimated one-sided

errors (i’ S) and the associated efficiency estimates (z's). Overal, the average site is relatively

efficient (E = 0.87), but across the 483 sites and 1,081 individuals the efficiency estimates vary

sizably asgauged by the average standard deviation (&, =0.25) and range (0.06—0.99) their values.

3.3.2. Analysis of the choice sets

Using theindividual efficiency estimatesfor the 483 sites, choice setsare generated with the
efficient exclusion rule (10) at different values of the calibrating parameter & . For comparison,
travel-time dependent choice setsareal so generated [ 7,13]. Theleft half of Table 3 reportssummary
results on the composition of the choice sets generated with the efficient rule and the right half
reports results for choice sets generated with the deterministic rule. The universal choice set (J) is

obtained with the efficient rule by relaxing the calibrating parameter : to a value of -3.0 standard

11



deviationsbelow themean siteefficiency. Increasing the parameter to o = 2.0leadsto theminimum

feasible choice set, containing n” = 2 sites. Evaluated at £, the average choice set contains
approximately 7 "= 231 sites (&,- = 17.1). With the deterministic rule, J is obtained by including

all siteswithin five hours of one-way travel, and the minimum choice set is obtained by excluding

al sites beyond eighteen minutes. Evauated at the mean (1.25 hours), the average choice set

contains about twenty percent more sites (.7 = 277) than that of the efficient rule; however, the

spread in choice set size around the mean is more than four times as large (& - = 79.0).

The composition of the choice setsis evaluated by converting the site efficiency estimates
intot-scoresand averaging the resulting valuesat each level of theexclusionrules. Themeant-score
with the efficient rule increases from approximately zero at the universal set to beyondtwo as « is
increased (Table 3). In contrast, the choice set composition with deterministic rules remains
approximately constant on average with the deterministic rule as gauged by the efficiency t-scores.
Here, the averaget-scorereachesamaximum valueof only 0.13 because bothrelatively efficient and
inefficient sites are discarded as the permissible level of travel time decreases. This is noteworthy
because it provides an explanation why RUM coefficients estimated with deterministic choice sets

have exhibited little variation relative to those obtained with the underlying universal choice sets.

3.3.3. Analysis of site choice
Conditional uponthechoicesets, theefficiency of sitechoiceismeasured and the probability

of site choice modeled. Beginning with the 483 site choice set (J), Table 4 shows that for both

12



exclusion rules the absol ute and relative site choice rankings averaged 163 and 0.34, respectively,
and the efficiency t-scoreratio averaged approximately 0.0. Considering the range of the rankings,
in al cases some individuals selected the most efficient sites in their choice sets (Min = 1), while
othersselected highly inefficient sites(Max = n’). Comparingtheefficiency and deterministicrules,
therelative efficiency of the chosen sites differs considerably as sitesare excluded from J. Withthe
efficient rule, the relative site ranking increases to approximately 1.0 on average at & = 2.0.
Similarly, theratio of the mean efficiency t-scorerelative to thet-score of the chosen site risesfrom
0.0 to beyond 3.0 as ¢ increasesto 2.0. These results indicate that as the lower bound approaches
the efficient frontier, the chosen site becomes relatively inefficient within J°. In contrast, with the
deterministic ruletherelative site rankings are nearly constant and the mean efficiency t-scoreratio
risesonly slightly from that observed with J on average. Hence, both the choice set composition and
the relative location of the chosen site within the choice set are largely constant when evaluated in
terms of the site efficiency estimates.

The estimation resultsfrom the site choice model sareexamined graphically in Figures 1 and
2 (see Appendices D and E for numerical results).** With the efficient exclusion rule, the estimated
Travel Cost coefficients are negative as anticipated but increase consistently as & increases above
-1.5(Figure1). Thisfinding can be explained withtheresultsof the efficiency analysis(Tables 3-4).
Specifically, becausethere ativeefficiency of achosen site decreasesasthelower bound approaches
thefrontier (i.e., as & isincreased), it followsthat the site lies bel ow the frontier by an amount that
is relatively greater than that of the collection of remaining sites. Hence, the estimated marginal
effect of travel cost increaseswith the efficiency of the choiceset, all elseheld constant. In contrast,

the coefficient estimates obtained with the deterministic choice sets are virtually constant across
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values of travel time, which may be explained by the findings that the choice set composition and
the location of the chosen sites within the choice sets tended to be invariant.

AsshowninFigure2, theestimated catch rate coefficientsdivergedownwardinal casesas
increases. In fact, at relatively conservative levels of therule(i.e., a > 0), the coefficient estimates
arenegativefor at least two of thefour species(i.e., Brook Trout and Brown Trout). Thisseemingly
counter-intuitive result has a straight-forward explanation in terms of site efficiency. In particular,
as & increases, the chosen sites become increasingly less and less efficient within the choice sets.
Thus, for agiven amount of travel cost the quality of the chosen sitesisreatively low. Asaresult,
the expected catch coefficients become negative as « rises sufficiently. On the other hand, the
expected catch coefficients are robust with the deterministic rule, which can be explained in terms
of site efficiency in amanner similar to that of the Travel Cost coefficients.

To summarize, the behavior of the RUM s estimated with deterministic choice setsislargely
consistent with[7,13,23], and therobustness of the estimation results may be explained withthesite
efficiency estimates obtained from the stochastic frontier models. In addition to the choice set
composition remaining largely constant as sites are excluded from J (Table 3), therelative position
of the chosen sites within the deterministic choice sets is approximately constant. In contrast,
convergenceof the parameter estimates upon those obtained with J occursat amuch slower ratewith
choice sets generated from the efficiency rule. A natural question is how stringently the efficiency
ruleshould beapplied. Asbehavioral model sunderlying destination choice analyseshave generally
assumed a positive and monotonic relationship between utility and site quality, the results of this
study indicate that the calibrating parameter ( &) should be set at a value no greater than zero in

order for the estimation results to be consistent with utility maximization.
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4. Implications for benefits measur ement

A common application of RUMs is to estimate the non-market benefits associated with
exogenous changesinsomeor all of the alternatives comprisingindividual choicesets. With public
resources, such asthewater bodiesand adj oining lands considered here, changesin policy may affect
sitequality or accessibility. For example, to mitigate environmental degradation or stock depletion,
stateand federal agenciesoftenimposeregulationsupon particular activitiesinwhich the public may
engage—directly or indirectly affecting site quality—or instead restrict public access through site
closures (seee.g., [18]). Asthe estimated welfare effects of agiven policy change are afunction of
the choice set definition and econometric specification of the site choice models, the exclusion rule
serves acrucial rolein benefits measurement.

To evauate these effects, we focus upon a controversial set of five large lakes contained in
the “China Lakes’ region of the Maine [14]. While the lakes are among the state’ s most coveted
col dwater-fisheries, agricultural and forestry production coupled with residential developmentshave
led to increased levels of eutrophication and toxic loading in their waters. In exploring the
implications of the site exclusion rules for welfare analysis, the focus is upon closure of the five
lakes for recreational fishing. Thirteen of the 483 site access points are affected by the closures.

Individual i’ scompensating variation (CV, ) for theloss of oneor moresitesiscalcul ated as:

1 o e
CV; = ! E el E A 15
f npe npE ] (15)

whereMU, representsthemarginal utility of income, andn” andn™ denote, respectively, the number

of sitesin the choice set J' before and after the site closures. Estimated values of CV, are obtained
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by replacing MU, by an estimated Travel Cost coefficient and v(.) by itsfitted values (seee.g., [4,6]).

Aswith the choice set analysis, we begin with the universal set of sites (Table5). Here, the
thirteen sites are included in one hundred percent of the individual choice sets. On average, the
mean welfarelossis calculated to be thirty-two cents per trip under both exclusion rules. With the
efficient rule, the number of affected sites in the choice set declines to less than one on average
as & isincreased, but the mean welfare loss per trip rises sharply. Given that the percentage of
individuals affected by the site closuresfalls as & increases, the results indicate that those who are
affected experience large welfare losses.

Comparedtotheefficient rule, theresultsindicatethat the number of affected sitescontained
in the choice sets was considerably larger on average with the deterministic rule, especidly at
relatively conservativelevels. Further, thereisatendency for the deterministic ruleto overstate the
portion of individual s affected by the site closuresrel ative to the efficient rule, with theresultsagain
being amplified as J° decreases. Given the robustness of the RUM estimates produced with
deterministic choice sets, the mean welfare loss is found to be invariant across al but the most
conservative values of travel time. Further, the percentage of anglers affected by the site closures
isnotably larger. When considered at the individua level, the welfare losses produced under the
efficient rule arelarger than with the deterministic rule—and in some cases strikingly so. However,
when thestandard deviation of the estimatesistaken into consideration, theresultsindicatethat there
is much more heterogeneity within the population when evaluated with choice sets generated from

the efficient rule.
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5. Conclusions

Efficient exclusion rules for generating choice sets with RP data have several advantages
relative to deterministic rules. First, by overcoming the ‘dominance’ problem associated with
deterministic rules, efficient rules are behaviorally more appeaing and economicaly intuitive.
Second, implementation of the stochastic frontiers approach in the discrete choice framework
requires no additional data beyond that required for a defensible model of destination choice (i.e.,
travel costs and site attributes). While individual characteristics may additionally be incorporated
into the choice set generation process, such data are not required as they typically are with
probabilistic approaches for modeling choice sets (see e.g., [5,22]).

Onafinal note, becausethe production frontier model employedin thisstudy hasadua—the
stochastic cost frontier—the efficient exclusion rule may be extended for cost or price analyses. As
an example, residential housing choice studies to date have used deterministic rules to construct
individua choice sets (e.g., [2]). However, the number of homes for sale in residential housing
markets during a given period may be of sufficient size for concern to arise about the use of
deterministic rules in these situations. Given the shortcomings of deterministic rules and the
popularity of discrete choice models for policy analysis, additional research efforts in both the

stochastic production and cost contexts are warranted.
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Footnotes
1. The access pricep,; is usualy assumed to consist of explicit and, perhaps, implicit travel costs
(e.g., fuel expenditures and the opportunity cost of time, respectively). The former are afunction
of the round-trip distance between the trip departure point and the destination; the | atter are usually

expressed as afunction of travel time and income.

2. For example, to the extent that public lands and waterways within city boundaries can be
expected to be of lesser quality than those in the surrounding rural countryside, it follows that
residents must travel asufficient time or distance to experience the higher quality destinations. The

exception is individuals who reside adjacent to the highest quality sites.

3. To our knowledge, frontier models have only been implemented in the leisure demand context
by [19]. While their application also entails angling, they used data envelopment analysis (DEA)

methods to estimate a deterministic (rather than stochastic) hedonic travel-cost frontier model.

4. While the hypothesis is maintained that trip inputs and attainable quality are positively related,

this relationship is assumed to be correlationa rather than causal.

5. Although quality is represented here by a single, continuous variable, it may be considered a

multi-dimensional vector of site attributes.

6. An individua’s n site efficiency t-scores are calculated by subtracting the mean of the
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individua’ sn efficiency estimates from the site-specific estimates and then dividing the differences

by the standard deviation of the efficiency estimates.

7. Thedouble-log specification hasthe benchmark in the frontiersliterature and permits convenient
calculation of £ and itsinterpretation as an efficiency measure. Models were also estimated with
u distributed as half-normal and exponential and the deterministic relation specified as semi-log,

linear, and quadratic. Estimation results are reported in Appendix C.

8. Random parameters (or mixed) logit models(seee.g., [21]) were estimated by Gaussian-Hermite
and adaptive quadrature methods using the gllamm routine in Stata version 8.2 [16]. While the
adaptive method is computationally more efficient, run time with the smallest data set used in this
study (N =55,111) and four random parameters exceeded ninety hours. Nested logit models were
also considered, yet these require the analyst to place a common and potentially arbitrary structure
upon the individua decision process. Although the mixed and nested models relax the I1A
assumption of conditional logit, their empirical implementation in this study is problematic.

However, thegenera conclusionsof theanalysisareexpected to beupheld by theal ternativemodels.

9. By focusing on single-day trips, differencesin trip outputsthat may occur with multiple-day trips

areavoided. Details on the survey instruments, sample, and responses are contained in [15].

10. Because an angler’s catch of individual species—-and, hence, aggregate catch—is unknown a

priori, the catch variables appear as expected values. The expected catch models were specified as
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zero-inflated negative binomial as it outperformed Poisson, negative binomial, and zero-inflated
Poisson modelsinall cases(see[3]). Variabledefinitions, summary statistics, and estimation results

are reported in Appendices A and B.

11. All but two of thefifty-five RUM coefficientsare significant (0.01 level) with the efficient rule,

while all fifty-five of the coefficients are significant with the deterministic rule.
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Tablel. Variabledefinitionsand summary statistics

Standard
Variable Definition Mean Deviation
Stochastic Frontier Models N = 2,683,548
Ln(Quality) Natural log of expected catch per day -1.02 1.04
Ln(Time) Natural log of round-trip travel time 0.76 0.70
Random Utility Models N = 2,056,131
Salmon Expected catch of salmon per day 0.15 0.25
Brook Trout Expected catch of brook trout per day 0.30 0.49
Lake Trout Expected catch of lake trout per day 0.06 0.12
Brown Trout Expected catch of brown trout per day 0.07 0.12
Travel Cost 0.325 x (Round trip miles) + time cost 51.99 33.40

Notes: The aggregate and species-specific expected catch rates are obtained from estimated zero-
inflated negative binomial models relating reported catch to site and individua characteristics.
Variable definitions, summary stati stics, and estimation results are reported in Appendices A and B.
The time cost component of Travel Cost is defined as one-third of the hourly wage; hourly values

of the wage are derived from respondent annual income and a 2,000 hour work year (40 hours per-

week x 50 weeks per-year).
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Table 2. Estimated stochastic frontier models averaged over trips

Number of Trips: 5,556 Truncated Normal
Number of Sites; 483 Stochastic Frontier Models

Average Coefficient Estimates

Ln(Time) 0.146'
(0.040)
| nter cept -0.904
(0.208)

Summary of Ln(Time) Coefficients

% Positive and Sgnificant 76.6
% Negative and Sgnificant 21
% Insignificant 21.3
Standard
Summary of Efficiency Estimates Mean Deviation Min Max
Estimated One-Sded Term: i 0.22 0.47 1.02e-07 2.84
Estimated Ste Efficiency: 0.87 0.25 0.06 0.99

Notes: The dependent variable is the natura logarithm of expected daily catch. The number of
estimated modelsisequal to the number of trips (5,556), and the number of observations per model
isequal to the number of sites (483). Reported estimates are obtained by averaging the individual
coefficient estimates. Standard errorsarereportedin parentheses. * denotessignificance at the0.01

level. The reported percentages are based upon two-tailed t-tests of the null H,: 5 = 0 conducted

at the 0.05 level. Approximately seventy percent of the intercepts were significant.
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Table 3. Choice set characteristics; efficient vs. deterministic exclusion rules

Efficient Site Exclusion Rule

Deterministic Site Exclusion Rule

Mean Mean
Mean Standard Efficiency Travel Mean Standard Efficiency
& Sites Deviation Min Max t-score N Time Sites Deviation Min Max t-score N
-3.0 483.0 0 483 483 0.0001 2,056,131 5.0 483 0 483 483 0.0001 2,056,131
-2.5 482.8 11 476 483 0.001 2,055,233 45 482.8 04 480 483 -0.00002 2,055,488
-2.0 482.0 21 475 483 0.005 2,051,944 4.0 481.0 31 470 483 -0.001 2,047,542
-1.5 469.6 12.7 436 483 0.05 1,999,106 35 476.7 5.7 468 483 -0.004 2,029,142
-1.0 385.0 13.8 336 435 0.33 1,639,319 3.0 467.4 17.3 388 483 -0.01 1,989,703
-0.5 300.8 18.6 232 337 0.63 1,280,306 25 447.5 42.0 260 483 -0.01 1,905,148
0.0 230.9 17.1 175 274 0.90 982,877 2.0 409.5 67.2 130 470 -0.01 1,743,404
0.5 165.6 134 127 209 115 704,921 15 328.7 77.5 59 445 -0.02 1,399,332
10 93.2 10.7 72 134 1.46 396,593 10 2147 70.5 12 317 -0.03 913,855
15 38.0 9.0 17 73 1.80 161,727 0.5 73.4 339 4 146 0.06 312,449
2.0 12.9 6.1 2 33 2.05 55,111 0.3 38.1 20.6 3 85 0.13 161,982
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Table 4. Rdative efficiency of individual choices: efficient vs. deterministic exclusion rules

Efficient Site Exclusion Rule Deterministic Site Exclusion Rule
Efficiency Rankings Relative Relative Efficiency Rankings Relative Relative
) Rank of Efficiency of Travel ) Rank of Efficiency of
& Mean Min  Max  ChosenSite  Chosen Site Time Mean Min  Max  ChosenSite  Chosen Site
-3.0 163.1 1 480 0.34 0.0001 5.0 163.1 1 480 0.34 0.0001
-2.5 163.1 1 480 0.34 0.002 4.5 163.1 1 480 0.34 -0.00003
-2.0 163.1 1 479 0.34 0.01 4.0 162.4 1 477 0.34 -0.002
-1.5 163.1 1 478 0.35 0.08 35 160.7 1 475 0.34 -0.01
-1.0 161.2 1 421 0.42 0.56 3.0 157.0 1 471 0.34 -0.01
-0.5 1511 1 331 0.50 1.08 25 150.1 1 463 0.34 -0.02
0.0 133.6 1 260 0.58 154 20 137.2 1 449 0.33 -0.02
0.5 107.0 1 205 0.65 1.97 15 109.5 1 402 0.33 -0.04
1.0 69.3 1 128 0.74 2.50 1.0 71.3 1 298 0.33 -0.04
15 333 1 73 0.86 3.09 0.5 259 1 123 0.35 0.10
20 125 1 33 0.97 3.51 0.3 14.3 1 62 0.38 0.21

Notes: The relative ranks are defined by ordering the sites by the efficiency estimates and then assigning consecutive integers (1, 2, 3, ..., n') to the
sites. Therelative efficiencies are constructed by converting the site efficiency estimates into t-scores and then calcul ating the mean t-score of the

choice set to that of the chosen site.
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Tableb5. Wedfarelossesfor site closures:; efficient vs. deter ministic exclusion rules

Efficient Site Exclusion Rule

Deterministic Site Exclusion Rule

Welfare Losses Welfare Losses
Mean Percent Mean Percent
sites of anglers Mean Standard Travel sites of anglers Mean Standard
& closed affected per trip deviation time closed affected per trip deviation
-3.0 13 100 $0.32 0.50 5.0 13 100 $0.32 0.50
-2.5 13 100 0.32 0.50 45 13 100 0.32 0.50
-2.0 13 100 0.32 0.50 4.0 13 100 0.32 0.50
-1.5 13 100 0.32 0.50 35 13 100 0.32 0.50
-1.0 12.6 100 0.36 0.57 3.0 13 100 0.32 0.50
-0.5 8.3 96.7 0.41 0.66 25 13 98.2 0.32 0.50
0.0 3.0 62.0 0.38 0.70 20 125 98.2 0.32 0.50
0.5 0.7 26.7 0.30 0.78 15 12.3 97.4 0.32 0.50
1.0 0.2 115 0.86 4.26 1.0 10.2 89.6 0.33 0.50
15 0.1 7.8 12.47 71.19 0.5 3.8 37.8 1.05 1.60
20 0.1 6.8 84.17 429.70 0.3 14 22.5 -0.55 2.26
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Figure 1. Sensitivity of travel cost coefficients:
efficient vs. deter ministic exclusion rules
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Figure 2. Sensitivity of expected catch coefficients:
efficient vs. deter ministic exclusion rules
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Appendix A. Variable definitions and summary statistics

Standard
Variable Name Definition Mean  Deviation
Angler Characteristics | =1,081
Age Angler age 40.58 12.91
Male 1if anglerismale; O if angler isfemale 0.88 0.32
Ln(Days) Natural logarithm of single day trips 1.09 0.95
Targeted 1if angler targeted the species;
0 otherwise: Salmon 0.36 0.48
Brook Trout 0.37 0.48
Lake Trout 0.26 0.44
Brown Trout 0.23 0.42
Fishery Characteristics J=483
Soecies Not Present 1 if species not known to be present
by managing agency; 0 otherwise: Samon  0.57 0.50
Brook Trout  0.25 0.44
LakeTrout 0.74 0.44
Brown Trout  0.70 0.46
Species Not Abundant 1 if species not known to be abundant
by managing agency; 0 otherwise: Samon  0.11 0.31
Brook Trout  0.32 0.47
LakeTrout  0.05 0.22

Brown Trout

0.10 0.30




Appendix A continued

Socked Species

Acres

Depth

Elevation

Water Type 1

Water Type 2

No Live Bait

Catch and Release

1if lake or pond stocked with species,
0 otherwise: Salmon

Brook Trout
Lake Trout
Brown Trout

Surface area of |ake or pond in acres,
scaled by 1,000

Depth of lake or pond in feet, scaled by 10

Elevation of l1ake or pond above sealevel,
scaled by 100

1if oligotrophic water (low productivity; deep
secchi disk readings); O otherwise

1if eutrophic water (high productivity; shallow
secchi disk readings); O otherwise

1if no-live-bait regulation at lake or pond;
0 otherwise

1 if catch-and-release regulation at lake or pond

0.26

0.32

0.08

0.20

221

2.18

5.45

0.28

0.34

0.13

0.01

0.44

0.47

0.28

0.40

6.32

1.66

4.52

0.45

0.47

0.34

0.12




Appendix B. Estimated zer o-inflated negative binomial models of expected catch

Expected Catch Salmon Brook Trout Lake Trout Brown Trout
Modified Negative Binomial
Log(Days) 0.80" 0.63™ 0.79™ 0.81™
(0.07) (0.07) (0.09) (0.09)
Targeted 1.92" 231" 231" 223"
(0.16) (0.16) (0.22) (0.20)
Age 0.02"™ -0.02"™ 0.00 -0.01
(0.00) (0.01) (0.02) (0.02)
Male -0.38 0.35 -0.54 0.63
(0.23) (0.23) (0.32) (0.33)
Acres 0.00 -0.01" 0.02" 0.00
(0.00) (0.00) (0.01) (0.02)
Depth -0.04 0.00 -0.02 -0.14
(0.07) (0.03) (0.08) (0.11)
Elevation 0.04™ 0.05™ 0.00 0.05
(0.02) (0.02) (0.03) (0.03)
Water Type 1 0.34 -0.53™ 0.59° 0.13
(0.17) (0.17) (0.32) (0.35)
Water Type 2 -0.21 -0.16 0.17 0.15
(0.22) (0.17) (0.32) (0.19)
No Live Bait -0.39 -0.28 0.04 -1.12°
(0.30) (0.19) (0.449) (0.60)
Soecies Not Present -0.20 -0.05 -0.47 -0.27
(0.37) (0.35) (0.40) (0.52)
Species Not Abundant -0.57" -0.99"™ 0.18 0.02
(0.31) (0.22) (0.55) (0.55)
Stocked Species -0.36" 0.12 -0.19 0.40
(0.20) (0.15) (0.24) (0.46)
Catch and Release 0.04 -1.12" -0.15 -0.37
(0.46) (0.48) (0.52) (0.76)
Constant -2.37 -1.20™ -2.60™" -2.85"
(0.44) (0.38) (0.59) (0.63)




Appendix B Continued

Logit of Positive Catch

Species Not Present 451" 312" 207" 173"
(0.80) (0.54) (0.46) (0.56)
Species Not Abundant 2.28" 1.64" 1.80" 2.06"
(0.75) (0.48) (0.74) (0.69)
Age -0.03™ -0.05™ -0.02 -0.037°
(0.01) (0.02) (0.02) (0.02)
Male -1.97 -0.35 -0.64 -0.17
(0.75) (0.46) (0.49) (0.61)
Dispersion Parameter
Log( a ) 0.36™ 0.69™ 047" 0.52"
(0.12) (0.13) (0.22) (0.27)
Prediction Statistics
Mean 1.48 1.80 0.61 0.61
Sandard Deviation 3.09 3.20 1.48 151
Minimum 0.00 0.01 0.01 0.00
Maximum 34.89 27.74 19.51 19.58
Sample Size 1,310 1,305 1,227 1,213
Log-Likelihood -1,366.74 -2,022.56 -1,185.18 -1,141.60

Notes: The dependent variable is the reported catch per visited site during the open-water fishing

season.



Appendix C. Comparison of estimated stochastic frontier models

Truncated Norma One-Sided Errors

Half-Normal One-Sided Errors

Exponential One-Sided Errors

Number of Trips: 5,556 Double- Linear- Double- Linear- Double- Linear-
Number of Sites: 483 Log Log Linear Quadratic Log Log Linear Quadratic Log Log Linear Quadratic
Coefficient Estimates
Log(Travel Time) 0.147 0.086' 0.146' 0.086' 0.147 0.086'
(0.041) (0.027) (0.041) (0.027) (0.041) (0.027)
Travel Time 0.043 0.043 0.043
(0.012) (0.012) (0.012)
Travel Time Squared 0.006' 0.006' 0.006'
(0.002) (0.002) (0.002)
Inter cept -1.103  0.547 0.500 0552° -1.062° 0.540 0.493 0552° -1.103  0.547 0.500 0.552'
(0.217) (0.059) (0.063) (0.113) (0.285) (0.117) (0.123) (0.113) (0.217) (0.059) (0.063) (0.113)
Coefficient Summary'
% Positive and Sgnificant 76.6 75.5 80.3 785 76.6 75.5 80.3 785 76.6 75.5 80.3 785
% Insignificant 21.3 215 18.3 20.9 21.3 215 18.3 20.9 21.3 215 18.3 20.9
% Negative and Sgnificant 2.1 3.0 14 0.6 2.1 3.0 14 0.6 2.1 3.0 14 0.6

Notes: The dependent variable in the linear, quadratic, and semi-log models is defined as the sum of the salmon, brook trout, lake catch, and brown trout catch
expectations generated from zero-inflated negative binomial (ZINB) models (see Appendix A). The dependent variable in the double-log modelsis the natural
logarithm of the sum of the catch expectations. Coefficient estimates and standard errors (in parentheses) are obtained by averaging the coefficients over the 5,556
estimated stochastic frontier models. * denotes significance at the 0.01 level. T Significance based upon two-tailed t-tests ( « = 0.05) of the null hypothesis
H.: 4 = 0. While not reported here, approximately 96 percent of the intercepts were significant ( « = 0.05) with the levels and semi-log specifications; about 70
percent were significant with the double-log specifications.



Appendix D. Conditional logit estimation results: efficient choice sets

a Bovs Hawsi  Baines  Buwnas  Bowmng PRWOR
-3.0 -0.152 2517 0.555" 3.712 2527 0.313
-2.5 -0.152 2517 0.551" 3.711 2.510° 0.313
-2.0 -0.152 2.516" 0.546" 3.709 2482 0.313
-1.5 -0.152 2512 0.539° 3.704 2467 0.310
-1.0 -0.146 2.368" 0.474 3.600° 2.197 0.297
-0.5 -0.139 1.784 0.062 3.316" 0.955" 0.298
0.0 -0.132 0.692 -0.777 2.861° -0.410™ 0.316
0.5 -0.121° -0.782 -2.633 1.917 -0.691° 0.359

1.0 -0.096" -4.562 -5.200" 1.116 -1.613 0.420
15 -0.046 -14.763 -17.018 -5.212 -7.958" 0.628
2.0 -0.016' -22.355" -23.952" -5.640° -10.658" 0.858

Notes: The choice sets were generated with the stochastic frontier model with the site efficiency
component assumed to be distributed as truncated normal and the random error assumed to be

normally distributed. * and ** denote significance at the 0.01 and 0.05 levels, respectively.



Appendix E. Conditional logit estimation results: deter ministic choice sets

Travel Time g, Buamor  Bosirosw  Biiomaw  Poompon  PRUIOR
5.0 -0.152° 2517 0.555" 3.712 2.527 0.313
4.5 -0.152 2517 0.555" 3.712 2.527 0.313
4.0 -0.152° 2517 0.555 3.712 2.527 0.312
35 -0.152° 2517 0.555" 3.712 2.527 0.311
3.0 -0.152° 2517 0.555" 3.712 2.527 0.309
2.5 -0.152 2517 0.555" 3.712 2.527 0.304
2.0 -0.152° 2517 0.555" 3.714 2.528 0.291
15 -0.151° 2.516" 0.558 3.750° 2.534 0.261
1.0 -0.143 2511 0.581" 4127 2.568" 0.197
0.5 -0.039° 2.362" 0.596" 5.493 2.679 0.081
0.3 0.062" 2.625 0.638 5.242" 3.040° 0.119

Notes. * denotes significance at the 0.01 level.



