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ESTIMATION ERROR COVARIANCE |n REGRESSION
WITH SEQUENTIALLY VARY|NG PARAMETERSH

By Barr RosexBire
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l. INTRODUCTION

This note completes the results of the preceding paper {Cooley.
Rosenberg. and Wall. 1977 [CRW]). and the notation ind definitions (;t‘
that paper continues here. The covariance between estimation errors for
parameter vectors 3, and 8, at times s and ;.

Por=E((byy - By - 8)) s = LT, =1, 1

has previously been reported only for the case where 5 = 4 (Rauch, 1963-
Rauch, Tung, and Striebel, 1965 Meditch, 1967; and réferences in the
preceding paper). Formulas for these intraperiod variances (denoted by
Pyrrather than P,,,; to simplify notation) were given in CRW,
earlier work (Rosenberg, 1968), the interperiod estimation error covari-
ances were derived. but in a relatively obscure form. The purpose of this
note is to provide easily accessible ang computationally convenient
formulas.

Inference concerning the historical behavior of parameters generally
requires both intraperiod error variances and interperiod covariances.
For example, consider the paramcter shift between periods ¢ and ¢, g8, -
B,- The minimum mean Square error linear unbiased estimator or
MMSLUE (Rosenberg. 1973) is bir — by, that is. the diflerence be-
tween the smoothed estimators at these two time points. The mean
square error of the estimator is-

In an

TN .
MSL(“: - ﬂ.t) = E((bll'l - bJ!l - {8 - B:))
Beir = by = (8~ Boy)
*This research was begun during 1 Waoodrow Wilson Disscrtation Fellowship at Ha-

vard University und was completed with the support of National Science Foundation
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= l:.((hlll - .ﬂl) - (’,\"l - d‘))
((hlrl dl) - (/7\ ! !),\)),)
= l,lil - Pu:l - l):\rl P I

Thus, the mean square error is a function of miraperiod error v
and interperiod covariances.

Interperiod estimatien error covariances are also needed for inger.
ence concerning the values of paramcters at two or more times, g
Liy....1, bc p given times. The vuriuncc. matrix ()f cstimzl?ion crrors for
By 4,/3,,. 1s made up of intraperiod variance and mterperiod covariang,
submatrices: the submatrix in location (i. j) is Pt

ariancey

2. A RECURSION FOR THE FRROR VARIANCE MATRICES

The estimates for the parameter vectors, Bio.. .. Br. were given by
CRW through the “gain” matrices of the “forward™ and “hackwird
filters™

(1 (forward) K,
(2) (backward) J,

i

(P + H,, ' Q)
¢ + G,,0)".

The computational procedure involves recursive application of these
hlters to accumulate the forward information matrices H,;,. and filtered
variables f;,, 7 = 1,..., 7T and the corresponding backward terms Grors
and iy, ¢ = T....,1. Then the information from forward and back-
ward filters is summed to obtain the smoothed estimates b, and their
estimation variances Pirot =1...., T.

T'he recursive formulas hide the simple rel
sive estimation error covariances. In fact, the v
selves lined by the recursion:

ationship between succes.
ariance matrices are them-

(3) PI.‘T=I\";Ploli}'*jil

14

To verify this equality, postmultiply by J,,, and invert hoth sides of the
equality to obtain:

PHT = K;Pl¢|;7"]l-+:l L3 4 J;J[Pt-ll'l = P-l II\I’;-'-

f+1]

Then substitute the expression (CRW,16) for the information matrices,
taking note of the fact that Hii +Gyl, = Hiovi+ Gy

S I+ Gl = 1, Gt K
Next, express H,, ., in terms of 1., by (CRW.7), and G, ,., in terms of
GHI?I+] b_\’ (CR\V.]Z)
Aand Jl}ll(H:Il + Jlol(-;lol‘lol(l)) = (k‘![ll>l(I) l + Gr+l:u!)[\.; l'
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Then substitute (1) and (2) for the gain matrices,

< (] + G:.xrulQ)'l’“'Hur + (’;l'lln'!ll)

= (b + H.wzdl"Ig.(_)ylil':.*;‘d"_r + (i”””l)(d) + Qb )

The terms in G, 14, NOW cancel out,
& P = (@ Ho® 'Oy "1y g Qb 'H,
Premultiplication by ¢’ + Hi 7' Qleads to the desired equality
e (O + H 20y - Hi @ Y o OV "1, )

& B+ Ho @708 0, -y Hoid0e 'y ok

3. COVARIANCE Berweny Estivartioy ERRORS
IN DIFFERENT PERr1ODS

For any two time periods, s and Los < 10itis shown below that

(4) PS.H-T = I\‘('A’5'§l K‘I’—II).'WI = Prx]~’t¢| J(.

Equations (3) and (4) provide a complete recursion among a1l covari.
ance matrices. For example, by recursive application of (3) 1 (4). every
matrix may be expressed in terms of the variance matrix of the lates
estimate:

atest

6 Pur= KK, ---K;_rpu'rffl-/}l,. oA s<t <7

The derivation of (4) is rather tedious and will be presented here for
the simplified case where & = 7 ¢ H, = x.x)/6% be the information
matrix in period s, and Jet he = x.1, /6. Also. let K. =K, |k, ;... K,
and J, = J,,\J.,, ... J, be the sequential produets of gain matrices over
the interval s <= ;. (Notice the complicated subscript convention: for s = I
Jo = K, = 1). The estimation error (A 1y — 3,) can be expressed as a fune-
tion of the stochastic terms in the model by collecting the recursive equia-
tionsin CRW | as:

5 s-1
(6) (érl] - 6;) = PHTIVZ A’.r,'-‘-;()i/gz - Z A’J]Hjjjllj

L’=] p=1
T r-t
. 2 ;
+ Z J‘,.\jej/” + Z J_‘j(lﬂli/&!ll, .
J=s+1 j=x

Taking the expression (6) for two periods, s and 7, and cvaluating the
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product moment, vne finds:

[

l s l ! » . ) .
) b Ii"'t Z AJLA ZT K1, 01, K| K:

!

H ¢ -l
+<}: N LK, - Z ‘I\l(':'vl‘/»l()”l"l\-'l’>
I i

/ I | -’
+ J‘,( 2 J Y J,,(,',,,i,,,()(;',,.,,,;J[,)J b,

JERER]

The three expressions are the respective contributions to crror from
stochastic terms up to period 1, between s and 7. and bevond 1 The
sccond summation in cach expression can be rewritten as the negative
of the first summation plus one or two additional terms. For example,
smee

I\ll =1+ “/"/Q

by {1). it follows that

s-1

D K, H,., 011, K,

AL

s 1
Z KoK~ nhi, K
j=1

s-1
2 Kool = K1)k,

1=1

il

Regrouping terms and adding and subtracting K, Hy. oK ;) vields:
s-1
= RaHonoRi + 2 Kl 00+ I o K DR+ Kl
A=
Furthermore, since Hyo= 0, K, = [, and How = He K+ A
from (CRW. 10), the preceding expression reduces to-
s=1

(%) = ‘Z K‘kIIkI\’:A + 1,

k=1

v b

Similar simplifications for the sccond and third expressions vield:

-1 ‘
(9) Z J‘/G,+i!/‘|QII/;,I\.,(, = II‘ 1 l[\”'l + Z [\"fjll/\"" _ ‘/ﬂllrl

! /
(10) Z J’/G/*’“/“Q('\,,|:,o|J',/ = Gy - Z J, 1.7
1=t

YRR
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Substitution of these expressions into (7) results in-
(0 Por = PosfUE K oo R L, )

:’"J\r("::ul”PI“l
= Pr\l"/il(][l't + (].l'ul);,

) ) |
= [“"l-lllill)lzl = I".,_,’,,_

This is the second cquality in (4). The firgt cquality then follows by re.
peated application of (3) to this equation. ) [y '

4. MEAN SQUARE ESTIMATION FRROR FOR A PARAMETER Sipppg

Itis often of interest to compare values of the parameter vector at
two points in time by means of the estimated parameter shifi (b, - 4, )
From (3)and (4). the mean square estimation error matrix is:

(12) MSE(his = by = (3, ~ 3y = 1,

) ’
v — P,y - P, . r.,

=Py - APy, - PR, v+ p

v

5. CoMPUTATION

These results show an elegant relationship among the estimation
error covariances. The smoothing procedure proposed in CRW. which
does not follow this pattern, involves 37 matrix inversions: (7 operations
to compute the forward gain matrices. by formula (1) above: 710 com-
pute the backward gain matrices by formula (2y above: and 1" to compute
the variance matrices by formula (16) in CRW). Once these matrices have
been computed and stored. no further matrix inversions are required to
compute all intertemporal covariance matrices via formula (4).

Simplitying formulas do exist that reduce computational difficulty by
exploiting the structure implicit in cquation (3). The procedure derived in
Rosenberg (1968 chapters 4 and Sy entailed ne matrix mversions in the
fitering state and required only a single matrix inversion overall. Alterna.
tively, recursive application of formula (1), as a substitute for (CRW, 17)
reduces matrix inversions to 27 4 1. [ow cver, despite the gain in com-
putational etliciency, these algorithms seem to be w orthless because of
mumerical instabitity. The CRW fittering formulis are inherently stable
because the crrors computation are attenuated due to subsequent
multiplication by gain matrices with cigenvalues smalier than unity.
Formula (3) uses the product of one matrix with crgenvalues smaller
than unity, with another having cigenvalues greater than unity, to ex-
trapolate information from one period to the next. The errors in such a
procedure inevitably build up over tong sample series and. in our ex-
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pericnee, have proved uncontrotlable. The only practical usctutpess of
formula (3) above is as an error cheek to validate an algorithm based on
(CRW . 16). Formula (4) is the citicient method to conipute ntertempory)
estim:tion crror covareinee.

University of California, Berkely,
Submitted: March 1977
Revised: June 1977
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