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Atinals 0/ Lconwnu and Social .%lea.suri,nt'.'n. 6/4. / 977

THE COVARIANCE STREJC1URE OF EARNINGS
AND THE ON-THE-JOB TRAINING llYl5OTll[SlS

BY JOHN C. HAUSE

!ltonun capital invt'clnienl and its returns are hasiiallr tniertemporal processes. Uuueis'r.
most empirical studies oJ these pmCesses hoie been limited to cross-sectional data that pro-
ride little or no information on the actual lw/iage of earnings 01cr tIme as niatufesied in
individual earnings profiles. In this studt a s.'atictical ,nethodologt is developed for analv:tng
cohort time series data on earnings, and It 15 theti applied to a simple aim/el th'cigiii-'d to
throw sonic light on the potential empirical imponanci' of tile hypothesis that srstenzoitc
di/li'rences in on-the-job training ( Of/i lead to sig,iifica,t; di//eren ci's in ini/,viiival earn!ng.s
profiler i/u' study illustrates the central role p/a red hr t/u ems rutnie structure of earnings
whe,i these hypotheses are explored isith time series data ihe statistical analisis leads to
reasonable upper-howul estimates o/ the licpi'rSioJi of earnings profile slopes that indicate
enipiricallv relevant systematic th/ferenees in the pro/i/es home cia/emits is also presented
i/ia! indicates there is signiftcantlr less relative isriamu c iii discounted earfling profiles thou
in relative earnings for a single rear. Both conclusions are omzis tent lilt/i t!ie Oil model,

- I NTROI)U("iR)N

The deternilnation arid explanation of statistical properties of the earnings
profile are becoming local points of research by economists interested in
the distribution and life cycle history of earnings. The first-order statistics
(profiles of mean earnings as a function of labor force experience or age)
have been studied extensively, both because of their central role in esti-
mates of the returns from investments in human capital and because the
requisite data have been relatively easy to obtain. Synthetic profiles of
earnings for groups classified by years of education and adjusted for dii-

*Iniijal research on this topic is as; Funded h a National Science loutidation grant
(GS-3 1334) to NBER for research on the dctcrniinanis of the disirihution at income
and earnings. Additional work and eompleiion sserc supported bs National Institute of
Education (U.S. Office of Education) Grant DEG 0-72-1569, NIL Project 2-0680. None of
these institutiOns has ottieiallv rcvicsscd or approved this is ork or its conclusions. I am
greatly indebted to Chris Sims for comments that has e deepI influenced nis thinking about
the theoretical and statistical inipl:eations ot the basic model, and to Urban Norlen for
resolving much of the gcncraliied cast squares (GIS) estimation procedure and carrying
out ihe GUS and parametric calculations. 1 A l.i!lard and Yoram \\ ciss provided several
very useful technical and expository conln?enis is hen the read an earlier version. It is a

pleasure to acknowledge the cooperation of Sten Johansson and Ingalill Eriksson. ss ho
made it possible for mc to usea special data tape created hs the latter for th Lignkom-
stutredning studs in Sweden. Thanks arc also due to (loran Ahrnc. ssho assembled the
income data for those horn in 1936 1941. The studs ha'S also benefited from the aluahle
research assistance of Karlis Goppers. and from ssork by Eiioii t\mit, Lars Anlir. Edward
Eagerlund. and Lars LIve Larson, ss hi) carried out eomputiiions at sarious stages. It has
also been improved sign ihcantis by the careful editing of Ester N! oskoss itt I alone a ni
responsible for conclusions and errors, hut because of the eompksits of the income profiles
the empirical anihiguits e;in he p;irtls attributed to the data.
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fereitees in erw1,! eh aetci-istics have been eOnSIrueLccl from cross-seeioital data. Ihese profiles bun (lie primary enipirical hasis for esj-inatina internal rates of return front schouline. Economists have generalIyiilterpretcd the inverted U shape of the profiles as relieetint the gross th oipioductisit with experience (and investment), which is increasinglyCounterbalanced by depreciation and obsolescence Mincer (1970, 1974)has strongly cntphastied the potential Significance of post-seh()l incest-ments in increasing an individual's carninus capaciEy the primary lOcij ofhis study has been on the role of On-the-job-train ing (OJT).
Data on the mean earnings profile of a cohort combined with statitics ol the variance about that profile (as a function of eXperience or age)are adequate for raising and resolving some significant questiotic hutleave uilansss ered the central issue of lios the individual Profiles are dis-tributed about the group mean. That issue is important for at least tworeasons: First, inestmcn ts in human capital usually modify the entiresubsequent earrtii's profile. The dispersion of earnings lr a single ear i5due to a corn rnnatio,i of systcmatic transitory, and Compensatory compo-nents that arc dilulet,lt to disentangle and to relate to specific investnlentsby the individual The risk due to dillrent payoffs froni such investmentsis much tilore adequately reflected by the dispersion of lifetime earnings(e.g., as measured by the variance of the logarithm of the discountedearnings stream) than by the earnings dispersion of one year.' In princi-ple, the variance of lifetime earnings can he partitioned into three distinctcomponents, One containing

sstcI11a(ie elements perceived by a personprior to an investmetit in h unian capital, another containing systemajcelements not anticipated and a third Containing "random" factors, Hoss-ever, these questions and the question of lifetime earnings variance can beansssered directly only with inforniation on the autocovariance structureof earnings. Ai upper bound on the variability of lifetime earnings can beobtained consistent s ith knowledge of the standard deviation of earningsas a function of age, since the discouri(c.d value of the latter measure isthe least Upper bound of the standard deviation of (discounted) lifetimeearnings.2 Unfortunately the lower bound of discounted earnings based

This issue is diseussed in greater detail in Hause (1974)2Th loser-ho,,,id estimate of zero is approached for example, if s orking lifetime isdivided lnt a large number of periods betneen which there is no correlation of earn ines] he upper bound cited in the text is obtained from IJause (1974) on the basis of a proofsketched b Sims let , be earnings as a function of age, 1; ,, the corrcspo),1ding meal, earnings as a (Unction ol age; and p the constant diseou0t factor.
fJ_PIIF( - p21lJ2d}2

= /Ee' - M )J2
I/2 lEfe "(v - )I '2d:r

//E[e '(s, - p,)e' (x1 - p, ]didt'
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on cross-sectional earnings data is zero, and these bounds are far too wide

to he of much interest. Fragmentary data reported in past stutIie reveal

that earnings over time have substantial au tocorrelatiori, but it IS Coil-

sidei ably ies tIiai unity; so jicither hound is satisfactory for our needs.
Second, data on individual earnings profiles can also help ii nravel the

effect of human capital investments on the lift cele of earnines. At
present, "optimal progranis'' of human capital investment aic not well
understood, partly because only very limited information is at hand on the
substitutability and complementarity of the diflerent investments. In

studies of American data (e.g., Mincer 1974, Chap. 4) a strong positive
association has been established between the level of schooling attainment
and the slope of the mean earnings profile, as well as with the number of
years over which the profile continues to have a substantial positive slope.
The mean profiles do not reveal the extent to which schooling and on-the-
job training may he partial substitutes; this information would he useful
for measuring the importance of differences in investment opportunities in
determining total human capital investment.

Direct empirical investigation of these topics is possible with individ-
ual data covering a long segment of the lifetime earnings profile, from
which autocovariances can he computed. Although scattered pieces of
evidence on autocorrclations of earnings and of income have been re-
ported, e.g., Friedman and Kuznets (1954). l-lanna (1948). Mcnders-
hausen (1946), Thatcher (1971), the populations on which the resultstre
based are usually heterogeneous in age and education. Hence, these cor-
relations are weighted averages of different segments of earnings (or
income) profiles from cohorts with differing schooling attainments, and
are consequently difficult to interpret. Finally, little seems to have been
done systematically to exploit the covariance structure to estimate or ex-
plain lifetime earnings, aside from some work on the random walk
hypothesis, e.g.. by Fase (1970).

In the next section, the OJT hypothesis is considered in detail, and a
statistical specification is given for its study. In the third section, a model
is developed to provide possible tests for the existence of Oil effects
and estimates of the differences in earnings profile slopes. Next, the para-
metric model is applied to time series data on income for a cohort of
Swedish men with various levels of schooling attairinient. A few results
are also reported on the possible compensatory effects of OJT for a sample

thy S,.hs artis inequalit).

EJ/' 'tx, - ,)e PI tx, - , ) (1(1:

= £ [/ P((5, - )

Taking square roots @1 the first and l:isi steps vie Ids the tipper hound issericd in the teSi.
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olAmerican men. In a final section, future work that could he carried 0111
ss ohm this tranicw ork is briefly discussed.

2. Tiii 0Nilii-JOIi IRAI\JN(, fI'i i'Oi II1'SiS

The Oil hypothesis asscrls that systematic diflercnces in Oil lead R)
significant dilrerenees in earnings profiles. ihe flvpothesi has been di\-
cussed extensively by MIncer (1970), ss hose empirical work has been based
exclusively øii first-order statistics Oil earflhiius [)rt)filcS. Iwo important
empirical implications follow readily froni the hypothesis. First, differ-
ences in OJT investnient will generate dispersion in the Slopes of earnings
profiles. Second, part of the dispersion in earnings at a given age is a
consequence of dilferen t investments in OJT: those wilt) invest heavily in
OJT arc paid less at first than others of similar economic ability, but the
earnings of thc former subsequently rise rapidly enough and long enough
to compensate them for their lower initial earnings. II ence, Oil is a sv-
tematic corn pensatory mechanism that tends to reduce the relative varia-
tion in lifetime earnings compared with the relative variation in annual
earnings. This study is concerned primarily with the first implication. ihe
time series data on which most of this study is based are too short to
evaluate the net extent to which OJT plays a cOillpensi[orv role in re-ducing the VilriaflCe of lifetime earnings. Hos ever, the main sample,
described in detail below, does provide data that yield empirieall signifi-
cant upper-hound estimates of OJT effects for low levels of schoolingattainment the findings indicate there are systematic and important diIfèrences in the speed with which individual earnings increase with experi-
ence. Those find:ngs are compatible with the OJT model, but not with amodel !fl which the evolutionì of personal earnings is generated primarilyby random walk deviations from a common trend.

nicer (1970, 1974) has suggested that a SignifIcant Source of the differences in human capital investment arise from dilhrcnees in OJT. whichin turn lead to differences in earnings profiles. In some jobs, it takes arelatively long time for new Workers to acquire normal levels of job skill.Workers entering such jobs may initially receive low earnings, correspond-ing to their low net productiyit' As they acquire more epericncc andskill, their earnings risc. Since capital market exchange Opportunitiesmake current dollars more valuable than future dollars. it can he show iiby means of a simple model that when the labor market is in equilibriumfuture earnings must he high enough to otiset the low initial earnings inthoSe jobs (in the sciise of equaliiiiig present valuesi. Apprenticeships forcertain crafts or the establishnien t ofa professional reputation ill medicineor law are examples of the kinds of signifieaii t post-school investmentrequired in sonic jobs
Consider a model in which there is a perfoct capital market, perfoet
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foresight, no nonpecuniary occupational prelerences. and equal earnings

[)Otefltiuf for a cohort of entrants intO the labor force, whose members

have the same schooling attainment, in Figure I. earnings profIles are
illustrated for three jobs, a, b. and c, requiring increasing levels of post-

school OJT investments. I fit is assumed that no additional out-of-pocket
investments are required for any of these jobs. then the opliniinng behavior
of individuals would generate a labor market equilibrium in which the

earnings profiles have the same present value: i.e., J,' e',(T) dT is the

same for i = a, b, c where V,(t) is the earnings profile for job i, p is

the market interest rate, and t and lj are the respective dates of' entry ifltO

and exit from the labor force.
There is little theory to guide us in selecting a particular function.

v(1 ), for the earnings profile, and there is no theoretical neccssit for the

famil of profiles to be linear in the rising portion. Like cost functions,

the earnings profiles presumably depend on technology and prices.
Mincer's own work (1974, p. 17) with simple, analytically convenient earn-

ings functions often leads to a "crossover (or "overtaking") point i. (or

to a relatively narro" crossover interval) for given schooling attainnien t,

and I,retain this assumption in the following development.3 in principle,

3The erossoer concept is particularb relevant for discussion ot the compensator)

role of OJT, in ishich investment costs are ;uhsequcniIy otIsct h higher earning.

rmng Protic ot FquaI-Ahilit IndIvidLllk
F gil re I 1. lnelr ized R king Sector o I I
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there is little tornial justilieation for assuming that earnings profiles of
people with equal ability cross each oilier after the same ii umber of years
of job experience, nor is there much reason f>r assuming that this same
amount of tune oiild he ippropriate for (Jiflen-ni ('(jiiIkh!l!tv cohorts.
It x e have a Set of equal-ability people with earnings profiles v,(i

) that
have the same present value hut a large dispersion in initial earninos
r(1), ref1ectiii diilereiiees in initial OJT. there IS In) iiiaiheiiiatieal neee-
sity for all the i-(t )'s to intersect at the same time, i. (although it moht
be a reasonable simplification to aSSume that each pair of profiles has only
One intersection). II data 'ere available for measurirg earnings profiles of
individuals possessing similar economic ability. it would he possible static-
ticaUy to charaetcrite the strength of the ccii tral tendency of profiles of
equal-ability people to cross at the same point. In the statistical model I
develop helo I make the restrictive assumption of a single crossover
poini because the model is then easier to ma nipulate and interpret. Sn h-
sequen il), I discuss the precise role played by that assumption in my
statistical tests.

The assu mpton of a linear profile is a cojivenien I fiction -hi eli is
probably not unduly restrictive Since xse are concerned primarily x ith the
extent to which earnings profile slopes differ, for most of the statistical
work we can regard the linear profile segments as deviations from the
mean earnings profile for the cohort (which has the usual skewed.
inverted-U shape with the ascent in the early years considerably steeper
than the descent in the later years). fu rtherniore, the time series data I

analyze here span only six or seven years rather than the entire earnings
profile.

The empirical relevance of the model clearly depends on the extent to
which there are systematic differences in the earnings profiles that are due
to economic choices made by workers, lithe profiles merely reflect in-
evitable and unalterable increases in productivity that accompany job ex-
perience and physical and psychological maturation and aging, there is
little theoretical gain from describing the profile as if people were making
investment decisions in OJT once they entered the labor force, The sce-
nario that accompanies Mincer's formal OJT niodel(l974) might be inter-preted as if this form of human capital investment required a worker tomake optimal period-by-period investment decisions if the worker de-cided to hold his stock of human capital constant, his observed earnings
would equal potential earnings and his earnings profile would be hori-zontal, It is not possible to infer the range of Oil investment choicesavailable to or actually chosen by workers from the mean earnings pro-file ofa cohort with given schooling attainment I-however, the finding of acrossover of mean profiles of earnings for different occupations, givenschoolng, ith the initially lower profile remaining higher after the cross-over, would suggest thar the choice of a job carries with it an implied
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choice of earnings profile. In that case, competition for jobs should tend
to equalize returns at the margin, with the result that there will he no net
advantage of one profile over the other for workers with similar tastes and
economic ability. Even this information would not indicate hat aIuL,unl
of on-the-job investment workers can elect once they have chosen a job.

Much of the remainder of this paper is devoted to developing and
testing a model that can indicate the maximum economic significance that
OJT could have by determining the extent to which there are systematic
differences in the growth rate of earnings with experience, and to develop-
ing an indirect test of the possible net effect on OJT. based on partial cor-
relations of earnings. There may, of course, be other reasons besides OJT
for differences in the slopes of earnings prohles, for example, differences in
ability or unanticipated excess demand for a parlicular occupation. Time
series data are not available, however, for a more complete specification
of the model by including personal characteristics, for example. which
may themselves he determined in part by previous investments in human
capitalso that it could be used to disentangle Oil effects from other dis-
tinct factors related to differences in the slopes of earnings profIles. Hence,
the dispersion in slopes described in this paper provides an upper bound
on OJT effects for the sample cohorts studied.

The simple model of earnings profiles illustrated in Figure I has

several implications for correlations of earnings from different points
along the profile. In the following discussion it is assumed that time peri-
ods i andj both lie in the time interval where the earnings profiles arc ris-
ing and that I <j. If i. j t, then r > 0. If either i or] is equal to r, r,7 =
o [in a degenerate sense, since the variance of t'(t) 0 in this model],
and ifi < t <j,r11 <0.

The model in this form is clearly inadequate for empirical work.
First, there is no t such that var = 0 and steadily increases as it
moves in either direction in time away from t,. Second, fragmentary evi-
dence suggests that cohorts of individuals who have the same schooling
attainment and who entered the labor force simultaneously have positive
earnings correlations for all relevant f's and j's. These empirical features
may arise because there ace substantial differences in the potential eco-
nomic capacity of people at the time the' enter the labor force, whereas in
the model, it is assumed that everyone has the same initial economic
ability. Variation in initial economic capacity can be formally incorpo-
rated into the model by assuming a distribution of earnings at crossover
time and by assuming further that those with the highest earnings at that
time have the highest tdiscountcd) lifetime earnings. It' the variance of this
earnings distribution is large enough, it could mask the simple patterns of'
earnings correlations implied by the initial OJT niodel. Last, there is pre-
sumably substantial residual variability in earnings that must be taken
into account.
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i'hese consjJera tions lead to the following statistical spceilicat ion ofthe (lineanied) earnings proh les:

(I) in . (ti U,

In this equation, x, represents earnings in period i, and time has hee1translated so that the crossover period 1. = 0. in, i, and u, are all random
varia bles. ii,, the earnings residual iii period i, is assumed to he ti I](()related with in and w for all L In is assumed to yield the iS[rifcm Ofearnings at the Crossover period i = 0) in the complete absence of U,, and
represents the distribution of earnings differentials due to differences it-ieconomic ability (or earnings potential) ot individuals beft)re they enterthe labor lorce; in is supposed to capture genetic and environmental ditferences in background as well as earlier investments in human capitalw determines the slope of the rising portion of the linearized earnings pro.file, and is the key element in this niodel, linking it ith the OJT hvpothesis: te is determined h individuals by their Occupation and the amount ofOJT they decide to acquire (to the extent that OJT is a ehoiee variablegiven the occupation an individual enters). If there are large, systenl;iticdifferences in the OJT obtained by ditieren t workers in a sample, thesediflrences should be reflected by a correspondingly large dispersion of thedistribution of it' for the sample members, in and it have no time subscript(1), since the' are assumed to he specific to the individual, and do riot varalong the early segment of the profile.

There is lttfc theor to guide us in speciling the statistical propertiesof the earnings residual, ii,, and in the following, I will assume that u,', - z,; y, is a random walk component

where , represents the independent
(nontransitory) random shock; a,, =0 ill j, and = if i = j. z, represents a transitory earnings residual inperiod i, and I asslinie a. = 0 if i and = a. if I

-
j Finall, a,a,.. = 0 for all I andj.

Some students of earnings profiles have assumed that changes inearnings along the profile can he represented b a random walk, hiehcorreponds to random but nontrai1sif()r factors that permaneritl changethe expected level ofearnirigs (e.g., see Fase 1970 lr extensive 'ork iththis model) The element v, captures this aspect The concept of "tratisi-tor)" 'arlatJojis (" h tc noise") in earnings (and income) has long beenused in the theoretical and econonletrie specitie;itio,i of earningsprofilesand z, represents this component It incorporates nlinor accidents iiicj-dental unen1pl)nient and the like, "hieh are assumed to exert an effecton earnii-igs for only a single period,

342



No assumptions have yet been made about o,,. , the covariance be-

tween the distribution of earnings at crossOVe time s. (tn the absence of
residual earnings variations arising from u ) and the distribution of slopes
ol the earnings profiles. It seems plausible that high-ability people v ill

have higher earnings a r than people of low ability and may also have an
earnings prohte with a steeper slope because of their capacity to acquire
certain job-related skills more rapidly. PrevioLiS work by Hause (1972)
provides some empirical evidence that a direct measure of' cognitive ability
(from test scores) is positively correlated with the slope of the earnings
profile. At the very least, it seems reasonable to assume o,,,. > 0, and I

maintain this assumption in the following discussion. If we had precise
knowledge of the crossover time, it would be possible to estimate this
covariarice directly from longitudinal data. However, it is impossible in
specification I to identify o,,, and t simultaneously.

The consequences of niisspecifying t,. can he determined from the
covarianee structure implied by (I). If the age at which crossover is as-
sitmed to take place is underestimated, then the estimate of o,,, would be
too small or even negative, and vice versa if the crossover age is over-

estimated.4
Although there is no direct way to observe i, Mincer (1974, p. 17)

has shown, for one particular specification of the on-the-job investment

1 wish to thank L. A. Lillard for simplifying the notation used n this derivation
and pointing out an earlier lapse:

X1. - r = 01 + (t - T) w + a

= (ni - rs) + tw + a

(21 = ?fl4 + i %t -f

Hence

var u u ['] =
,,,,, = var (m - ru) = a,,,,, - 2r,,,,, -+- r2ur,..,,

a,, a,,, = a,,,,

a,,,.,. = (7,,,,, -

and

(Yb) a,,,,, = a,,,,, + 2ri7,,,, -i-

(3d) = -

If the crossover is misspecilicd b underestimating the age at which it is zussunied to take

place. is positi\c. Equations 3 then imply that the covariatice matrix 01 residuals is
unchanged. as is the scalar However, the apparent crossover variance a,,, is

too large if r2 a > Given our assumption that a,,,, 0. this occurs > 2m. /
a,,,. (br r > 0), and is alss avs true if r < 0. Furiherniore. the apparent covariance 01
m and w, is too small (twin 3h). Indeed, a sutlicuently large underestimate of the
crossover age could make the apparent a,,., negative, even it the true a,,, 0. as

we assumed earlier. Conversely, if the crossoser age us overestimated (- negutisct. the

apparent a,,,, is too large.



funetiofl, that /r is an upper hound br 1., where r is the rate oi
returii oninvestment in Oil. The key ssuiflptR)fl in his derivation is that OJT in-vestment is a decreasing function Of time, and that current earning areequal to the sum of earnings obtainable it hout OJT plus the product orthe interest rate 111 ultiplied hr aeciiniu lated ho man capital and minus cur-rent investmeilt the sum of the last t o components is then Set equal tozero.

if the sample data include a direct nicasu re of ability as v. elI as timeseries data on earnings, correlations of estimated iiis with the directmeasure should be interpreted with caution because an error in specifyingi will lead to an error in estimating the "true" crossover rn's. Howeversince misspeciticatiofl of t will not affect it', neither will it al1ct correILions between w and directly measured ability.

3. ST1iS1lFAi TISTIa, OF TilI Oil HYPOThESIS
In this section two procedures are considered For determining thepossible existenCe and empirical significance of investment in Oil. Thelirst procedure is an extension of the test used for determining the patternof simple correlations of earnings wheni there arc no residual

variations inearnings or differences in ability. The second is an attempt to estimate thedispersion of the t''s from individual time series of earnings.

3.1 Testing Oil EJjects b' Partial Correlations of Earnings
In section 2, we considered the distribution of in as reflecting dif-ferences in economic ability that would he observed at I in the absence ofresidual earnings variation, U,. With that condition in mind, we look atthe partial correlation of earnings r,., , where i < t < k. If we think ofobserved earnings at t as nieasuring (with error) economic ability, thenwe would expect this partial correlation to be negative, in analogy with thesimple correlation of earnings. r < 0, for a cohort of

equakihility people,if i < i, < k. Since have no direct information on the precise year ofexperience at which t, occurs, we arc led to consider the sign of the partialcorrelation of earnings r ,, where i <j < k. This problem is equivalent todetermining the sign of the regression coefficient of x, in a regression of 5kon xand x1, which in turn depends on the sign of the determinant:
D = - j .

(T )
The earnings variance and covariances in I) can !'' decomposed intovariance and covariance components of in (economic hiliy), w (slope ofthe earnings profile), and u (the random disturbance in earnings) throughequation I. If we assume the random term is not present, then, as shov.nin Appendix A, D - - i)(k j). I) (and thus rkJ)
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is negative, unless m and w are perfectly correlated, in which case I) = 0.

This result follows front the assumption <. j k, and from the relation

a,. - = a,,,,,, a,,,, (I - r) > 0 (for r,, I). It verities the intui-
tive argument that r,5., shouki be negative by analogy with the condiuon

r,5 <. 0 if i <. z < k, when the variances 01 in and of residual earnings arc
zero, a conclusion that follows from the simplest OJT model illustrated in
Figure 1. The demonstration that r5.1 must be negative does iwl depend on

the existence of a central crossover time. Basically, it implies a systematic

difference in the parameters of the earnings profiles from individual to in-
dividual, which participants in the labor force are plausibly aware of '. hen

they make career choices. Nevertheless, we shall see that the crossover
feature of the Oil model is very useful for determining conditions under

which r.3 < 0 when random variations are present, which is certainly the

case in earnings data.5
Some restrictions on the autocovarianee structure of the earnings

residual, u,, are required to draw further conclusions about the deternii-

nants of the sign of r,5. when we allow br residual variations in earnings.
In the remainder of this section (3.1), 1 retain the assumption of section 2

that the earnings residual is the suni of a randorii walk. i,, and a "white
noise" component, z,. lii Appendix A I carry out the straightforward hut
slightly tedious calculation of determinant I) under this assumption, and
reach the following conclusions: (i) If there is no systematic dispersion in

the slopes of the eatnings profiles in this model, then o and a,,,, are both

zero, and r is positive. (ii) The presence of residual earnings variation

tends to make it more difficult to observe a negative r1, , and may over-

whelm this negative component of the OJT mechanism. (iii) Given what-

ever residual variation is present in the earnings data, a negative value for

TIk.j is more likely to be observed if earnings data can be obtained at the
crossover time, i,., and for a given number of years on each side of it.

In summary, I present a simple qualitative test for statistical evidence

consistent with the OJT hypothesis that systematic differences in earnings

profile slopes exist. The test is to determine whether the partial correlation

of earnings at three different experience levels (r,5.1) is negative. The only

component in our model that can generate a negative r5.1 is o,,,, the sys-

tematic variance of earnings profile slopes. Since the negative partial cor-

relation may be reduced or outweighed by variance components resulting

from random changes in earnings, attention is paid to earnings data char-

5The relevance of the crossover assumption when random earnings variations are

present becomes apparent if it is disregarded. and x = in + Lw + u, is interpreted as a un-
eariied approximation of deviations from the mean earnings profile, with i 0 for the time

individuals enter the labor force, and the iii's regarded as deviations of the intercepts of
the individual profiles from mean initial earnings. In this alternative framework. ver\ little

can be said a priori ahoui ihe sign or magnitude of c,,,,,. and there is no hint of hoss
i, j, and k might be chosen to increase the likelihood ofobserving a negative rlk.).
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a teristies required to cireuni \L'iI I th is problem as far aS P0SSIhle 'hUeseries data On inc vidual earnines or income are not ItInclaiit and amajor reason for developing this test is to provide a s a 01 Ve,if\jithether s steniatic differences iii earnines profile Slopes are prescri E whoiil fragnient:iry tinlu series are available (speeiliealI. earnin.
pOlUts ill tulle).

3.. 'Iesiingor 011 F//eels hi' Ec!iinating ak,.

If si 1'L:itls rich time series data on individual earnings ire avail-able, both the slope parameter of I he individual earnings profile, Ii, andthe constant, in, can he estimated Ironi the simple regr5çfl:

(I) U, . Ii'I U1

and the irii portanec' of' one or two standard deviations of t' in creatingearnings differentials ae ross individual earnings profiles is readily de-terniined Furthermore quantitative estimates of the potential enipiriejJSinificane of the OJT-gencrited
systematic diticrences in earnings profileslopes can he made, instead of only the qualita ivc test for Slope diller-enees Proposed in section 3.1 above The latter proeeduj-e leads to antipper-hound estimate of' the true standard deviat:on of w. The ind;vrd1fw's are estimated from short time series of earnings (in our work, sevenears), and thus contain signihcjri sampling variability The variance ofthese estimated it's is the suni of' the true Variance of' i a rid the varii,]eeof the sampling error. Since the sampling variance depends on the lengthof the indi idual time series of earnings, its si/c relative to the trucvariance of it' does not decrease as the number of individuals in the Sampleiflereas

0 alterna methods are considered fr obtaining reasonableestimates of a, the variance of the earnings profile slope paranieter Inthe first method, sample infrnitio,i oil the iUtoCOrarji,1ce structure ofthe earnings residual (u,) is exploited without imposing prior restrictionson that sirtieture Since economic theory provides very little guidance inthe selectk)n of such rcstrnetR)ils, the main advantage of th is approach isthat e avoid setting arbitrary ones, The main disadvantage is that it pro-"ides no basis for distinguishing between the Sanipling variance and truevariance of the iv's, In the second method a priori restrictions are imposedon the alitocot arianec structure of u, that are strong enough to identif\the true variance of the it'S
If the residual u,'s had Constant variance and no autocorrel.j(ionOLS (oruinary least squares) and GLS (generaj least squares) esti-mates of the nv's ould be identical But it is highls' unlikely that the UI'Swould have no autocorrelationi Hence GLS estiniates Should bc oh-tamed, Since the) have less sampling variance than other linear unbiased346



estimates of the n's, and this property is important in getting a plausible

upper-hound estimate of the true cr,
Regression equation I is leS5 ritten in vector form br the ith mdi-

v dual, with earnings ttnie series of length 1

= / hi -I- U1

1i 72 ?.i /it

where x1 is the time series of a person's ealil ings. / is the nonrandoni

iiliiI lix

H I ... I
1

[TTi.. .Tl1

and f3' = (m1 , wJ, the constant and slope parameters of the i th individ-
ual's earnings profile. It is assumed that the covariance matrix E(u, u) =

is identical for all individuals in the sample From a theorem by Rao,

approximate GIS estimates of the individual 's can he obtained h using

the empirical covarianec matrix of earnings

= (n - l) (x, - T)(x, -

in lieu of the true (unknown) covarianee matrix of the disturbances, i, in
the GLS calculation.6 Indeed, it is is not even necessary to estimate the

6RaO'S theorem. (l967 see also Norlén. 1975 and Appendix B to the present study)

slates the following: Let the covariance matrix ti have the form ti f t4t
hcre is an arbitrary symmetric positive definite matrix and i) i the true eovari:ince

matrix of the disturbances. Then (LS estimators x tb U and ti are the same A short prool
and other details are gixen in Appendix B. It follosxs from Rao's theorem that the
empirical covariance matrix of earnings U may be used for approximate G LS estinlates,

5! flee

= U + ZRn 1)i - - 13)17

where E(fl*) is the expected value of Q and 13 ix the mean of the 13's. llius L(U*) sat sties
the conditions of Rao's theorem.

For the formula for in the text, it is assunied that all observational vectors are
complete. Since the data base in most available time series on earnings or ifieoiflc is

modest, the computations cannot be restricted to complete observatiotis. When there are
missing observations, each element of U has the form

(y 1}(.v5 -
=

(n15

where the sum is only over the n15 observations for which x1, and .x are present (i is the

subscript for an individual), and the means and are also based on this same set
of observations. For simplicity, the slightly misleading but less cumbersome notation is re-

tained in the text even when there are missing observational elements. Hoxxescr. the

empirical matrix constructed from the incomplete obscrsations is riot necessarib positive

definite.
347



individual parameters and then to compute thet empirical
mitrix Instead, we may calculate this last matrix directly from the simple
expression (7' -'7)- fl right-hand Corner of iii is 2 x 2 Ulatrix
is our estimate of as,,, the variance of the profile slopes across ildivithials
while the upper left-hand corner gives an estim atI ol (j,,,,,, , the Variance
the individual regression constants at the crossover little

In the tbcerice of restrictions on , it is not possible to say ho
flinch

of the estimated variance of a, is due to thc trut. x-,iriance of w and
ho;s

much to sampling variation in ; all that can he said is that this
Procedure

provides a reasonable upper-hound estimate ol the true variance of ii The
lower-bound estimate of a,,. in the absence of restrictions is zero and is
attained if all the estimated variance is due to samplitig variation

In the alternative procedure, a priori restrictions are imposed oti fL I
have already shown that the expected value of the enipirical covariance ofearnings E(Q*) = + Z 4)7', where the components of the 2 x 2 matrix
4) are associated with the covariance matrix of the ,'s, i.e., = (ii - I )

i $,/;. Since is a T x T covariance matrix, and 4) is a 2 x 2 eovari-
ance matrix, 1 has at illOst (1' + 1)1/2 distinct parameters, the same
ii umber as in the empirical eovartance matrix, and '1' has at most three
distinct parameters. Thus, if enough restrictions are placed on the pararn-
eters of , it may be possible to identify the parameters of tJ), and Our
estimate of 4) would then he a reasonable estimate of the true covariarice
matrix of the earnings profile parameters. Our primary interest is in the
term in the lower right-hand corner of' the 4) matrix, since that parameter
is identified as the true variance a,,,

In particular, if the hypothesis is maintained that the disturbarce ii,
can be decomposed into a random walk with equal-sized increments , and
a constant-variance transitory disturbance z,, then l depends on two
parameters, a and a_. We then have

(7)
T1

= a,, R1 -t- 0.:

71n the enipiricat work in the folloirig Section, the dependent variahie is the devia-lion of an individuat's earnings in period t from niean earnings of sample nicmbers atperiod :. In that case, Itie means of the indjvjdtial pararlieters w, and m,, equalzero. The GE.S estimate of the parameters for ih ith individual is

ZIr '(xi -
In ni

approxunate GLS estimate, true tl is replaced by in this formula The empiricalCOarianee matrix of thc 's is (n - I Since

= (n - (x, - T)(x, -
by definition upon substitution of the (ILS estimate it'r 3 . (ii - I) -is obtatned as asserted in ihe text.



where R1 is the "random walk matrix'' whose if th element r, is the

smaller of the numbers (i, j) and l is the T x T identity matrix, with a
diagonal of l's. T bus the covariance matrix ol earnings depends on live
distinct parameters (the two from i and the three trom 1), and t is pos-

sible to identify o,,., itT > 3m section 4, I consider several other s;mpte
restrictions on the parameters of that make it posshle to estimate .

4. Ri.sutT.s iioi S1ATisTIc!. C,\icuATIONS FOR OJT Enu(r.s

The empirical results discussed here are based on cohorts of men.
Within each cohort, there is little variance in age (and presumably, in
years of post-school employment experience), and all the members have
the same level of schooling attainment. Most of the calculations reported
here utilize subsamples of the Swedish Low-Income Commission Study
(Laginkomstutredniflgefl LIU), for individuals born between 1936 and

1941. The schooling attainment subsamples include graduates of the
Swedish elementary school (/kilkskola) who terminated their formal ed-
ucatioil approximately at age 14, folkskola graduates who then had some
additional vocational training, graduates of secondary school (rea/skola),

and realskola graduates with additional vocational training. Samples for

gy?nnaswln graduates or those with academic or protssional degrees were
too small for study. Taxable income appears to be an adequate surrogate
for earnings for the segment of the earnings proille I analyzed. The taxable
incomes are divided b' the Swedish consumer price index, and the time
index on which the earnings regressions are calculated is based on age
rather than calendar year in which income was received. This procedure
neglects the possible effect of annual increases in labor productivity for the
Swedish economy. It is assumed this factor can be disregarded for seven-

year cohort data. It is also assumed that within schooling levels, age is a

good proxy for post-school employment experience. Taxable income data

for 195 1-1966 (except 1959) were obtained from official Swedish records.
The regression calculations were begun at age 22. Earlier than that, there
is enormous noise in the taxable income data because individuals with
schooling below university level usually fulfill their compulsory military

service when they are between 19 and 20 years old.

4.1 Diffi'rences in Earnings Profiles within Schooling A ttainineflt Classes

We consider first a series of alternative estimates of u, which is the
variance of the slope of the earnings (taxable income) profiles about the
empirical mean profile for the cohort of elementary school graduates in

the regression equation:

(I)'' = nl -4- ii' I H-

where is the empirical mean at time I.
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I

fIlE ct A of table I, a simpk 0 IS (tirdiiiarv least q1iares) rcgrc.j

was run for each individual and thi. nlLans arid st;tiitlard deviations of u

were calculated or all iiRIi' duals frtirii the estimated rcercsmori paranm_

eters. Only observitfituls for s limcli taxable income iii I he period cxcee(led

5,0(10 Swedish kronor (Ski) crc included. 1 he major dcte-t of 01.5 .

that it takes liD account of the e4)Variancc structure of u, and that leads
unnecessarily large errors ii! tile estimates of ni arid it' in the iridIVidu1jl re-

gressionS. As a result, the calculated Value of ii teiids to he e\agterat

Set B consists of three approx mate (i LS regressions based on Rat)5

theorem, using the empirical cOVariItnCe of earnings

In section 3 it was shown that E(t *) satisfies Raos theorem, it
artlued there that these estimates provide the basis for iii upper-hou
estimate for the Staildard deviation of mm' across mdi vtd uals, SiI)C it is not
possible to distinguish the samping variahilit of the estimated m%'' [q
'the variation of the trite mndivtdua I u's. I lowever. these estii)lates should
he superior to the OLS estini ates, SI11CC we expect the sampling Variance

of the estimated It'S to he less with GLS. In the three regreSsions in this set

it is required that individuals have respective taxable lt12Oil1C5 5,000 Ski
3.000 Skr, and > 0 Ski, in order to test whether a truncation point for

taxable income sermousls modifies v
In set C'. Four alternative restrictions are imposed on the eOvariarce

matrix of the disturbances, , in an attempt to distinguish between the
true variance of the individual profile parameters and the sampling
variance. In the first three cases it is assumed that u, is a simp!e moving
average of independent disturbances ,: in case ('I, At1: in ease ('2,

= X, + Or and in ease ('3, u, = At, + ü1 -- , . In each ease, is

assumed to be norniallv and independently distributed, with zero mean
and unit variance. In the last case, ('4, u, v, A z, where r, is a randoni
walk:

= -y: both , and z, are norniall distributed, independent.
and have zero mean and unit variance. The explicit form of for ('4 as

given in equation 7, with A! = IT:: and 2 a,,. The form of the covarance
matrix of earninis is assumed to he Z Z' + , where the 2 x 1 matrix 7
has already been given, following equation I '. The lower right-hand ele-
ment of the i' matrix, 1'22, is taken as the estimate of n , conditional on
the a priori restrictions on t

Th parameters ot 't' arid It ace estimated ri this siud hs t CIL'hteit OlS by rercIng
the 25 eternents ol the triangular portion 01 the ma1r\ (c\cludiIIu thoc abos c the principal
diagonal) on the correspond;ng elenierits ut the paramek'riied aiiern,itoes of /F!
The a eights arc the number oF obsersations available tor estimating such 'o ,Irianee termof tl'. I hi procedure for estinlating ill: set ( parameters i e treilmeis crude .,tnd amure
resc,irvh should atmenlpn io deselop niaxmflhiim likelihood estlinites of the restricted nmi'del.
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I
Ta ble contains the results obtained from th di fleren t CStiiiiafjg

procedures. The most important estimates for Eli is study are fr the
dard deviation of the earnings profile slope. it, Over iridivid 1II5. The dif_lrence between the OLS and correspon (hh1 C esti iflUes (first

tentries in Table I) is small, and it is uiilikei that it is 5ttIstit!!
cant at ntini significance levels for this cohort. I lo%ever, the GL.sestimate is the smaller of the two, as expected, since (ILS

FiloiC
than OLS. The level at which the income Series is tr tinicateci (set II esti-mates) makes little dificrence in the result.

The set C estimates tr xo. are all smaller than those for sets A anrj
B, again as expected, since the method by hich the sc C

estifliates areobtained is intended to result in a direct estimate of the true
Variance ofthe ii's by explicitly estimating the residual process parameters

I f in set B, we take one standard deviation of d iflrence in the profikslope for five yeals, for onl those with taxable iliCoflIe 5,000 Skr, s;obtain a change in relative incomes of 2,750 Skr empirically a substantj'ifdifference. However, this estimate is a reasonable upper hound,
because itincorporates the sampling variation in the i 's. The random walk estimateC4, provides a corresponding live-s car eflèct of 2.400 Sk r, svh ich is still afairly large empirical difference. Since the set (cstinnttcs attempt to allosfor sampling variation, the reader may find them more persuasi'e

Three sets of estimates of the standard deviation of the regressjoconstant are provided, corresponding to three ditlerent crossover ages,since, as was pointed out in section 3. the value of' the constant depends onthe origin of the time vector associated with taxable income. cor-responds to / = 0 at age 22. the first term in the
income profile dataused in these calculations There is rio basis for assu ruing that crossoeroccurs at this young age. Indeed, the estimated covariance of it and a,.&, is substantial and negative, contrary to other theoretical consider,jtions and direct empirical evidence that the correlation between abilityand the slope of the earnings profile is positive (see, e.g , Hause l972.In Table I, in correspon(js to crossover at age 24. and nz to age 27.Even for 0 at 24. the Covariance term is, itt1 one esception, negativein sets A and B, although it is very small (and prohabl not signiticantldilTerent from zero). 'This result may be inferred from the magnitude ofr. for sets A and II in the table. However for crossover at age 27. all thecoefficients are positive, and exceed 0 6.

Set C estimates of the standard deviatjns of m, n and are sub-stantially different from the corresponding A and II estimates This dif-ference may reflect identification problems in an adequate parametricspecification of In that case, it is very doubtful that the set C estimates
9One CompIicjm10 arises in the case in is hjh t i assunied io he itic ctmihnutionof a random siatk and a transltor'

dIsturhane Since the data d ni pick up the taab!e



of' vo,,,,, are relevant. It is interesting to note that the set C' estimateS of

r,,,, and r,,,.. change from negative values to large positive ones, as
i. is assumed to occur at ages 22. 24, and 27. respectively.'0

o Since the method used to estimate the set C' parameters is very crude

(see footnote 6), it is desirable to determine whether the estimated palitm-

S eters of the restricted residual covariance matrix are reasonable. The

it square roots of the estimated variance components of may he inter-

- preted as standard deviations of the random variables generating the in-

come disturbances. The contemporaneous transitory deviation varies from
1,320 Skr (second-order moving average model, C3 to 1,060 Skr (model

e with random walk and white noise, C4.° These two standard deviations

are 13.0 percent and 10.4 percent, respectively, of the mean income of ele-
mentary school graduates at age 26. Transitory income disturbances of
this magnitude seem possible for young male workers in this age interval.
/', the standard deviation of the increment of the random walk in C4,

is 660 Skr, which is 6.5 percent of nican income at age 26. Reasonably

enough, the transitory disturbance has a substantially liirger standard
deviation. That estimate of v' can be compared with one obtained by

Fase (1970), who reports a standard deviation of about 3.5 percent of
mean salary for elementary school graduates in his statistical study of
salaried white collar workers. Fase's estimates are based on data for two
adjacent years for white collar workers of all ages, and he assumes only a
random walk disturbance. Given his sample, it is not surprising that he
obtained a smaller estimate for v' for Dutch workers than mine. Still,
the Dutch and Swedish estimates are sufficiently similar and the size
plausible enough to suggest that the crude technique used For the set C

estimates yields reasonable results.'2

income piotik at the beginning of labor force participation. it seems piiusihlc that the

random walk for the initial data point will have already progressed to a level where the
variance from the first (and subsequent) years should augment 0 by jal I'. (In this for-

niula I is to he interpreted as a 1'-dimensonal column vcetOr of I's.) But p cannot he
identified, since ph cannot be distinguished from II. 1-lence the estimated
Cannot be assumed to he a good estimate across individuals of the variance of in. the con-

stant parameter in the regressions of (I ). in specification ('4.
iOu should be noted in passing that the estimated r,,,,, From ('4 is +0.98 it' the

true crossoser is assunied to occur at age 32. This value seems unreasonably high for the
correlation of the ability level ss ith slope. If crossover is assumed to occur at ages 25

or 26. more modest positive correlations arc obtained that seem more plausible for indi-

cating an estimate of crossover age.
The corresponding deviation for the white noise model (Cl) is I,2X Skr. and for

the first-order moving average model ( ('2t. it ,s 1270 Skr, The first-order lagged dev,at,on

for model ('2 is 570 St r for ('3, it is 660 Skr. The second-order lagged deviation for
(3 is 440 SkL

t2An unsuccessful attempt was made to compute similar estiniates for two additional
cohorts of individuals ssith higher levels of senooling attainment. The samples were very

small, and the GLS procedure yielded larger estimates of the profile slope variance than
the OLS estimates, This anomalous resitit is due to incomplete observations vectors for
computing the empirical eovariance matrix of earnings. Appendix B shows that the ditl'er-
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I

liiialls. s c C isilier a spriiikling of estimates of p;irtiil eliUielal,4)lieoclhcicnt5 of rrlconle or c rmi s, r0, , here the tune irideses salist theeuditifihi I / A A major I)iirl)Ose ol eetion .t t iii the (lI5Cii55iii ot
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variability in a single year. Crude estimates ol that elket can he oblaille(l

I using the Rocrs sample. Iii the model developed in seCtion 2, there arc

/two
factors that tend to make the standard deviation of the loearjthiii (11

discounted lifetime earnings smaller than the corresponding deviation for( I a single year. One is competitive behavior, Inch fends to equali,e th
Jcconomi returns from career -hoices With CjIfi1iIi'S profiles of 1ifkreiit

shapes, as exemplified by thc OJT model. The other is random variation in
the profile due to transitory fluctuations. The fatter becomes relativeh' less
important since it tends to he averaged out in the computation of dis-
counted lifetime earnings, which is a weighted average of single-year earn-
ings. The relative importance ol the two cannot he determined unless esti-mates of the Variance of the transitory component are available. Hoseverthe transitory random term is expected to he small in the Rogers sample
because it contains data on full-ti me, not actual, earnings. The main detCctof the sample is that the earnings data approximately span the ages from
29 through 44 years at five-year intervals. Although most members in the
sample had their civilian careers delayed because of military service duringWorld War II, a iiiuch better test of the potential Oil elIccts could hemade if earnings data were available beginning at age 25 for the college
graduates, and even younger for those with less schooling Specifically iexpect this data limitation reduces our ability to in fer compensator OJTeffects.

Table 3 contains some estini ites of the standard deviation of thenatural logarithm of earnings at ages 29 and 44, and the standard devia-

TABlE 3

I \'ARi.\fliiiy (IF AN ki. ANi) Dis(o(,rmn) I:i\l\(;5

Standarf E)eviat)J) ol
N a iu rat Log a ri thin ol F a rn logs

I)nscoun( (Cot. 4 LessNo. ol - Cot. 3)/Schooling Ohcerviiions (Age '- 29) tAge 44) 4, 8",, Cot 3Attainmeni (I) (2) (3) (4) (5) (6)
Non-h

graduak 55 .27High school graduut 115
Some College 50
ColtegcgradU1 63 351College graduate

(2 or Wore degrees) 46 627

Source: See Source note to Table 2 for ainpk 3

3S6

.254 .211 .214 17
57 .251 .279 21

.516 4t) .396 22
.452 .335 .323 26

.518 477
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5. Possinit; f:xlr\su)Ns
The crilpirictil results reported in the preceding Section provide evi-dence consistent s ith two impoi taut implications of' the OJT hvpoths5First, reasonable upper-hound estimates oFOJT effects 'erc obtained thatsuggest suhstttntjil systematic dispersion in earnings profile Slopes forss orkers in their ts enties, even alter controlling for edUcation;il attain-ment. Second. one sample provides evidence that discotii]te(f liftime earn-ings vary less thati single-year earnings, a finding compatible w ith thehypothesis that OJT has a compensatory effect on liftime earnings Bothfeatures reflect slgriilicant structure in earnings profiles that cannot hedirectl observed in cross-seetjo,ial data, and illustrate the importancethat longitudill data have for uncovering the covari)nee structure ofearnings. However, much remains to he done in vcriling and extendingthese results provide! appropriate longitudinal data sets that cover thelila cycle of earnings ntore completely. and that provide more lillornialionon personiI characteristics that aflet labor market produetvitIn the model developed in section 2, tile Parameter In uleasu re,s earn-ings at the erossovet- point in the absence of random s'a nation, and it 55,15assijilied that n is eorrehtted with ceononhic ability (earnings potential).

41t c ou !d ulso be useful to lest d reetl for positive cOrrelation ol the estjnt,itcdII'S kitli , peelllc measure of economic ahilit. A signhlientiil
positive retjlt sould helpexplain ni earlier finding (H use I 912) that the eI1ci of ahclit v on earn ilgs hec. oniesSironger with increasing job experience

Schooling

J aek k ic. 1st in) 4 te,
UI t.oiy n

I)ci. ccl

1 1II)-S4lllplL- i.'tliI)ite
ccl L.oc a

.\ttunritcnt 196c I lest 1 rccdOili J 965

Noii-h ig Ii- .chool
graduate -2.72

(0.18)
-3.10
(O.l$)

1.49 118 -2.74 -3 l2
High school

grad late --2.05
(0.18)

-2.52
(0.1$)

1.87 228 -2 1)6 -2 -t

Soiiie CIiIICL' -1.2$ -1.77 1(14 98
(0.30) (0.36)

(ollee graduate -1.57
(0.17)

-2.17
(0.1$)

2,35 124 - I 59 _2JL
College graduate

(2 or more
degrees)

- 1.30
(0.16)

- 1.46
(0.23)

0.57 - I 31
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It is not easy to test this assumption directly even if an adequate inde-

pendent measure of ability is available. The age at which crossover occurs,

i,, is not observable, and in the present study I interred this age h re-

quiring a modest, postuve cus arRilce of at and a. I as led to this by the

assumption, based on an earlier study of mine (1-lause 1972). that there is

a modest positive correlation between mcastircd ability and the slope ot
the earnings profile. Since the value computed for in depends on the age at

which crossover is assunied to take place, a test for the correlation of the

calculated in and independently measured ability does not provide a very

convincing test of my interpretation of in because the requirement that

be positive had already been imposed. The exact status of the cross-

over concept for future work is not very clear. To the extent that there is a

central tendency for earnings profiles to cross each other over a relatively

narrow interval ofjoh experience, the concept appears to he a convenient

construct. The results of the test for a negative partial correlation of earn-

ings as evidence of' OJT effects, developed in section 3. I indicated that the

crossover characteristic is useful for determining points along the earnings

profile where a negative partial correlatjon is most likely to occur, It
would be worthwhile to consider additional statistical procedures to char-

acterize the exteilt to which there is a central interval where the profiles

cross.
Another topic for future research is the relation of personal char-

acteristics to different earnings profiles. In most empirical work, earnings

or the logarithm of earnings for a single year are regressed on a set of ex-

planatory variables including sonic ft!nclion of' years of experience unless

the variance of the experience variable is very low in the sample. 1 hese re-

gressioli functions provide sonic insight into personal characteristics asso-

ciated with earnings. hut the)' do not take into account that these char-

acteristics define the potential earnings profiles available to individLials,

not just the earnings for a single year. For example, the availability of
financial resources to he invested in h unian capital or of personal ahilittes

are both characteristics that affect the kasible investment strategies by

affecting both costs and returns. A simple analogy with financial invest-
ments illustrates the point: Even if t o companies have the same earnings

per share, their price-earnings ratios can still differ greatly because in-
vestors' expectations about the prospects for future earnings are different

for each. Similarly, two persons whose earnings are the same at a pai ticu-

far time may have very different earnings prospects. However, the serial

correlation of personal earnings is presumably substantially higher than

The tendency for the ability coefficient to become stronger s ith work experience could

reflect a steeper slope of the earnings profile for those with greater ability, as is suggested

in the text, It is also possible that the profile of more able people continues to rise over

a longer interval of time as they successfully demonstrate their superior capaca) through

job performances and become elgihlc for further advancenieflt.

-; sg
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the serial correlation of cofllp:iny earnings: SO One VCilI of earnines data
for an individual may have greater prcdieiive power than one year of eoi
pany earnings.

A final problem that warrants more studs relates to the stroim
aSSumption that the covariancc structure of itsidua/ earnings (alter ex-
cluding OJT ability) is the same for all members of a given schooling
cohort. his presumably better to make this assumption than to carry out
the estimation of the earnings profile slopes as it nothing were known
about the covariance structure, which is the tacit assumption in OLS
estimation. Still, I expect there is some dil1reniee in the residual covari.
ance structure, depending on occupation, personal characteristics, or both
If sufficiently large samples are available, it would he desirable to eval-
uate the diflèrences that max' exist in the residual Covariaflee matrix. This
matrix is of great interest in its own right, since it is our estiniate of therisk and uncertainty in the earnings stream faced h' individuals once we
have accounted as thoroughly as we can for systematic structural eVolu-
tion of earnings the individuals may he able to predict.

Lni versus' of iIiii,u's011 Wj(/
AafUm(,/ Bu1r('(,j O/I(OüOtflj( Re.rearc/iSub,nic'/ /)ecnr / 973

APPFNI)IX A: rFC}INICAI. NOTES ON IESTIN(1 FOR OJT EFFEC IS
FROi PARTIAL. CORRELATIONS OF EARNINGS

Negative partial correlations of earnings (i.1, where i <j < k) pro-'ide evidence of systematic slope difFerences in individual earnings pro-files consistent with the Oil model. In this appendix I outline the formal
arguments that determine the conditions under which r,.1 < 0 is mostlikely to be observed. I commented in section 3.1 that the sign of r is de-termined by the sign of the determinant 0 = (a , O ,)where the a's denote variances and covariances of earnings in periods i,j, and k.

Given equation 1 in the main text for individual earnings, the covari-alice of earnings for periods g and h (which may he the Same), is
(A-I) = a, + gha + (g + /z)a +
where amm, ama, and q are the variances of ,n, w, and U,: a and

ghare the corresponding covarjances and the time origin is at the crossoverpoint, i, = 0. Substituting the terms from A-I into the determinant 0,we obtain

(A-2) D

(a) (a o - I - i)(k - I)

360
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-t- , -i- (1 - k) (j + A) - (1 ± i) rr, I

+ i,,
In the absence of random disturbances. u, only term a in equation

A-2 is nonzero, and the main text shows that this term is necesSaril)

negative unless there is perfect correlation between in arid w (or unless

o,. or mm is zero). It is necessary to impose some restrictiOnS on the

autOcoVafianCe structure o[the u,'s in order to deduce further conclusions
from equation A-2. In this appendix I assume that u, has the relative!)
simple structure u, = j', + z, where and Zh are uncorrelated for all

g and Ii, ', is a random walk, and :, is a white noise, i.e., has zero auto-
correlation. With this specification. "h = for g < Ii; r = ±

For the pure random walk, gVg < for g < Ii. tinder these as-

It was established that term a' is negative. ii' only the bite noise

disturbance z1 is present. then it is necessary to determine the effect of

component b' on the sign of U, and thus of r.1. The first term of the
coeflicient of SJ:. is o-,,, which is positive. II. i < j 0 < k, the sec-

ond term of this coefficient is negative, and achieves its maximum value

for a given time interval k when i and A are equidistant from t, i.e.,
when I I

= A. For these values of I and A, (I -i- A),. = 0. Thus the
opportunity of observing a negative rd., is enhanced if we have j = 0 and

= k. These circumstances should maximize the probability of detecting
the influence of OJT with a white noise.

On th other hand, if only the random walk disturbance ', is present.

then it is necessary to determine the eliect of component c' on the sign
of r1. In c', the coclilcient of o,. must be positive, since for a random

walk > for] > i. We have already indicated why is expected

to be positive. Thus, the second term of c' is expected to be positive. The

36!
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sumptions we obtain from equation A-2:

(A-2') I) =

(a') (r,,,c,,. 2j(j - i)(k - j)

(b') +ki,,,,., + ika,,,. + (I + k)iJmj 0rj

(c') +a[i(k - )1i + 1(1 - k)c.]

)-

ii

+ ff,.[(J -. k) i + (A

(di) +.1a:1r
St

"/,
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first term in e' is obviously negative ii / = 0 and I / A str()n1
assertion can he ruade about the first terni of c the uneorrelat.d nio111shoeks , that generate the random aIk hate constant varm,. Withthis dditnon1I asuniption the LL)elliciciit Oia in i is I(j i)(A / )as here i is the period of entr in to the labor force. ihis

C flieien i.clearf negative far t / / . k (rennem herini that 1) is flCttjv)
andthe magnitude of the coefficient is nlaximi,cd tr a given time intervalk - / ii k - j = j 1. Finally, the terni a, a., which i neeessiriIpositie, appears if both random ; :nlk and white noise distti rhancs arepresent.

This anafsns leads to the conclusion that the likelihoo(j of obser iii0 is greatest for a given time interval k -- / if' i t, =i = k. The obstacle to ohservin the negative partial correl:itjon steiihIroni the positive ternis

'm1.1, Uv,U::, and a,,,(k f)(a (7).
The last of these terms may not he ver tnnportan t if a,,, is small Itcan he observed directl from eq nation A-2' that if' there is no svstcniatjedispersion in the slopes of the earnins profiles, a and are both Ler,and rIk.) 0, COntrary to the implication oft he OJT part of the model.What if the autocorrelationi structure of u, assu rues sonic other form?It can he sho ii that as long as the log of the a Li tocorrela lion In nction isconvex, r1 0 if a = 0, n.e., if the profile slopes do not (filler svs-ten1atjejhl

A Pr'n\DI\ B: AN APpI.IcATON OF A TIIFOREM FOR Lt1.ARUNIIJASI.i) ESTISIAFION or R E(iRFSS1\ COr,:lj(I,. 'srsINT tiE (RRti.Fi;i) ('ASI:
By URBAN NoRI,:\

A a applc of a theorem by Rao (I 9671 hr generali,ed leastsquares (G l.S) estimation is shown to facilitate the Procedure far esti-mating a set of regression coellicients GLS estimation ill its Original forminvof es the disturbance covariafice matrix which is iink nowni here. WithRao's theorem as a point of departtire we select aniother covarianice matrixand Use it in place of the disturbance eovari ice matrix The replacementmatrix is selected froni a class of covariance matrices as given by thetheorem and ith the property that they all leave the (u.S esliniatcsUnaffected

I .

We consider the generalj, linear regressi,i in odd

1' = /3 +fi lwppj
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'er here F IS the observation vector on the dependent variable. / N a given
liii observation matrix on the independent variables of rank p( 1), is the
ith celor ol parameters to he estimated, and a disturbance ector: F has

the them vector and positive delirute covariance matrix

I'( i')

i: - /$)( ' - /iY =
respectively. We shtll he concerned with the (3 [S estimator

b = 7)

of$, which is the best linear unbiased estimator (BLUE) with covariance
iiatrix

E(h - - )' = (Z' '7)
One difficulty in employing this estimator is that the matrix must he
known, at least up to a tactor of proportionality. ih is knowledge is often
hard to get. in practice. therefore, this problem has olten led to use ol
the usually less efficient least squares (LS) estimator

60 = (ZZ)'Z'v
with covarianec iii atrix

E(h° - )(h° )' = (Z'Z) '/'Z(Z/y'
hich in general is larger than (5) in the sense that the difference het'seen

(7) and (5) is a positive definite matrix. In Some of these problem situa-
tions. however, the l'ollowing theorem by Rao (1967) may be used in ob-
taining (3 [S estimates of although the disturbance matrix still is un-
known. When 7 and i are ol full rank the theorem may he stated as
folIo w s.

THEOREM (Rao 1967): Let X be a T x - p) matrix of rank
T p such that X 7 = 0, and let 1* be a matrix of the torm

= - ZZ' + XIX'L

where and are arbitrary. Then the (3LS estimator with U is the
same as that for 1.

lithe matrix

A = I + Zi-'Z
is nonsingular, a simple proof of sufficiency may he given. Consider the
identity

il (p.iQ* J))*-i = (?Z/' +
Premultiplication by Z ' gives after simplification
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(II) = (I /Q /)/S2* I

i

Postni uitiplicatioii of (12) b Z. and in vertiliC

(7')* 7)-I = (7'l? 7) 1,
vh cli combined ith (12) establishes the reLition

(Zi* 7) Z'2 = (ZiZ) 'Z'
i.e., the G LS estimator with !2* and that br 2 are the same.

In passing we notice that air iniportant class ol covarianee matricesis defined h (8) ith = /. lor these covarjance matrices for G LSand OLS estimators are the same.

2. .-lpplicwio,,

In the application of Rao's theorem to the present stud the ob-served income iii at rix

= L (, ry

is used in place of for making Upproximac Ci l.S estimates The cx-peeled value of th is matrix

E(S) ' +

belongs to the eq uivalericc class (8) that 5% as shown to leave the (itSestimates unaffected
The expected differenCe in the "ariabjhit of the OLS and approxiniitGLS paranleter estimates can he shown analytically One measure of theditlrence is

D=1

= (Z'Zy'Z'SZ(y'/y! - ((Z'S'Z)
where h is the OLS estimate, given in equation (6), and b, is the approxi-mate GLS estimate of the rcgressjn coefficients for individual i. Thisnlatrix is in general a positive definite Iliatrix.
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