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Financial Frictions and Credit Spreads

Ke Pang and Pierre L. Siklos∗

Abstract

This paper uses the credit-friction model developed by Cúrdia and Woodford, in a series
of papers, as the basis for attempting to mimic the behavior of credit spreads in moderate
as well as crisis times. We are able to generate movements in representative credit spreads
that are, at times, both sharp and volatile. We then study the impact of quantitative easing
and credit easing. Credit easing is found to reduce spreads, unlike quantitative easing,
which has opposite effects. The relative advantage of credit easing becomes even clearer
when we allow borrowers to default on their loans. Since increases in default offset the
beneficial effects of credit easing on spreads, the policy implication is that, in times of fi-
nancial stress, the central bank should be aggressive when applying credit easing policies.
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Nontechnical Summary

In this paper we propose a strategy that incorporates credit frictions into what has come to be
known as the canonical model (e.g., Woodford (2003)). The model used by Cúrdia and Wood-
ford, in a series of recent papers, serves as the basis for attempting to mimic the behavior of
credit spreads during moderate as well as crisis times. Next, we consider some experiments to
determine the impact of two approaches to monetary policy making implemented during the
recent global financial crisis, namely, quantitative easing and credit easing. It is found that their
impact on credit spreads is dissimilar and this suggests that policy makers need to be able to
quickly identify the source of the financial shock if they are to successfully address extreme
stresses to the financial system. It is also worth noting that debt dynamics in the model are such
that total credit to GDP in the economy is not as persistent as it is in the realized data. Alter-
natively, we may wish to modify the intermediation cost technology to permit intermediaries
to fail, or households to default on their loans. Failing that, alternative proxies for the largely
unobservable intermediation costs should be considered. Changing the inflation target in the
version of the Taylor rule used here is another modification we could make. Finally, the current
exercise would be more meaningful still by asking whether, if the results derived here are taken
to the data, there is support for the interpretation of credit spreads put forward in this paper.
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1. Introduction

The financial crisis, which began in earnest in the summer of 2007, has exposed the need
for macroeconomic analysis to more explicitly embed imperfections, notably financial frictions,
into the canonical macro model that many academics and policy makers routinely employ in
policy analysis. While the weaknesses of the canonical model (Woodford (2003)) are well-
known (e.g., Goodhart (2008), Tovar (2008), Chari et al. (2009)), the profession has not yet
given up on this approach to the analysis of monetary policy.1 For example, Goodfriend and
McCallum (2007) show that an otherwise standard optimizing model, variants of which are
now the staple of models used by central banks in policy analysis, is capable of explaining
credit spreads. Understanding movements in these spreads, and their behavior in response both
to shocks and to policies, is considered to be a central element in modeling the role of financial
markets in the macroeconomy (e.g., see also Graeve (2008)). Moreover, it has been known for
some time that the credit channel plays a critical role in the monetary policy transmission mech-
anism (e.g., Bernanke and Gertler (1989, 1995)).Consequently, financial frictions, as reflected
in interest rate spreads, can also have large economic effects, as the ongoing financial crisis
clearly demonstrates.

Walsh (2009) points out that a good understanding of the “factors that generate movements
in spreads, or the degree to which these movements reflect inefficient fluctuations that call for
policy responses” still eludes us. In this paper we focus on trying to model the behavior of
credit spreads in a DSGE model with financial frictions. Financial frictions come in many
forms. One view is that creditors are reluctant to lend for fear of not being repaid. Another type
of friction shows up as spreads remaining high because debt is undervalued. Hence, lenders are
not making loans that they would otherwise have made. Either way, there is a cost associated
with the lending activity, such as the cost of initiating and monitoring lending activity, which is
assumed, for the purposes of this paper, to be reflected in the spread. It may be too much to ask,
of course, for a modified consensus model to be capable of fully replicating movements in actual
credit spreads. Even if we are reasonably successful in explaining a good deal of what moves
credit spreads during calm and turbulent times there is always the possibility that the events of
2007–2009 are unlike previous financial crises (e.g., see Cecchetti et al. (2009)). Indeed, recent
evidence (e.g., see Gilchrist et al. (2009)) highlights the fact that standard proxies for the credit
spread, such as the ones used in this paper, need not yield the greatest predictive power for future
economic activity. Nevertheless, it is also clear that monitoring and understanding movements
in credit spreads may well be an indirect contributing factor in proposals for reforming monetary
and financial policies going forward. For example, Siegel (2010) points out that markets were
indeed suspicious of the quality of mortgage backed securities and this was reflected in the
behavior of spreads between high quality mortgage securities and corporate bonds in advance
of the outbreak of the latest financial crisis. Therefore, while attempts to make the connection
between financial frictions and credit spreads are unlikely to be able to capture idiosyncratic
elements present in any financial crisis, the stylized model proposed in this paper can replicate
the kinds of sharp movements and volatility that were observed in some credit spreads that
policy makers have highlighted in describing the global financial crisis.

Figure 1 provides several illustrations of credit spreads, including the libor-ois spread high-
lighted by Taylor and Williams (2009). Also shown are the 10 year-3 month and the 3 month-
fed funds spreads, both of which are the staple of many macroeconomic analyses of the term
1 As Altig (2005) points out, not only do variants of the New Keynesian approach, whatever its faults, lie at the
core of models used by central banks, but also these models provide the necessary context to explain how monetary
policy is practiced.
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structure (e.g., see Melino (1988)). The Baa-Aaa and the prime rate-fed funds spreads have also
been used as indicators of financial stress since they tend to rise during recessions.2 In spite of
differences in the behavior of these spreads they all display certain common features, notably
large changes in the levels particularly beginning around 2008, reflecting the rising stress in
credit markets, culminating in sudden movements prompted by large shocks to the financial
system in the aftermath of the failure of Lehman Brothers.3

The aim of this paper then is to apply a simple macro model with financial frictions to replicate
actual movements in credit spreads. We adopt the basic credit-friction model developed by
Cúrdia and Woodford (2009a,b,c, 2010). However, we assume that the policy authorities use
an optimizing model where the policy instrument is adjusted so that the central bank effectively
hits a desired inflation rate at an appropriate horizon. The goal is reached because the central
bank operates on the basis of optimal policy projections which asymptotically approach a steady
state (see Rudebusch and Svensson (1999), or Svensson and Tetlow (2005)). As a result, the
policy instrument becomes an implicit function of current information. This keeps the model
tractable.

The assumptions in the Cúrdia and Woodford framework that agents are heterogeneous, that
credit frictions exist, and that central bank policies should be identified according to whether or
not the composition of its balance sheet is affected, are especially appealing under the current
circumstances. Nevertheless, a few other modifications to the Cúrdia and Woodford framework
are also introduced to enable us to focus more directly on the question of explaining movements
in a credit spread. In particular, we solve the model numerically (using a nonlinear method).
Also, actual time series for the exogenous driving forces are used to generate a time series pat-
tern for the simulated credit spread. More importantly, we add default risk to the model, in
recognition of the possibility that the financial market seizes up from time to time because there
is a change in loan default rates. Once the model is outlined, and its equilibrium conditions are
derived, we then ask two policy relevant questions. Can a simple credit-friction model explain
the credit spread observed in the data? To what extent are these spreads driven by the exoge-
nous shocks in our model or the intermediation costs that drive a wedge between borrowing
and lending rates? We next consider the following policy exercises: how can monetary policy
influence such spreads? More precisely, what are the qualitative differences between quantita-
tive easing (QE) and credit easing (CE) policies? According to Bernanke (2009), quantitative
easing amounts to actions that center on the liabilities of the central bank. In contrast, credit
easing policies focus on the composition of the asset side of the central bank’s balance sheet.
In the present context, credit easing takes place through an increase in the central bank’s direct
lending to households. Insights about the impact of quantitative easing are obtained by con-
sidering an injection of bank reserves. The results reveal that the short-run impact of credit
easing and quantitative easing policies are almost diametrically opposite to each other. In the
long run, however, the differences between the two policies are more modest, but they still favor
the credit easing policy. While a more conclusive policy assessment awaits further refinements
to the model, our results go part way to fulfilling one of the ’homework assignments’ Kohn
(2010), former Vice-Chair of the Board of Governors of the U.S. Federal Reserve, challenged
the profession to tackle in future. Our model also shows that quantitative easing need not be
inflationary, though this is likely because the inflation target in our model is always met and,
hence, is credible in the steady state.

2 Recessions are represented by the shaded areas in the various figures and the dates are from the NBER reference
cycle chronology.
3 The vertical dashed lines represent a demarcation point as some of the data used as inputs into the model to
simulate a credit spread are only available until 2004.
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The rest of the paper is organized as follows. Section 2 outlines the main features of the model.
The calibration exercise is detailed in section 3. Section 4 describes the solution and provides
an account of the model’s performance. Section 5 discusses the implications of quantitative
versus credit easing monetary policies. Section 6 concludes with a summary and suggests some
avenues for future research.

2. Model

Here we follow the basic structure of the Cúrdia and Woodford framework. The model is
mostly in line with the standard New Keynesian model, except that it features heterogeneous
households and inefficient financial intermediation.

2.1 Households

Households differ in their preferences. In a given period, each household can be one of the two
types, {b, s}, according to their impatience to consume. Type b households are more impatient
to consume than type s households. Each period, with probability δ (0 ≤ δ < 1), the household
remains the same type as in the previous period; with probability 1−δ, a new type is drawn, and
the household becomes type bwith probability πb and type swith probability πs (0 < πb, πs < 1,
πb + πs = 1).

Household i’s lifetime utility is of the form

∞∑
t=0

βt{U τt(i)[ct(i)]− V τt(i)[ht(i)]} (2.1)

where τt(i) ∈ {b, s} indicates the household’s type in period t. In equilibrium, type b house-
holds borrow, while type s households have positive savings in every period.

Households cannot directly borrow from or lend to each other. All financial contracting has to be
done through the financial intermediary sector. For simplicity, we assume that only one-period
riskless nominal contracts with the intermediary are available for either savers or borrowers.
To facilitate aggregation, we assume that households are able to sign state-contingent contracts
with one another on random dates to insure against both aggregate risks and idiosyncratic risks.
The implications of this assumption are spelled out in Cúrdia and Woodford (2009a,b,c, 2010).4

Two factors in this model (heterogeneous households and financial frictions) give a key role for
financial intermediation. At the same time, the model is still simple and tractable. We further
assume that the random dates on which households have access to insurance are the same dates
on which a new type is drawn. Thus, with probability 1−δ, household i has access to insurance
at the beginning of each period; after receiving the insurance transfer, the household learns its
new type, and then makes optimal decisions based on its type and its post-transfer wealth.

4 In essence, the impact is that households’ expectations about their marginal utility of income is identical, regard-
less of their borrowing or saving histories.
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Household i’s beginning-of-period (post-transfer) nominal net wealth At(i) is given by

At(i) = [Bt−1(i)]
+(1 + idt−1) + [Bt−1(i)]

−(1 + ibt−1) +Dint
t (i) + Tt(i) (2.2)

where Bt−1(i) is the household’s nominal net wealth at the end of period t − 1, [B]+ ≡
max(B, 0), [B]− ≡ min(B, 0). idt−1 is the one-period riskless nominal interest rate that savers
receive on their deposits at the beginning of period t from the financial intermediaries. ibt−1 is
the interest rate that borrowers need to pay to the intermediaries at the beginning of period t.
Dint
t (i) represents the distributed profits of the financial intermediaries received by household

i at the beginning of period t. Tt(i) is the net insurance transfer received by household i at the
beginning of period t. Note that for a household which has no access to insurance, Tt(i) = 0,
while

∫ 1

0
Tt(i)di ≡ 0.

Household i’s end-of-period nominal net wealth Bt(i) is given by the household’s budget con-
straint

Bt(i) = At(i)− Ptct(i) +Wtht(i) +Dt(i) + T gt (i) (2.3)

where Wt is the nominal wage rate in period t. Dt(i) is household i’s share in the distributed
profits of firms. T gt (i) is the net nominal lump-sum government transfer received by household
i in period t.

Each household i maximizes its lifetime utility (2.1) subject to (2.2) and (2.3). Household i’s
optimal labor-supply decision is given by the following intratemporal Euler equation

wtλ
τt(i)
t = V

τt(i)
h [h

τt(i)
t ] (2.4)

where wt is the real wage rate in period t, wt = Wt

Pt
, and λτt(i)t is the household’s marginal utility

of real income in period t, λτt(i)t = U
τt(i)
c [c

τt(i)
t ]. Moreover, a borrower’s optimal consumption-

borrowing decision is given by the following intertemporal Euler equation,

λbt = β
1 + ibt
Πt+1

{[δ + (1− δ)πb]λbt+1 + (1− δ)πsλst+1} (2.5)

while a saver’s optimal consumption-saving decision is given by

λst = β
1 + idt
Πt+1

{(1− δ)πbλbt+1 + [δ + (1− δ)πs]λst+1} (2.6)

where Πt+1 is the inflation rate between period t and t+ 1, Πt+1 = Pt+1

Pt
.

2.2 Financial Intermediaries

The financial intermediary sector is perfectly competitive. The technology of financial interme-
diaries is given by

dt = bt + Φ(bt) (2.7)
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where dt is the aggregate real deposit with the intermediaries at the end of period t and bt is the
aggregate real credit from the intermediaries at the end of period t. Φ(bt) represents the real
resources consumed by the intermediary sector. All intermediaries operate on the same scale.
The distributed profits of intermediaries are given by

Dint
t+1 = Pt[(1 + ibt)bt − (1 + idt )dt] (2.8)

Intermediaries, taking interest rates as given, supply credits to maximize their profit (2.8) subject
to (2.7). Let ωt denote the spread between deposit rates and lending rates

1 + ibt = (1 + ωt)(1 + idt ) (2.9)

The equilibrium spread is then given by

ωt = Φ′(bt) (2.10)

Clearly, it is the intermediation cost (credit friction) that drives the behavior of the spread.

2.3 Firms

There is only one good in the model. The goods sector is perfectly competitive. Firms, taking
goods price and wage rate as given, maximize their profits

Dt = (1− τt)PtYt −Wtht (2.11)

subject to an isoelastic production function

Yt = Zth
α
t , 0 < α ≤ 1 (2.12)

τt is the rate of a proportional tax on the firm’s revenue. Zt is the productivity shock. The
equilibrium real wage is given by

wt = α(1− τt)Zthα−1t (2.13)

2.4 Government

Government runs a balanced budget every period,

τt = gt + τ gt (2.14)

where gt is the government expenditure to GDP ratio, gt = Gt
Yt

, and τ gt is the government transfer

to GDP ratio, τ gt =
T gt
PtYt

.
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2.5 Monetary Policy

The monetary authority sets the policy rate (i.e., the deposit rate idt ) according to a Taylor rule:

idt = ı̄d
(

Πt

Π̄

)γπ (Yt
Ȳ

)γy
, γπ, γy ≥ 0 (2.15)

where X̄ = [Π, Y ] represents the targeted (steady state) level of the corresponding variable X .
Here, we focus on the steady state with zero inflation (Π̄ ≡ 1). γπ and γy reflect the stance
of monetary policy, and the relative importance that the central bank attaches to inflation and
output stabilization.5

2.6 Market Clearing Conditions

We close the model with the market clearing condition for the goods market

Yt = πbc
b
t + πsc

s
t +Gt + Φ(bt) (2.16)

and the market clearing condition for the labor market

ht = πbh
b
t + πsh

s
t (2.17)

2.7 Dynamics of Bank Credit

The aggregate real credit bt from the financial intermediaries is the state variable of this model.
It is important to understand how bank credit changes over time.

Integrating all borrowers in period t, their net beginning-of-period assets can be written as∫
Bt

At(i)di = −δPt−1bt−1(1 + ibt−1) + δπbD
int
t + (1− δ)πbAt (2.18)

where the aggregate beginning-of-period assets At of all households are given by

At = Pt−1[dt−1(1 + idt−1)− bt−1(1 + ibt−1)] +Dint
t (2.19)

Next, integrate all borrowers’ budget constraint,

Ptbt = −
∫
Bt

At(i)di+ πb(Ptc
b
t −Wth

b
t −Dt − T gt ) (2.20)

Substituting (2.7)-(2.9), (2.11), (2.14), (2.16), and (2.18)–(2.19) into (2.20), we have

bt = πbπs[(c
b
t − cst)− wt(hbt − hst)]− πbΦ(bt)

+
δ(1 + idt−1)

Πt

[bt−1 + πbΦ(bt−1) + πsbt−1ωt−1] (2.21)

5 Cúrdia and Woodford (2009c) conclude that monetary policy functions are not improved by adding a proxy for
the credit spread. The contemporaneous form of the reaction function is also consistent with the standard portrayal
of the Taylor rule. Under the setup of this paper a more forward-looking policy reaction function would not add any
additional insights to the conclusions about the relative differences between quantitative easing and credit easing
policies.
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2.8 Equilibrium

The equilibrium is defined as a set of quantities {cbt , cst , hbt , hst , bt, Yt, ht}, and a set of prices
{idt , Πt, ωt, wt}, that satisfy equation (2.4) for each type, and equations (2.5)–(2.6), (2.10),
(2.12)–(2.17), and (2.21) given the aggregate exogenous driving forces {Zt, gt, τt}.

3. Model Calibration

Households’ preferences are of the forms

U τ (cτt ) =
θτ (cτt )

1− 1
στ

1− 1
στ

, θτ > 0, στ > 0 (3.22)

V τ (hτt ) =
φτ (hτt )

1+ν

1 + ν
, φτ > 0, ν ≥ 0 (3.23)

where θτ and φτ are type-specific preference parameters. ν is the elasticity of labor supply.
στ is the intertemporal elasticity of substitution of each type of household. In particular, we
assume that borrowers are more willing to substitute intertemporally than savers, σb > σs.

The intermediation cost is assumed to take the following linear-quadratic form

Φ(bt) = φ1bt + φ2(bt − b̄)2, φ1, φ2 > 0 (3.24)

where φ1 can be interpreted as the unit cost of initiating and monitoring loans. Moreover,
ω̄ = φ1 in the steady state. The quadratic term captures the utilization cost of the financial
intermediary sector. It is conceivable that any country’s financial system has certain equilibrium
capacity. Running above or below capacity can, accordingly, be costly.6

The model is calibrated at an annual frequency. We set δ = 0.9 so that the expected time until
a household has access to insurance is 10 years. We assume that there are equal numbers of
borrowers and savers, πb = πs = 0.5. In addition, we calibrate the discount factor β so that
the annual deposit rate is 4%. Normalizing φs to unity, φb is calibrated so that the two types
of households work the same amount of time in the long run, h̄b = h̄s. Furthermore, φ1 is
calibrated so that the steady state credit spread is 2%.7 Finally, we calibrate the preference
parameters θb and θs so that the steady state debt to GDP ratio is 80%.8

Actual time series of the exogenous driving forces {Zt, gt, τt} are constructed using data from
Chen et al. (2008).9 Figure 2 plots the actual series of these driving forces over the 1960–2004
6 Cúrdia and Woodford (2009a,b,c, 2010) assume that Φ(bt) is a convex function of the outstanding credit, i.e.,
Φ(bt) = φbηt , φ > 0, η > 1. There are two drawbacks to this assumption. First, to generate the type of
movements of spreads observed in the data, η has to be very high, i.e., η = 51.6 in their benchmark calibration
(the results are not shown but are available on request). Second, spreads have to be positive in the steady state. In
contrast, a linear-quadratic intermediation cost allows us to calibrate the model to any long-run level of the credit
spreads (even negative numbers), and, at the same time, replicate the dynamics of spreads using a much simpler
and more intuitive functional form.
7 For example, the mean credit spread between the yield on 10-year U.S. government bonds and 3-month Treasury
bills is 1.84% between 1984 and 2009. The year 1984 is chosen to avoid including the period when monetary
policy procedures changed at the Fed during Paul Volcker’s chairmanship of the FOMC.
8 W.l.o.g., the steady state (potential) output is normalized to unity (Ȳ ≡ 1).
9 We have used data from other sources, and the results are robust. Z̄ is always normalized to unity, Z̄ ≡ 1. To
obtain the TFP levels data we arbitrarily create an index set to 1 in 1959. We apply an HP filter to the log level
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period for which data are available. We set their steady state values at the corresponding sample
means. Table 1 provides the full list of parameters in the benchmark case. Notice that we have
set φ2 = 1. The results are robust to the choice of φ1 and φ2 (see the appendix for sensitivity
analyses).

Our strategy is to compute the transitional dynamics of the credit-friction model, given the
initial deposit rate (id0) and the initial level of private debt (b0). We obtain our solution by
numerically solving a system of non-linear equations. The baseline model can be reduced to a
minimum of eight endogenous variables {cbt , cst , hbt , hst , bt, idt , Πt, ωt} with eight associated
equilibrium conditions in each period. We allow 200 periods for the economy to converge to
the steady state. We stack all the 1,600 equations together and solve the resulting system for
the 1,600 unknowns. The sparsity of the Jacobian matrix makes solving such a big nonlinear
system practical. We calculate the close-form Jacobian and use the large scale algorithm of the
‘fsolve’function in Matlab to solve the model.

4. Solution of the Benchmark Model

We now show our basic numerical results. We report five sets of results: (1) the benchmark
case with all exogenous driving forces; (2) only TFP and all the other shocks set to their steady
state values; (3) all except TFP shocks; (4) only firm revenue tax shocks; (5) only government
expenditure shocks.

Figure 3 plots the model-generated credit spread against the observed spreads between the ten-
year government bond yield and the three-month government bond yield (upper left panel),
between the three-month government bond yield and the federal fund rate (upper right panel),
between the prime rate and the federal fund rate (lower left panel), and between the Moody’s
Baa and Aaa rated corporate bond yields (lower right panel). Recall that, in our setup, we can
simply change the shift parameter arbitrarily to facilitate matching the mean levels of the sim-
ulated and realized spreads. Hence, it is a simple matter to modify the simulations to lower
it from the steady state of 2% to some other historical average. For example, the simulated
spread could be reduced by a constant factor so that it overlaps the spread between three-month
government bonds and the fed funds rate (top right panel of Figure 3). Nevertheless, to ensure
comparability across estimates of the spread we retain the 2% steady state assumption through-
out. The baseline model does a good job of explaining the first two types of spreads. Indeed,
simple regressions (see Table 2) of the actual spreads on the simulated spread suggest that a
1bp rise in the latter raises the actual spreads by about 0.59 bp. The model not only mimics
the variability but also is able to account for the level of the ten-year - three-month spread. The
model is less successful in replicating the behavior of the other spreads shown in the figure
except possibly for the volatility in the three-month - fed funds spread. The simulated spread
is inversely related to the actual spreads between the prime rate and the federal fund rate and
between the Moody’s Baa and Aaa rated corporate bond yields (although not statistically sig-

of the TFP data (using a smoothing parameter of 100) before obtaining deviations from trend. Other proxies for
TFP are available but these tend to be less closely related to output growth. An additional complication arises due
to the fact that the treatment of capital differs across measures and the Chen et al. proxy maybe more suitable in
modeling an economy with a financial system.
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nificant in the former). There may be institutional factors not properly captured by the model
which can partly explain this result.10

Figure 4 plots the model-generated credit spread with respect to the data when we only use the
TFP series as exogenous drivers. In this and the following counterfactual experiments, the other
exogenous variables are held constant at their mean levels during the sample period, which are
also their assumed steady state levels. Figure 5 plots the model-generated credit spread with
respect to the data when all exogenous variables except TFP series are used. Figure 6 plots
the model-generated credit spread with respect to the data when only firm revenue taxes vary
over time. Finally, Figure 7 plots the model-generated credit spread with respect to the data
driven by government expenditures. These figures reveal that, even though as shown in Ta-
ble 3 TFP shocks are the most important, followed by tax shocks, all shocks are necessary to
explain the levels and the variability in credit spreads. As Jermann and Quadrini (2009) have
also reported, productivity shocks alone can only partially explain changes and the volatility of
spreads. Therefore, either separate shocks matter at different times in generating sharp move-
ments in credit spreads or a complex combination of shocks is required to replicate the behavior
of credit spreads. If the latter is the more accurate description this merely confirms the adage of
many central bankers, namely the need to look at everything rather than attempting to react to a
single event or shock, even if it can be correctly identified.

5. Credit Easing versus Quantitative Easing

This section explores two other dimensions of central bank policy in addition to the conventional
monetary policy (interest-rate policy/Taylor rule). When a credit policy is adopted, the central
bank will choose the quantity of funds to lend to households. An increase in the central bank’s
direct lending to private agents is considered to be akin to a credit easing policy. Since a central
bank normally does not lend to households, at least not directly, this is how ’unconventional’
monetary policy is practiced in our model. A pure (narrowly defined) credit easing policy is
one that changes the central bank’s asset composition while keeping the size of the balance
sheet unchanged. Central banks typically reduce the holding of conventional assets (treasury
securities) or receive treasury deposits to hold more unconventional assets (credit to the private
sector). Note that credit easing is effectively a form of a fiscal policy pursued by the central
bank. It is independent of the interest rate policy or other kinds of unconventional monetary
policies.

A pure (narrowly defined) quantitative policy is one that changes the size of the central bank’s
balance sheet while keeping its portfolio structure unchanged. Until recently, most central
bank assets have been “Treasuries only”. Central banks expand or reduce high-powered money
(reserves plus currency) through open market operations (buying or selling treasury securities),
which essentially fine-tunes the policy rate. The ability to vary the size of the central bank’s
balance sheet without affecting the policy rate guided by a Taylor rule or once the policy rate
reaches the zero lower bound, is acquired by paying interest on reserves. This gives a floor to
the policy rate and allows central banks to adjust bank reserves for reasons other than targeting

10 While changes in the prime rate are invariably tied to those in fed funds, they can be, and frequently are, changed
by individual banks according to other criteria. Since the early 1990s the 3% premium of the prime rate over fed
funds is a departure from its previous behavior, perhaps reflecting the improved transparency in how the fed funds
rate is set and changes in it are publicly communicated. Nevertheless, at the end of the sample, the simulated and
the realized spreads are approximately the same.
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the policy rate. More importantly, it strengthens the quantitative policy by providing an exit
strategy such that central banks are able to increase the policy rate to contain inflation even
when they have a greatly expanded balance sheets.11

Taking the decisions of credit easing and quantitative easing as given, we focus on studying
the impacts of such policies both at the steady state and in periods of financial stress (when the
economy is hit by a financial shock modeled as an increase in default risk).

5.1 Credit Easing

Here, we modify the benchmark model by allowing the central bank to lend to borrowers di-
rectly. Total credit in the economy is given by

bt = Lt + Lcbt (5.25)

where Lt is the quantity of real loans made by intermediaries. Lcbt is the quantity of real loans
issued by the central bank. The profit maximization problem of the financial intermediaries
becomes

Max Dint
t+1 = Pt[(1 + ibt)(1− χt)Lt − (1 + idt )dt] (5.26)

s.t. dt = Lt + Φ(Lt) (5.27)

where Φ(Lt) = φ1Lt + φ2(Lt− L̄)2. χt is the default risk. In each period, banks lose a fraction
χt of their loans. Higher χt means higher risk of default (i.e., more uncertainty in the financial
market). For simplicity, we assume that χ̄ = 0 and L̄cb = 0 in the steady state. The equilibrium
spread can be rewritten as

ωt =
Φ′(bt − Lcbt ) + χt

1− χt
(5.28)

Additionally, we assume that central bank lending also consumes real resources. In particular,
Φcb(Lcbt ) = ψLcbt . It is rather difficult to measure intermediation costs, especially the cost
of central bank initiated intermediation. These costs are most likely not directly observable.
However, it is reasonable to think that the marginal cost of central bank lending is at least the
same if not higher than that of the private intermediaries (ψ ≥ φ1) due to lack of experience and
financial expertise, among other factors that may determine these costs. As a result, the goods
market clearing condition becomes

Yt = πbc
b
t + πsc

s
t +Gt + Φ(Lt) + Φcb(Lcbt ) (5.29)

Furthermore, the dynamics of bank credit are now given by

bt = πbπs[(c
b
t − cst)− wt(hbt − hst)]− πb[Φ(bt − Lcbt ) + Φcb(Lcbt )]

+
1 + idt−1

Πt

[bt−1(1 + ωt−1)(πb + δπs) + δπbΦ(bt−1 − Lcbt )

+ δπb(bt−1 − Lcbt−1)− πb(1 + ωt−1)(1− χt−1)(bt−1 − Lcbt )] (5.30)

The other equilibrium conditions are the same as before.
11 The foregoing definitions correspond to Bernanke’s (2009) differentiation of quantitative versus credit easing
policies. Moreover, the definition of quantitative easing appears to correspond to the Bank of Japan’s monetary
policy during the 2001–2006 period (e.g., see Shiratsuka (2009)).
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5.2 Quantitative Easing

We now introduce bank reserves into the baseline model. Quantitative easing typically refers
to an increase in the monetary base which, in principle, provides the necessary liquidity to
boost private lending through deposit expansion. Following an injection of reserves in the
banking system, private banks need to decide how many loans to issue and reserves to hold
while taking interest rates as given. In this case, the total credit in the economy is still bt. The
profit maximization problem of the financial intermediaries becomes

Max Dint
t+1 = Pt[(1 + ibt)(1− χt)bt + (1 + imt )mt − (1 + idt )dt] (5.31)

s.t. dt = bt + Φ(bt)− (Rcb
t −mt) (5.32)

where Rcb
t represents the injection of bank reserves. mt is the amount of reserves held by the

banks and imt is the interest paid on the reserves. For simplicity, we assume that R̄cb = 0 in
the steady state. It is easy to see that the optimal holding of reserves equals zero, mt = 0, as
long as the interest paid on reserves is no greater than the interest paid on deposits, imt ≤ idt .
Intuitively, banks will use up their reserves first in this case because financing loans using
reserves is cheaper than using deposits. As a result, the equilibrium spread can be rewritten
as

ωt =
Φ′(bt) + χt

1− χt
(5.33)

Moreover, the dynamics of bank credit become

bt = πbπs[(c
b
t − cst)− wt(hbt − hst)]− πbΦ(bt)

+
1 + idt−1

Πt

{δbt−1(1 + ωt−1) + δπb[Φ(bt−1)−Rcb
t−1]

− πbbt−1Φ′(bt−1) + (1− δ)πbbt−1ωt−1} (5.34)

The other equilibrium conditions are the same as before.

5.3 Policy Assessment

We now consider the impact of various central bank policies on credit spreads. The results are
shown in Figures 8 through 12. The vertical axes are expressed in percent as deviations from
the steady state values for the parameters in question (see Table 1).

Figure 8 plots the impulse responses following a one-time increase in central bank credit at
the steady state, measured as 1% of steady state credit, Lcb = 0.01b̄. This is the equivalent
of credit easing in our model. Spreads (ω) are reduced, at least in the first period, as is the
borrowing rate from intermediaries (ib). Although the spread rises in period 2, before returning
to the steady state, the cumulative effect remains a fall in the spread. How effective is credit
easing? For example, the impulse responses suggest that a 5% increase in central bank lending,
relative to the steady state, can wipe out a 2% credit spread. It is instructive to compare, for
example, the labor - ois spread plotted in Figure 1 against a summary of changes in the U.S.
Fed’s balance sheet (shown in the appendix). The largest reduction in this spread takes place
almost simultaneously when the credit easing policies of the Fed reached their zenith. Total
credit increases by over 0.7% in period 1, but central bank lending to private agents crowds out
some of the private credit (i.e., L decreases).
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Figure 9 plots the impulse responses following a one-time injection of bank reserves at the
steady state, measured as 1% of steady state credit, Rcb = 0.01b̄. This is the quantitative
easing policy in our framework. Unlike credit easing, quantitative easing initially raises the
credit spread by a modest 4% (that is, from 2% to 2.09%), although, after three periods, the
cumulative impact of a quantitative easing policy is also reflected in a small reduction in the
spread. Nevertheless, it is worth noting that the impact of a credit easing policy is almost five
times larger than for quantitative easing. Under quantitative easing the rise in the debt-to-GDP
ratio is far smaller than under credit easing. Finally, aggregate deposits (d) also suffer from
a fall and this is reflected in borrowing rates (ib). Clearly, the impacts of quantitative versus
credit easing on credit spreads are very different. More strikingly, total credit in the economy
increases in both cases at the beginning, but quantitative easing leads to a sharp contraction in
credit after the first period.

Next, we consider the impact of a financial shock, defined in terms of a change in the loan de-
fault rate, and the policy implications thereof. Figure 10 plots the impulse responses following
a one-time increase in the default risk at the steady state, χ = 0.01. Worrying that households
may default on their loans, banks lend less (by over 0.5%). Notice that a modest rise in de-
fault risk leads to sharply higher credit spreads. Not surprisingly, of course, borrowing rates
also rise. Aggregate deposits and credits, nevertheless, fall. Figures 11 and 12 consider how the
credit and quantitative easing policies fare when there is a default risk shock. We find that credit
easing is no longer as effective as when default risk remains at the steady state (see Figure 8).
Indeed, after three periods, the net effect of the default risk shock is virtually zero. This sug-
gests that, for credit easing to be an effective policy under the circumstances, the central bank
has to implement it in a very aggressive fashion. Turning to quantitative easing, spreads are
now higher. Hence, it now seems clear that quantitative easing is inappropriate when financial
markets are under stress. Moreover, a quantitative easing policy has the effect of producing a
reduction in credit in the economy. Further, robustness tests (shown in the appendix) demon-
strate that the foregoing conclusions are unchanged even when we change the cost of central
bank intermediation.

6. Conclusions

This paper has considered some of the challenges faced by the standard optimizing model that
macroeconomists and central banks use to assess the implications of various policies. In par-
ticular, we propose a strategy that incorporates credit frictions into what has come to be known
as the canonical model (e.g., Woodford (2003)). The model used by Cúrdia and Woodford, in a
series of recent papers, serves as the basis for attempting to mimic the behavior of credit spreads
during moderate as well as crisis times. We are able to generate movements in our representative
credit spreads that are, at times, both sharp and volatile. Next, we consider some experiments
to determine the impact of two approaches to monetary policy making implemented during the
recent global financial crisis, namely, quantitative easing and credit easing. It is found that their
impact on credit spreads is dissimilar and this suggests that policy makers need to be able to
quickly identify the source of the financial shock if they are to successfully address extreme
stresses to the financial system. In other words, while the model is able to generate different
predictions about the short-term effects of pursuing quantitative versus credit easing policies,
and their effectiveness at influencing spreads in the desired direction, the simulations are infor-
mative about the root cause of a financial crisis only if it arises from a change in the loan default
rate. Clearly, experimenting with different types of financial shocks might well permit a more
precise diagnosis of changes in certain spreads. It is also worth noting that debt dynamics in
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the model are such that total credit to GDP in the economy is not as persistent as it is in the re-
alized data. Alternatively, we may wish to modify the intermediation cost technology to permit
intermediaries to fail, or households to default on their loans. Failing that, alternative proxies
for the largely unobservable intermediation costs should be considered. Changing the inflation
target in the version of the Taylor rule used here is another modification we could make. For
example, there is evidence that a more robust rule is obtained if changes in the output gap, or
the rate of change in output, replace the level of the output gap. Finally, the current exercise
would be more meaningful still by asking whether, if the results derived here are taken to the
data, there is support for the interpretation of credit spreads put forward in this paper.
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Appendix

Table 1: List of Parameters - Benchmark

α 0.75 β 0.9512
ν 0.1 φb 1.2177
σb 12.5 θb 2.3044
σs 2.5 θs 1.6937
γπ 1.5 φ1 0.02
γy 0.5 φ2 1
φs 1 Z̄ 1
δ 0.9 ḡ 0.15
πb 0.5 τ̄ 0.3
πs 0.5

Table 2: Simple OLS Tests - Benchmark

ω10y3m ω3mfed ωpfed ωba
ω .585 .5861 −.06415 −.2089

(0.041)∗∗ (0.000)∗∗∗ (0.803) (0.043)∗∗

constant .2939 −1.7323 1.9752 1.4045
(0.612) (0.000)∗∗∗ (0.001)∗∗∗ (0.000)∗∗∗

Table 3: Pairwise Correlations - Benchmark

ω ωtfp ωτ ωg
ω 1

ωtfp 0.8924 1
(0.0000)∗∗∗

ωτ 0.8042 0.4577 1
(0.0000)∗∗∗ (0.0016)∗∗∗

ωg −0.1034 −0.2904 0.0402 1
(0.4992) (0.0530)∗ (0.7934)
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Figure
10:D

efaultR
isk

1
2

3
4

5
6

7
8

9
1

0
−

1 0 1 2 3 4 5 6 7 8 9

 

 

∆
 ω

/ω
*
1

0
0

1
2

3
4

5
6

7
8

9
1

0
−

0
.5 0

0
.5 1

1
.5 2

2
.5 3

 

 

∆
 i b

/i b
*
1

0
0

1
2

3
4

5
6

7
8

9
1

0
−

0
.6

−
0

.5

−
0

.4

−
0

.3

−
0

.2

−
0

.1 0

0
.1

 

 

∆
 d

/d
*
1

0
0

1
2

3
4

5
6

7
8

9
1

0
−

0
.6

−
0

.5

−
0

.4

−
0

.3

−
0

.2

−
0

.1 0

0
.1

 

 

∆
 b

/b
*
1

0
0

See
notes

to
Figure

9.D
efaultrisk

is
zero

atthe
steady

state.



Financial Frictions and Credit Spreads 29

Fi
gu

re
11

:C
re

di
tE

as
in

g
Fo

llo
w

in
g

A
D

ef
au

lt
R

is
k

Sh
oc

k

1
2

3
4

5
6

7
8

9
1

0
−

1
5

−
1

0

−
505

1
0

1
5

 

 

∆
 ω

/ω
*
1

0
0

1
2

3
4

5
6

7
8

9
1

0
−

5

−
4

−
3

−
2

−
101234

 

 

∆
 i

b
/i
b
*
1

0
0

1
2

3
4

5
6

7
8

9
1

0
−

1

−
0

.8

−
0

.6

−
0

.4

−
0

.20

0
.2

0
.4

 

 

∆
 L

/L
*
1

0
0

1
2

3
4

5
6

7
8

9
1

0
−

0
.0

50

0
.0

5

0
.1

0
.1

5

0
.2

 

 

∆
 b

/b
*
1

0
0

Se
e

N
ot

es
to

Fi
gu

re
9.



30 Ke Pang and Pierre L. Siklos

Figure
12:Q

uantitative
E

asing
Follow

ing
A

D
efaultR

isk
Shock

1
2

3
4

5
6

7
8

9
1

0
−

1
0

−
5 0 5

1
0

1
5

 

 

∆
 ω

/ω
*
1

0
0

1
2

3
4

5
6

7
8

9
1

0
−

2

−
1 0 1 2 3 4 5

 

 

∆
 i b

/i b
*
1

0
0

1
2

3
4

5
6

7
8

9
1

0
−

1
.6

−
1

.4

−
1

.2

−
1

−
0

.8

−
0

.6

−
0

.4

−
0

.2 0

0
.2

 

 

∆
 d

/d
*
1

0
0

1
2

3
4

5
6

7
8

9
1

0
−

0
.5

−
0

.4

−
0

.3

−
0

.2

−
0

.1 0

0
.1

0
.2

 

 

∆
 b

/b
*
1

0
0

See
N

otes
to

Figure
9.



CNB WORKING PAPER SERIES 
15/2010 Ke Pang 

Pierre L. Siklos 
Financial frictions and credit spreads 

14/2010 Filip Novotný 
Marie Raková 

Assessment of consensus forecasts accuracy: The Czech National 
Bank perspective 

13/2010 Jan Filáček 
Branislav Saxa 

Central bank forecasts as a coordination device 

12/2010 Kateřina Arnoštová 
David Havrlant 
Luboš Růžička 
Peter Tóth 

Short-term forecasting of Czech quarterly GDP using monthly 
indicators 

11/2010 Roman Horváth 
Kateřina Šmídková 
Jan Zápal 

Central banks´ voting records and future policy 

10/2010 Alena Bičáková 
Zuzana Prelcová 
Renata Pašaličová 

Who borrows and who may not repay? 

9/2010 Luboš Komárek 
Jan Babecký 
Zlatuše Komárková 

Financial integration at times of financial instability 

8/2010 Kamil Dybczak 
Peter Tóth 
David Voňka 

Effects of price shocks to consumer demand. Estimating the 
QUAIDS demand system on Czech Household Budget Survey data 
 

7/2010 Jan Babecký  
Philip Du Caju 
Theodora Kosma 
Martina Lawless 
Julián Messina 
Tairi Rõõm 

The margins of labour cost adjustment: Survey evidence from 
European Firms  

6/2010 Tomáš Havránek 
Roman Horváth 
Jakub Matějů 

Do financial variables help predict macroeconomic environment? 
The case of the Czech Republic 

5/2010 Roman Horváth 
Luboš Komárek 
Filip Rozsypal 

Does money help predict inflation? An empirical assessment for 
Central Europe 

4/2010 Oxana Babecká 
Kucharčuková  
Jan Babecký 
Martin Raiser 

A Gravity approach to modelling international trade in South-
Eastern Europe and the Commonwealth of Independent States:  
The role of geography, policy and institutions 

3/2010 Tomáš Havránek 
Zuzana Iršová 

Which foreigners are worth wooing? A Meta-analysis of vertical 
spillovers from FDI 

2/2010 Jaromír Baxa 
Roman Horváth 
Bořek Vašíček 

How does monetary policy change? Evidence on inflation 
targeting countries 

1/2010 Adam Geršl 
Petr Jakubík 

Relationship lending in the Czech Republic 

15/2009 David N. DeJong 
Roman Liesenfeld 
Guilherme V. Moura 
Jean-Francois Richard 

Efficient likelihood evaluation of state-space representations 



Hariharan 
Dharmarajan 

14/2009 Charles W. Calomiris Banking crises and the rules of the game 
13/2009 Jakub Seidler 

Petr Jakubík 
The Merton approach to estimating loss given default: Application 
to the Czech Republic 

12/2009 Michal Hlaváček 
Luboš Komárek 

Housing price bubbles and their determinants in the Czech 
Republic and its regions 

11/2009 Kamil Dybczak 
Kamil Galuščák 

Changes in the Czech wage structure: Does immigration matter? 

10/2009 
 
 
9/2009 
 
8/2009 
 
7/2009 
 
 
6/2009 

Jiří Böhm 
Petr Král 
Branislav Saxa 

Alexis Derviz 
Marie Raková 

Roman Horváth 
Anca Maria Podpiera 

David Kocourek 
Filip Pertold 
 

Nauro F. Campos 
Roman Horváth 

Percepion is always right: The CNB´s monetary policy in the 
media 
 
Funding costs and loan pricing by multinational bank affiliates 
 

Heterogeneity in bank pricing policies: The Czech evidence 
 

The impact of early retirement incentives on labour market 
participation: Evidence from a parametric change in the Czech 
Republic 

Reform redux: Measurement, determinants and reversals 
 

5/2009 Kamil Galuščák  
Mary Keeney  
Daphne Nicolitsas 
Frank Smets 
Pawel Strzelecki 
Matija Vodopivec 

The determination of wages of newly hired employees: Survey 
evidence on internal versus external factors 

4/2009 Jan Babecký  
Philip Du Caju 
Theodora Kosma 
Martina Lawless 
Julián Messina 
Tairi Rõõm 

Downward nominal and real wage rigidity: Survey evidence from 
European firms 

3/2009 Jiri Podpiera 
Laurent Weill 

Measuring excessive risk-taking in banking 

2/2009 Michal Andrle 
Tibor Hlédik 
Ondra Kameník 
Jan Vlček 

Implementing the new structural model of the Czech National Bank
 

1/2009 Kamil Dybczak 
Jan Babecký 

The impact of population ageing on the Czech economy 

14/2008 Gabriel Fagan  
Vitor Gaspar 

Macroeconomic adjustment to monetary union 

13/2008 Giuseppe Bertola  
Anna Lo Prete  

Openness, financial markets, and policies: Cross-country and 
dynamic patterns 

12/2008 Jan Babecký 
Kamil Dybczak  
Kamil Galuščák 

Survey on wage and price formation of Czech firms 

11/2008 Dana Hájková The measurement of capital services in the Czech Republic 



10/2008 Michal Franta Time aggregation bias in discrete time models of aggregate 
duration data  

9/2008 Petr Jakubík 
Christian Schmieder 

Stress testing credit risk: Is the Czech Republic different from 
Germany? 

8/2008 Sofia Bauducco 
Aleš Bulíř 
Martin Čihák 

Monetary policy rules with financial instability 
 

7/2008 Jan Brůha 
Jiří Podpiera 

The origins of global imbalances 

6/2008 Jiří Podpiera 
Marie Raková 

The price effects of an emerging retail market  
 

5/2008 Kamil Dybczak 
David Voňka 
Nico van der Windt 

The effect of oil price shocks on the Czech economy 
 

4/2008 Magdalena M. Borys 
Roman Horváth 

The effects of monetary policy in the Czech Republic: 
An empirical study 

3/2008 Martin Cincibuch 
Tomáš Holub 
Jaromír Hurník 

Central bank losses and economic convergence 
 

2/2008 Jiří Podpiera Policy rate decisions and unbiased parameter estimation in 
conventionally estimated monetary policy rules 

1/2008 
 

Balázs Égert 
Doubravko Mihaljek 

Determinants of house prices in Central and Eastern Europe 
 

17/2007 Pedro Portugal U.S. unemployment duration: Has long become longer or short 
become shorter? 

16/2007 Yuliya Rychalovská  Welfare-based optimal monetary policy in a two-sector small open 
economy 

15/2007 Juraj Antal 
František Brázdik 

The effects of anticipated future change in the monetary policy 
regime 

14/2007 Aleš Bulíř 
Kateřina Šmídková 
Viktor Kotlán 
David Navrátil 

Inflation targeting and communication: Should the public read 
inflation reports or tea leaves? 

13/2007 Martin Cinncibuch 
Martina Horníková 

Measuring the financial markets' perception of EMU enlargement: 
The role of ambiguity aversion 

12/2007 Oxana Babetskaia-
Kukharchuk 

Transmission of exchange rate shocks into domestic inflation: The 
case of the Czech Republic 

11/2007 Jan Filáček Why and how to assess inflation target fulfilment 
10/2007 Michal Franta 

Branislav Saxa 
Kateřina Šmídková 

Inflation persistence in new EU member states: Is it different than 
in the Euro area members? 

9/2007 Kamil Galuščák 
Jan Pavel 

Unemployment and inactivity traps in the Czech Republic: 
Incentive effects of policies 

8/2007 Adam Geršl 
Ieva Rubene  
Tina Zumer 

Foreign direct investment and productivity spillovers:  
Updated evidence from Central and Eastern Europe 

7/2007 Ian Babetskii  
Luboš Komárek  
Zlatuše Komárková 

Financial integration of stock markets among new EU member 
states and the euro area 



6/2007 Anca  
Pruteanu-Podpiera 
Laurent Weill 
Franziska Schobert 

Market power and efficiency in the Czech banking sector 
 

5/2007 Jiří Podpiera 
Laurent Weill 

Bad luck or bad management? Emerging banking market 
experience 

4/2007 Roman Horváth The time-varying policy neutral rate in real time: A predictor for 
future inflation? 

3/2007 Jan Brůha 
Jiří Podpiera  
Stanislav Polák 

The convergence of a transition economy:  
The case of the Czech Republic 
 

2/2007 Ian Babetskii  
Nauro F. Campos 

Does reform work? 
An econometric examination of the reform-growth puzzle 

1/2007 Ian Babetskii 
Fabrizio Coricelli 
Roman Horváth  

Measuring and explaining inflation persistence: 
Disaggregate evidence on the Czech Republic  
 

13/2006 Frederic S. Mishkin  
Klaus Schmidt-
Hebbel 

Does inflation targeting make a difference? 
 

12/2006 Richard Disney 
Sarah Bridges 
John Gathergood  

Housing wealth and household indebtedness: Is there a household 
‘financial accelerator’? 

11/2006 Michel Juillard  
Ondřej Kameník 
Michael Kumhof 
Douglas Laxton 

Measures of potential output from an estimated  
DSGE model of the United States 

10/2006 Jiří Podpiera 
Marie Raková  
 

Degree of competition and export-production relative prices  
when the exchange rate changes: Evidence from a panel of Czech 
exporting companies 

9/2006 Alexis Derviz 
Jiří Podpiera 

Cross-border lending contagion in multinational banks 

8/2006 Aleš Bulíř 
Jaromír Hurník 

The Maastricht inflation criterion: “Saints” and “Sinners” 

7/2006 Alena Bičáková 
Jiří Slačálek 
Michal Slavík 

Fiscal implications of personal tax adjustments in the Czech 
Republic 

6/2006 Martin Fukač 
Adrian Pagan 

Issues in adopting DSGE models for use in the policy process 

5/2006 Martin Fukač New Keynesian model dynamics under heterogeneous expectations 
and adaptive learning 

4/2006 Kamil Dybczak 
Vladislav Flek 
Dana Hájková  
Jaromír Hurník 

Supply-side performance and structure in the Czech Republic 
(1995–2005) 

3/2006 Aleš Krejdl Fiscal sustainability – definition, indicators and assessment of 
Czech public finance sustainability 

2/2006 Kamil Dybczak Generational accounts in the Czech Republic 
1/2006 Ian Babetskii Aggregate wage flexibility in selected new EU member states 



14/2005 Stephen G. Cecchetti The brave new world of central banking: The policy challenges 
posed by asset price booms and busts 

13/2005 Robert F. Engle 
Jose Gonzalo Rangel 

The spline GARCH model for unconditional volatility and its 
global macroeconomic causes 

12/2005 Jaromír Beneš  
Tibor Hlédik  
Michael Kumhof 
David Vávra 

An economy in transition and DSGE: What the Czech national 
bank’s new projection model needs 

11/2005 Marek Hlaváček 
Michael Koňák  
Josef Čada 

The application of structured feedforward neural networks to the 
modelling of daily series of currency in circulation 

10/2005 Ondřej Kameník Solving SDGE models: A new algorithm for the sylvester equation 
9/2005 Roman Šustek Plant-level nonconvexities and the monetary transmission 

mechanism 
8/2005 Roman Horváth Exchange rate variability, pressures and optimum currency 

area criteria: Implications for the central and eastern european 
countries 

7/2005 Balázs Égert 
Luboš Komárek 

Foreign exchange interventions and interest rate policy  
in the Czech Republic: Hand in glove? 

6/2005 Anca Podpiera 
Jiří Podpiera 

Deteriorating cost efficiency in commercial banks signals an 
increasing risk of failure  

5/2005 Luboš Komárek 
Martin Melecký 

The behavioural equilibrium exchange rate of the Czech koruna

4/2005 Kateřina Arnoštová 
Jaromír Hurník  

The monetary transmission mechanism in the Czech Republic 
(evidence from VAR analysis) 

3/2005 Vladimír Benáček 
Jiří Podpiera  
Ladislav Prokop 

Determining factors of Czech foreign trade: A cross-section time 
series perspective  

2/2005 Kamil Galuščák 
Daniel Münich 

Structural and cyclical unemployment: What can we derive 
from the matching function? 

1/2005 Ivan Babouček 
Martin Jančar 

Effects of macroeconomic shocks to the quality of the aggregate 
loan portfolio 

10/2004 Aleš Bulíř 
Kateřina Šmídková 

Exchange rates in the new EU accession countries: What have 
we learned from the forerunners 

9/2004 Martin Cincibuch 
Jiří Podpiera 

Beyond Balassa-Samuelson: Real appreciation in tradables in 
transition countries 

8/2004 Jaromír Beneš 
David Vávra 

Eigenvalue decomposition of time series with application to the 
Czech business cycle 

7/2004 Vladislav Flek, ed. Anatomy of the Czech labour market: From over-employment to 
under-employment in ten years? 

6/2004 Narcisa Kadlčáková 
Joerg Keplinger 

Credit risk and bank lending in the Czech Republic 

5/2004 Petr Král Identification and measurement of relationships concerning 
inflow of FDI: The case of the Czech Republic 

4/2004 Jiří Podpiera Consumers, consumer prices and the Czech business cycle 
identification 

3/2004 Anca Pruteanu The role of banks in the Czech monetary policy transmission 



mechanism 
2/2004 Ian Babetskii EU enlargement and endogeneity of some OCA criteria: 

Evidence from the CEECs 
1/2004 Alexis Derviz 

Jiří Podpiera 
Predicting bank CAMELS and S&P ratings: The case of the 
Czech Republic 

 
CNB RESEARCH AND POLICY NOTES 
1/2008 Nicos Christodoulakis Ten years of EMU: Convergence, divergence and new policy 

prioritie 
2/2007 Carl E. Walsh  Inflation targeting and the role of real objectives  
1/2007 Vojtěch Benda 

Luboš Růžička 
Short-term forecasting methods based on the LEI approach: The 
case of the Czech Republic 

2/2006 Garry J. Schinasi Private finance and public policy 
1/2006 Ondřej Schneider The EU budget dispute – A blessing in disguise? 

5/2005 Jan Stráský Optimal forward-looking policy rules in the quarterly projection 
model of the Czech National Bank 

4/2005 Vít Bárta Fulfilment of the Maastricht inflation criterion by  
the Czech Republic: Potential costs and policy options 

3/2005 Helena Sůvová 
Eva Kozelková 
David Zeman 
Jaroslava Bauerová 

Eligibility of external credit assessment institutions  
 

2/2005 Martin Čihák 
Jaroslav Heřmánek 

Stress testing the Czech banking system:  
Where are we? Where are we going? 

1/2005 David Navrátil 
Viktor Kotlán 

The CNB’s policy decisions – Are they priced in by the markets?

4/2004 Aleš Bulíř External and fiscal sustainability of the Czech economy:   
A quick look through the IMF’s night-vision goggles 

3/2004 Martin Čihák Designing stress tests for the Czech banking system 
2/2004 Martin Čihák Stress testing: A review of key concepts 
1/2004 Tomáš Holub Foreign exchange interventions under inflation targeting: 

The Czech experience 

   

CNB ECONOMIC RESEARCH BULLETIN 

November 2010 Wage adjustment in Europe 
May 2010 Ten years of economic research in the CNB 
November 2009 Financial and global stability issues 
May 2009 Evaluation of the fulfilment of the CNB’s inflation targets 1998–2007 
December 2008 Inflation targeting and DSGE models 
April 2008 Ten years of inflation targeting 
December 2007 Fiscal policy and its sustainability 
August 2007 Financial stability in a transforming economy   



November 2006 ERM II and euro adoption 
August 2006 Research priorities and central banks 
November 2005 Financial stability 
May 2005 Potential output 
October 2004 Fiscal issues 
May 2004 Inflation targeting 
December 2003 Equilibrium exchange rate 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Czech National Bank 
Economic Research Department 
Na Příkopě 28, 115 03 Praha 1 

Czech Republic 
phone: +420 2 244 12 321 

fax: +420 2 244 14 278 
http://www.cnb.cz 

e-mail: research@cnb.cz 
ISSN 1803-7070 


