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Abstract

This paper focuses on a key credit risk parameter — Loss Given Default (LGD). We
illustrate how the LGD can be estimated with the help of an adjusted Mertonian structural
approach. We present a derivation of the formula for expected LGD and show its
sensitivity analysis with respect to other company structural parameters. Finally, we
estimate the five-year expected LGDs for companies listed on Prague Stock Exchange
and find that the average LGD for the analyzed sample is around 20-50%.
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Nontechnical Summary

In this paper we try to estimate the credit risk parameter Loss Given Default (LGD) for
selected companies listed on the Prague Stock Exchange (PSE). The importance of
estimating LGD stems from the fact that a lender’s expected loss is the product of the
probability of default (PD), credit exposure at default (EAD), and LGD. However, LGD has
received considerable attention only in recent years as Basel II identified it as one of the key
credit risk parameters and allowed financial institutions to apply their own estimates of
LGD in the computation of regulatory capital. Thus, accurate estimation of LGD has
become an important problem in current credit risk management.

This paper does not estimate LGD based on the historical LGD values of defaulted
companies. Instead, we try to employ information in the stock market and estimate potential
LGD in the case of default for companies which are currently listed on the stock exchange.
We employ Merton’s structural approach, which models default as the situation where the
value of a company’s assets is lower than the value of its debt at the time of maturity.
Nonetheless, this approach is based on a number of simplifying assumptions. There are no
taxes, the company’s debt structure is represented by a single zero-coupon bond, and default
can occur only on maturity of the debt, which we arbitrarily set at five years for all the
companies analyzed.

The 15 most liquid non-financial companies listed on the PSE were analyzed in the time
period 1999-2008. We estimated the expected LGDs at the five-year horizon, which were
in the range of 20-50% on average. Because of the model’s simplifications, there is
uncertainty about the precise values of the estimated LGD. However, it can serve as a credit
risk indicator capturing the evolution of a company’s riskiness over time. Furthermore, the
presented results are the first estimates of expected LGD based on market information for
companies listed on the PSE and could therefore serve as a stepping stone for further
improving such estimates.
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1. Introduction

Credit risk techniques have undergone significant development in recent decades. This has
led to the development of new methods for the estimation of the potential bankruptcy of
borrowing entities and parameters specifying possible losses. These parameters include
Loss Given Default (LGD), expressing the percentage of an exposure which will not be
recovered after a counterparty defaults.' While the estimation of the probability of default
(PD) has received considerable attention over the past 20 years, LGD has gained greater
acceptance only in recent years as the New Basel Accord identified it as one of the key risk
parameters.

LGD modeling is still quite a new and open problem in credit risk management and its
estimation is not straightforward, because it depends on many driving factors, such as the
seniority of the claim, the quality of collateral, and the state of the economy. Moreover, the
insufficient database of experienced LGDs makes it more difficult to develop accurate LGD
estimates based on historical data. Hence, the extraction of LGD for credit-sensitive
securities based on market-observable information is an important issue in the current credit
risk area and may produce further improvements in present credit risk management.

This paper therefore discusses this key risk parameter for single corporate exposures and
deals with the possibility of LGD extractions from market information. This type of LGD is
referred to as implied market LGD. We use so-called structural models, which are based on
the initial Merton framework, and present the derivation of a closed-form formula for LGD
and its sensitivity analysis with respect to other company structural parameters.
Furthermore, we empirically implement this contingent claim approach for a set of
companies in the Czech Republic. As a result, we estimate five-year expected LGDs for the
15 most liquid companies listed on the Prague Stock Exchange in the period 1999-2008.

' Before Basel II formalized the use of LGD, this concept was also called Severity (see Stephanou and
Mendoza, 2005).
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2. Basic Characteristics of LGD

LGD is usually defined as the loss rate experienced by a lender on a credit exposure if the
counterparty defaults.” Thus, despite default the lender still recovers 1 — LGD percent of the
exposure. One minus LGD is therefore called the recovery rate (RR). In principle, LGD also
comprises other costs related to default of the debtor, and the correct formula should rather
be LGD = 1 — RR + Costs. Nevertheless, costs are relevant only in a specific type of LGD
and are not usually so high as to influence losses markedly in comparison with the recovery
rate. Therefore, we use the recovery rate as the complement of LGD in the following text
and take these two parameters as being conceptually the same.

Usually three basic types of LGD for defaulted facilities are used. Market LGD employs the
price of a bond after default as a proxy for the recovered amount. However, the post-default
price is available only for the fraction of the debt that is traded and for which an after-
default market exists — very often it is available only for corporate bonds issued by large
companies.” Market LGD is therefore highly limited for defaulted bank loans, which are
traditionally not traded. For them one must turn to another approach.

Workout LGD considers all relevant facts that may influence the final economic value of
the recovered part of the exposure arising in the long-running workout process. However,
bankruptcy claims are often settled not in cash, but with securities (equity, options,
warrants, etc.) with no secondary market, which means that their value will be unclear for
years. Another problem is that the appropriate discount rate (which should reflect the risk of
holding the defaulted asset) is not known. Computation of workout LGD therefore depends
on an unknown and variable discount rate which is difficult to estimate for a particular
situation.*

The last method of measuring of LGD is the concept of Implied Market LGD, which is
estimated ex ante from market prices of non-defaulted loans, bonds, or credit default
instruments by structural or reduced-form models. The idea is that prices of risky
instruments reflect the market’s expectation of the loss and may be broken down into PD
and LGD. Implied market LGD estimation does not rely on historical data and can be used
especially for low-default facilities.

2 In principle we should denote the loss given default rate as LGDR and use LGD for the absolute amount
of the loss. However, LGD is used to indicate the loss rate by many practitioners, including Basel 1,
while the absolute loss is indicated as LGD.EAD, where EAD is the exposure at default (see BCBS,
1988).

3 What is more, outside the USA the market for defaulted bonds either is non-existent or does not have
the required depth and liquidity.

* Sometimes a discount rate based on historical values is used. What discount factor should be used is
dealt with in detail in, for example, Maclachlan (2005).
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Recovery rates are ultimately determined by the value of the assets that can be seized in the
case of default. Because many asset types differ between industries,’ it is intuitive to
assume that the debtor’s industry characteristics can influence LGD. Although the type of
industry seems like a straightforward determinant of RR, the literature does not give wholly
unified answers (see Altman and Kishore, 1996, Grossman et al., 2001, or Acharya et al.,
2003). Those studies have broken down the LGD of corporate bonds by industry and have
found evidence that some industries, such as public utilities and chemicals, do evidently
better than the others. Nonetheless, they have also shown that the standard deviation of RR
per industry and within a given industry is still very large (see Table 1).

Table 1: Average recoveries per industry

Altman and Kishore Acharya et al. Moody's

1971-1996 1982—1999 1982—-2003
Mean Std. Dev. Mean Std. Dev. Mean
Industry Description (%) (%) Industry Description (%) (%) Industry Description (%)
Public Utilities 70.5 19.5 Utilities 74 18.8 Utility-Gas 51.5
Chemicals* 62.7 271 Energy, Resources™ 60 31.0 Oil and Oil Service 44.5
Machinery* 48.7 201 Financial Institutions 59 44.3 Hospitality 425
Services* 46.2 25.0 Healthcare, Chemicals 56 40.8 Utility-Electric 41.4
Food* 45.3 21.7 Building Products 54 42.1 Media and Broadc.* 38.2
Wholesale and retail 44.0 221 Telecommunications 53 38.1 Finance and Banking  36.3
Divers. manufacturing 42.3 25.0 Aerospace, Auto* 52 38.1 Industrial 354
Casino, hotel* 40.2 25.7 Leisure Time, Media 52 37.2 Retail 34.4
Building material* 38.8 229 High Technology* 47 32.4 Automotive 33.4
Transportation* 38.4 27.9 Consumer, Service 47 35.6 Healthcare 32.7
Communication* 371 20.8 Transportation 39 36.1 Consumer Goods 325
Financial institutions 35.7 25.7 Insurance and Real Es. 37 354 Construction 31.9

* Industry description is reduced

Source: Altman and Kishore (1996), Acharya et al. (2003), Moody’s (2004)

An opposite view of industry influence is presented by Gupton et al. (2000) and Araten et
al. (2004). These studies found no evidence of different LGDs across industries. They state
that the use of recovery averages broken down by industry does not capture the industry
variability in recovery rates across time. Some sectors may enjoy periods of high recoveries,
but can fall below average recoveries at other times. This means that industry recovery
distributions change over time and therefore cannot be expected to hold in the future.

These unambiguous results of different studies might be due to cyclicality of LGD in
relation to the economic environment. Each industry can be at a different stage of the
economic cycle. The cycle can influence LGD more than the industry-type itself because

> For example, firms in some sectors have a large amount of assets that can be easily sold on the market in
case of default, while other sectors can be more labor-intensive, for example.
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LGD is not stable in time and there is underlying cyclical variability depending on the
macroeconomic conditions. Acharya et al. (2003) showed that when the industry is in
distress, the mean LGD is 10-20% higher on average than otherwise.

Behind the cyclical variation is the fact that as the economy enters into recession, default
rates increase. Recoveries from collateral will depend on the possibility of selling the
relevant assets. We can generally suppose that a greater supply of collateral assets will lead
to lower prices of those assets, of course depending on the market size and structure
observed for the particular asset. Moreover, the demand for these assets declines because
non-defaulted companies are not able to invest the same amount of money in a recession as
during an expansion. The result is that the macroeconomic situation can significantly
influence the recovery rate. This has been demonstrated by several authors (see Araten et
al., 2004, or Altman et al., 2005).

Also, when a firm goes into bankruptcy® and there is no other option than liquidation, the
capital structure of the firm and the absolute priority rule (APR)’ are important determinants
of the recovery rate. This means that the rate of recovery of a defaulted bond depends on
where the claims are in the firm’s capital structure. Empirical evidence on recovery rates is
usually based on defaulted bonds because the LGD data are simply available. The results of
several empirical studies have confirmed that RR increases with the seniority and security
of the defaulted bond and decreases with the degree of subordination. The results also tend
to be rather similar in terms of average recovery rates — for bank loans (70-84%) and for
bonds: senior secured (53-66%), senior unsecured (48-50%), senior subordinated (34—
38%), and subordinated (26-33%). All studies also reported a high standard deviation
characterizing the recovery rate across all bond debt classes, regularly exceeding 20% (see
Altman and Kishore, 1996, Castle and Keisman, 1999, and Keenan et al., 2000).

As said earlier, LGD is influenced by many factors, such as the facility’s seniority and the
presence of collateral, the borrower’s industry characteristics, and more general factors such
as the macroeconomic conditions. However, previous research gives ambiguous results
concerning some LGD properties. The relatively rare occurrence of default events for some
facilities can cause the research to be based on relatively small empirical samples. It is clear
that further research is needed, and hopefully with the adoption of the Basel II accord,
which sets rules for LGD data gathering and estimation, this research will be based on
better data samples offering more exact outcomes. However, a major difficulty of such
information is its complete dependence on historical data. LGD predictions based on past

% Bankruptcy takes the form of either reorganization or liquidation.

7 Eberhart and Weiss (1998) confirm that the APR is routinely violated because of speed of resolution.
Creditors agree to violate the APR to resolve bankruptcies faster.
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LGD data are not thus necessarily consistent with the evolution of fundamentals across time
and can result in inaccurate estimates that cannot capture the real trend in the economy.

3. LGD Modeling

In this part we focus on analytical tools enabling forward-looking estimates of LGD to be
obtained from market-observable information. We employ asset pricing models, which aim
at determining the equilibrium arbitrage-free price of risky assets. Each risky asset should
offer an expected return corresponding to its degree of risk; therefore, all risky parameters
must be evaluated by the market in order to get the equilibrium price. This assumption that
prices include all information is then used by credit risk pricing models, which use market
information (e.g. share or bond prices) to measure credit risk and try to extract the key risk
parameters such as PD or LGD from the prices. Those models are forward-looking,
estimating the risk parameters which are expected by the market in the future and not those
that occurred in the past. From the nature of this method such estimate of LGD is called
implied market LGD.

These credit risk pricing models can be further classified as structural and reduced-form
models. The category of structural-form models is based on the framework developed by
Merton in 1974 using the theory of option pricing presented by Black and Scholes (1973).
The intuition behind this model is quite straightforward: a company defaults when the value
of its assets is lower than that of its liabilities when the debt matures. For that reason, the
default process is driven by the value of the company’s assets and the risk of default is
explicitly related to asset variability.®

In contrast, reduced-form models generally assume that default is possible and is driven by
some exogenous random variable. The result is that default and recovery are modeled
independently of the firm’s structural features, which lacks the clear economic intuition
behind the default event. The basic input parameters for extracting LGD in the reduced-
form approach are the prices of risky corporate bonds. However, companies in the Czech
Republic are still using traditional bank loans more than bond issuance as a source of
finance (see Dvotakova, 2003). As a result, the domestic corporate debt market is rather
illiquid and incomplete and can hence barely reflect market expectations about the default
and recovery risk of particular companies or their securities. The result is that reduced-form
models which employ prices of corporate bonds are currently hardly applicable for LGD
estimation in the Czech Republic.

8 The term structural comes from the fact that these models focus on structural characteristics of the
company, such as asset volatility or leverage, which determine the relevant credit risk elements. Default
and RR are a function of those variables.
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The stock market provides an alternative source of information, assuming that share prices
incorporate all available information, including the future prospects of the company and its
creditworthiness.” Structural models for extracting a company’s default risk typically use
observed stock prices, stock volatility, and specifics about the company’s capital structure.
Even if the number of listed companies in the Czech Republic is also limited,'® for some of
them it seems to be sufficiently liquid to apply structural models and estimate the required
credit risk parameters. As a result, we will use Merton’s structural approach to derive a
formula for implied market LGD for particular companies.

The seminal structural Merton (1974) model relies on many hypotheses, most of which
derive from the Black—Scholes option-pricing theory. Some of them became sources of
criticism and were later relaxed.'' The original framework in which the process of valuing a
firm’s assets is embedded requires many assumptions for the application of standard
corporate credit risk pricing. There are no transaction costs, taxes, or short-selling
restrictions. The term structure of the risk-free interest rate is flat and known with certainty.
The price of a riskless bond paying $1 at time 7 is hence B,(T) =exp[-+T], where r is the
instantaneous riskless interest rate. The total value of firm V'is financed by equity £ and one
zero-coupon non-callable debt contract D, maturing at time 7 with face value F. It also
holds that ¥, = D, + E,. With the no-taxes assumption this implies that the value of the firm
and the values of assets are identical and do not depend on the capital structure itself (the
Modigliani—Miller theorem).

The dynamics of the firm’s value through time can be described by a stochastic differential
equation called geometric Brownian motion:

dv, = u,Vdt + UVVdeVrV

? This is true only if the efficiency hypothesis holds, which has been doubted by some studies (see, for
example, Sloan, 1996). There is also a question whether the volatility of stock prices is caused solely by
the incorporation of new information about future stock returns, or if it is caused largely by trading itself
(see French, 1980, or French and Roll, 1986).

' More about the stock market efficiency of the PSE can be found in, for example, Filacek et al. (1998)
and Hajek (2007).

' Alternative approaches have been developed in an attempt to remove one or more of the drawbacks of
the seminal model. Black and Cox (1976) introduced the possibility of a more complex capital structure
of the company’s liabilities, Geske (1977) introduced interest-paying debt, and Vasicek (1984)
established a distinction between short and long-term debt. All these authors also enhanced the model by
treating default as an event that can occur any time before debt maturity. More recent improvements, such
as in the papers by Longstaff and Schwartz (1995) and Hull and White (1995), reject the constant risk-
free interest rate and consider the interest rate as a stochastic variable instead. For a detailed account of
later structural models, see, for example, Altman et al. (2005) and the references therein.
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where 4, is asset drift (i.e., the instantaneous expected rate of return on the firm’s value
per unit time), o, is the standard deviation of its return, and dW/ is a standard Gauss—
Wiener process.

Based on these assumptions, credit risk concerns the possibility that the stochastically
evolving value of the company on the maturity day 7 will be less than the repayment value
of the loan F. The debt holders receive at T either the value F (if V> F ) or the entire value
of the firm and the owners of the firm receive nothing (if V7 < F'). The risk of default is
therefore explicitly linked to the volatility in the firm’s asset value. Merton’s contingent
claim analysis shows how this risk should be priced. Merton derived a fundamental
differential equation which determines the value of the debt at any time t as a function of
the value of the firm. We use Merton’s famous conclusion that the value of equity is
identical to the formula for pricing “...a European call option on a non-dividend-paying
common stock where firm value corresponds to stock price and F corresponds to the
exercise price” (Merton 1974, p. 10). This is given as

E(V,0) = max[0;V - F] (1)

Indeed, at maturity time 7, the equity holders will exercise the option and pay the debt
holders the face value of liabilities if V7> F, otherwise they let this option expire. By
applying the Black—Scholes option pricing formula it is straightforward to get the solution
for equation (1) as

E(V,7)=V®(d,)-Fe " ®(d,) (2)
1n?+(r+ia,f]r 1n?+(r—;of)r
where d, = ,d, =d —o,r = ,
1 O'V\/; 2 1 |4 O'V\/;

and @ (.) is the cumulative standard normal distribution. And since V =DV ,7)+E(V,7),
where t = T — ¢ is the length of time until maturity, we can express the value of the debt at
time 7 as

D(V,r)=V®(-d,)+Fe " ®(d,).

Now we can look at how credit risk parameters such as PD and RR can be extracted.
Default occurs when the firm’s value drops below some default barrier (DB), which in the
seminal Merton model is represented by the face value of the debt F at its maturity. The
probability of default is therefore simply expressed as

PD=Pi(V, <F). (3)
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To obtain this probability, more information about the probability distribution of }" has to be
known. However, we can use the assumption that the value of the firm V is log-normally
distributed, which according to Crouhy et al. (2000) is quite a robust hypothesis confirmed
by actual data, and we can obtain the probability distribution of InV7,'* which is

InV, ~®[InV, + (g, -0,50;)T,0,T . 4)
From the properties of the natural logarithm, one can obtain the probability (3) expressed as
PD =Pr(InV, <InF)
Combining this equation with eq. (4) we can get

2

jr
PD=d| - = d(-d;) ©)

which is the PD of the company at the time of maturity 7 expected at time =0, (r=T7),
when the value of the firm ¥, is known with certainty."> ®(d,) is the probability that the
European call option will be exercised by equity holders and the company will not default.
The term [—®(d,) = ®(-d;) then characterizes the default probability. However, while
®(-d;) in eq. (5) gives the real-world (physical) probability of default, ®(-d;) represents the
default probability in the risk-neutral world. This is caused by using the riskless interest rate
r instead of the expected rate of return g, in the formula for d>. In the real world, investors
demand more than the risk-free rate of return and therefore d; >d,, which implies
®(-d,)<®(-d,) and the fact that the risk-neutral PD overstates its physical measure.
Similarly, one has to distinguish between the physical and risk-neutral RR."*

The recovery rate, assuming no liquidation costs after default, will be given by the ratio of
the firm’s value at 7 to the debt F, (VT /F'). More formally expressed as

v, 1
RR:E(FT|VT <FJ:FE(VT|VT <F) (6)

"2 1t6’s Lemma can again be used to get the dynamics for dInV,, and from that the parameters of the
normal distribution for InV; can be determined.

" From (5) it can be seen that PD is a function of the distance between the current ¥, and the face value
of the debt F, adjusted for the expected growth of asset 4, relative to its volatility o7. 4, is thus called the

distance to default (DD) and the higher it is, the lower is PD.

4 As, for example, Delianedis and Geske (2003) state, the risk-neutral default probabilities can serve as
an upper bound to the physical default probabilities. For recoveries the reverse relation holds — the risk-
neutral expected recovery rate is less than its physical (real-world) counterpart (see Madan et al., 2006, p.
5).
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as was already mentioned, V' is the log-normal variable. Therefore, to get an explicit
formula for RR we can use the method presented in Liu et al. (1997), which derives the
conditional mean for a log-normal distributed variable, which is exactly the case of equation
(6) (see Resti and Sironi, 2007).

Let’s suppose that variable Y is log-normal and InY is normally distributed with mean x and
variance o°. Then variable Z= (InY— u)/c has a standard normal distribution. The
conditional mean of Y, given Y < ¢, can then be expressed as follows:

E(Y|Y< c) = E(exp[aZ+,u]|exp[0'Z+/1] < c)

=E(exp[0Z+ u]|Z <(Inc-u)/o). (7)

To simplify this expression, let’s define g=(Inc-u)/oc and h=d(g), where @ (.) is the
normal c.d.f. With these notations, equation (7) becomes

E(Y|Y < c) = h’lfw exp[ocZ + ,u](27r)71/2 exp[-2*/2]dz
=exp[u+o’ /2] J‘i(Ziz)fwz exp[—(z — o) [2]dz

®((lnc-u)/o-o)
(D((lnc—,u)/a) ’

Considering the parameters of the normal distribution of In} stated in eq. (4), we can
express the mean of V7, conditional on Vy < F) as

=explu+0°/2]

CD((]I]F—;I:)/U;—U;)
@((lnF—y:)/O';)

where 1 =InV, + ( 4, —0,50; )T and o,” = o, T . After substituting and rearranging we get

q{_ In(V,/F)+(u, +0,505)TJ

E(V,|V; < F)=exply, +0,7 /2]

o, NT
E(V; |V, <F)=exp[InV, +u,T]
o _ln(VO/F)+(,u,,—0,50,f)T
o, NT
_ (-d;)
—Voexp[ﬂVT]q)(_d;)-

Using the term in equation (6) we get the final expression for the expected recovery rate at
time ¢ = 0 in the form
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RRz%E(VT|VT <F)=%exp[,u,,T]$E:ZS (3)
which is the physical recovery rate, and the risk-neutral RR would be obtained by replacing
u, with . The RR function is homogeneous of degree zero in V) and F, which means that a
proportional change in those variables does not influence its value (ceteris paribus).
Moreover, RR, like PD, is dependent on the uncertain development of the firm’s value and
therefore is not constant through time but stochastic.

Using the expression presented for PD and RR, sensitivity analyses can be made with
respect to other company structural parameters. Consider a firm with given F =80,
Vo=100, &° = 30%, 1=10%, and T = 1. The variables will be shocked to see how PD and
RR change.

Figure 1: Sensitivity analysis for PD and RR (LGD) — part 1

PD
a)  F=80, 0>=30%, p=10% ___Re D V=100, 0*=30%, u=10%

100
80
60

L
40
20
0+ . . : ) . . . T T T T )
50 100 150 40 70 100 130 160
Firm value Face value

Source: computed from eq. (5) and (8)

The figure presents the results for RR and PD for the physical measure. It shows that the
higher is the firm’s value at the time of prediction of the risk parameters, the lower is the
expected LGD and lower is PD (part a); the link is the reverse for the value of debt F (part
b). An increase in the firm’s leverage brings about higher both PD and LGD. An increase in
asset volatility (leaving leverage unchanged) has a similar impact, causing higher
uncertainty of the future value of the firm at maturity 7 and therefore a fall in RR.
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Figure 2: Sensitivity analysis for PD and RR (LGD) — part 2

c) V=100, F=80, 62=30% PD  d) V=100, F=80, u=10%
100
80
60

N
40
20

100

5 10 15 20
Expected retum (%) Volatility of assets (%)

Source: computed from eq. (5) and (8)

In summary, Merton’s approach evidently generates a negative correlation between PD and
RR because both variables depend on the same structural characteristics of the firm. RR is
significantly determined by the value of the firm’s assets at the maturity time 7.

However, the original Merton model does not include any payouts to security holders. Since
the interest payouts occur over the life of the debt and are considerably lower than the
principal amount, they represent lower default risk. However, disregarding the dividend
stream, as Hillegeist et al. (2004) state, could introduce significant errors into the estimation
of the current market value of the firm and its volatility and thereby influence the resulting
LGD estimate.'> Therefore, it is necessary to modify the seminal Merton approach and
incorporate the payout of dividends into the model.

If we define the dividend rate 0 as the ratio of the sum of the prior year’s common and
preferred dividends to the market value of the firm’s assets, then the equation for the equity
value reflecting the dividend stream paid by the firm accruing to equity holders would
change as proposed by Hillegeist et al. (2004) into

E(V,T) =V exp[-S6T1®(d,) - Fe " ®(d, )+ (1-exp[-ST]V 9)

where the additional exp[-57] in the first term accounts for the reduction in asset value due
to dividends distributed before maturity 7. The last expression (1-exp[-5T])V does not
appear in the traditional equation for the call option on a dividend-paying stock since
dividends do not accrue to option holders. Equation (9) is derived under the risk-neutral
measure, therefore the risk-free rate is taken to be the expected rate of return on the firm’s

"> We are more concerned about dividend payouts, since they lower the value of the company by
transferring it to the shareholders, which implies a lower recovered amount for the debt holders if default
occurs.
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value. This rate, however, is lowered by the dividend rate and hence the terms d; and d,
have to be modified to

. In(V,/ F)+(r-8+0,50; )T

1 O'V\/F

where all parameters are as defined above.

,dy=d —c T

4. Implementation of the Model

The empirical use of any structural model is based on variables which are not directly
observable. Similarly, in our case, the market value of assets J" and also asset volatility oy
must be estimated in order to compute the expected LGD.'® A procedure for estimating
these variables was first proposed by Jones et al. (1984) for publicly listed companies,
exploiting the prices of their shares. Their approach is based on simultaneously solving two
equations which match the value of equity £ and its volatility oz with two unknown
variables V" and oy. Equity data is generally used since actual daily prices are observable and
equity is the firm’s most liquid security. Jones et al. (1984) used relation (2) as the first
equation. However, this equation does not consider dividend payouts and we will thus use a
modified equation (9). The second equation linking the observable and unknown values is
in the form

o.E =0, exp[-0TIV®(d,) (10)

and its derivation uses It6’s lemma and the expression for equity delta (see Hillegeist et al.,
2004). This system of two equations has to be solved to arrive at the unobservable market
value of the firm’s assets and its volatility. Due to the non-linearity of those equations it is
necessary to solve the system iteratively.'’

The accuracy of the expected LGD estimate is therefore dependent on the estimates of the
parameters in equation (8). Although some of them, such as the face value'® or maturity of
the debt, are observable, some assumptions must be made about them to be able to
implement Merton’s simplifying approach. For example, the model requires us to reduce
the firm’s capital structure into a single liability. Since a large share of the firm’s debt is not
traded very often, we have to use book values as a proxy. As a result, the book value of total

' The market value of the firm is the sum of the market value of its equity and its debt. However, the
market value of the debt is not usually available since companies are not financed entirely by traded debt.

7 To solve two non-linear equations of the form F(x,»)=0 and G(x,y)=0 we need to minimize the
function [F(x,y) ]* + [G(x.») ]* (see Kulkarni et al., 2005).

'8 This holds only if the debt is traded.
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liabilities reported in firms’ balance sheets is used as the notional face value of the zero
coupon bond. This approach is often used because equity holders earn the residual value of
the firm once all debt is paid off (see, for example, Helwege et al., 2004, or Hillegeist et al.,
2004)."

To determine the maturity time of the zero coupon bond representing all the firm’s
liabilities, we could compute the weighted maturity of the individual claims’ maturities.?
However, our intention is to provide LGD comparable across the sample of the companies
analyzed, which would hardly be practicable in case of different maturities (see the
sensitivity analysis section). Therefore, we will assume a five-year debt maturity for all
companies, which should take into consideration both short-term and long-term debt
maturity.*’

From our previous discussion it is obvious that the estimates of V' and oy are highly
dependent through the system of two equations on the value of equity and its volatility.
While the market value of equity E is simply obtained as the closing price of shares at the
end of the fiscal year multiplied by the outstanding number of stocks, the equity volatility
value depends on the estimation method chosen. For that reason, it is desirable to use
different types of estimation techniques for comparison.

The standard approaches for estimating o are based on the historical data of stock prices or
on exploiting bond prices to obtain the so-called implied volatility. The implied volatility of
a bond is obtained when one chooses the asset volatility such that the price generated by our
model fits the bond’s actual market value.”> Nevertheless, since this volatility estimate
incorporates all possible errors of the model used, and also considering our discussion about
the illiquid and insufficient bond market, we will use only the historical approach based on
stock returns.

' Moody’s KMV model specifies the notional default point as the book value of short-term liabilities
plus half of the value of long-term liabilities (see Crosbie and Bohn, 2003). They put a greater weight on
short-term obligations because debts due in the near term are more likely to cause a default. However, this
approach is probably more convenient in the first-passage time models than in seminal Merton, where the
default may occur only at debt maturity.

2 Another method widely used among academics is to group the short-term and long-term obligations
and find out the maturity by weighting the maturities of those two groups. For example, Dalianedis and
Geske (2001) made an assumption of 1-year maturity for short-term debt and 10-year maturity for long-
term debt. The weights would be the book values of claims.

2 By setting the longer time horizon we should also avoid inaccuracies due to the fact that we use a poor
diffusion process without possible jumps for the firm’s asset value dynamics.

** Similarly, one could get the option-implied volatility for companies with options written on their stock
by using the standard Black—Scholes formula for pricing options (see Hull, 2002).
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Let P; denote the closing price of the stock on day i. Then the continuously compounded
one-day return 7; is defined as r =I/nP; — InP;; and the unbiased estimate of the one-day
volatility using the m observations of 7; is

where 7 denotes the mean of the 1;’s (see Hull, 2003). The appropriate observation interval
depends on the time horizon which we are dealing with. Since we set the maturity time to
five years, we should also use the long-term volatility for our predictions. For that reason
we used a volatility of five trading years.” In addition, to take into account possible
changes in volatility in the shorter term, we also estimate the last 250 trading days’
volatility, similarly to, for example, Kulkarni et al. (2005).

An improvement over these traditional volatility estimation methods, which give equal
weights to each observation, is estimation using the exponentially weighted moving average
(EWMA), where more recent observations carry higher weights. This method, capturing the
volatility dynamics better, is recommended in RiskMetrics™ (1996). For a given set of m
observations, the exponentially weighted volatility can be computed as

o, =\/(1—,1)§m:1f1(ri ~F), 0<A<l1
i=1

where A is referred to as the decay factor, which determines the relative weights for
particular observations. For our sample of companies we use monthly observations over
five years with a decay factor equal to 0.97. This value is based on the analysis relating to
optimal 1 provided in RiskMetrics™ (1996).

The fourth and last method that we used is GARCH(1,1), which takes into account the fact
that the variance of a time series returns tends to revert to its long-run average over time
(see Bollerslev, 1986). We estimate the GARCH(1,1) model for daily data over a five-year
interval in the form

ol =b+ar’ +a,0.,, a,>0,a,>0,a,>0

where b=qa,0},,0,, represents the long-run unconditional variance of the daily returns » and
a,,a,,a, are the weights, whose sum is equal to 1. Since we are concentrating on the long-
run volatility, we use only the long-run average variance ¢”;; to which the process will
convert in the future. The long-run volatility is therefore computed from the estimated
parameters as

> In the case of insufficiently long time series, we use the longest available one. This holds also for the
other five-year estimates computed later in this section.
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b

oy = oo
-,

However, for some companies we did not estimate the long-run GARCH volatility, since
their return time series were not weakly stationary. Also, the GARCH is unstable when the
fitted parameters ¢, + &, are close to 1. This leads to an integrated IGARCH(1,1) model with
the additional constraint «, + «, =1. However, the unconditional variance & r is not defined
in this case. Nonetheless, as can be found in Tsay (2005), this special IGARCH(1,1) model
can be rewritten as the EWMA formula with which we have already estimated og.

For most of the companies in our sample we estimated four types of daily equity volatility
by the aforementioned methods. These still need to be scaled to obtain the annualized
volatility used in later computations.

All estimates are presented in Table 1 in the Appendix. Since higher volatility of equity
results in higher volatility of the firm’s value and higher default risk, the choice of
estimated oz can significantly influence the further results. As a rule of prudence, however,
we consider it more desirable to provide overstated rather than understated values of LGD.
Therefore, we use the average of the two highest oz estimates, oz*, as the parameter
entering the system of two equations.

As the firm’s expected rate of return, the system derived for obtaining the unobservable
values of V and oy exploits the risk-free rate 74, for which we used the yield of the five-year
government bond. Therefore, the last parameter that must be estimated in order to solve the
equations is the dividend rate J. Nonetheless, to acquire Jd, one needs to obtain the market
value of the firm V. Hence, we use the approximate market value V" as the sum of the
market value of equity £ and the book value of debt.” Since we are estimating the five-year
horizon, in the computations we will use the adjusted rate 0*, capturing the dividend stream
in the last five years, instead of the one-year dividend rate J.%

We solved the two equations simultaneously using the iterative Newton search algorithm.
The approximate value V" and the equity volatility were used as the starting values for V'
and oy, respectively. In almost all cases, the process converges within ten iterations. Note
that the equation linking equity and asset volatility given by equation (10) holds only
instantaneously, which causes bias in the V" and oy estimates when the leverage changes.
Crosbie and Bohn (2003) assert that a quick decrease in the leverage would lead to

 This approach, as Wong and Li (2004) show, overestimates the true market value of the firm.
* We used the exponentially weighted average with decay factor 1=0.9.
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overestimation of asset volatility and that, conversely, a rapid increase would lead to
underestimation.*®

Note that the dynamics of the estimated o, follow the equity volatility oz*; nevertheless, oy
is always lower than oz*. This is caused by the presence of leverage, since the debt is
considered to be non-traded. With increasing leverage, the equity occupies a lower share in
the overall value of the firm and therefore V' is less volatile than E.

To estimate the expected LGD for the risk-neutral measure we already know all the
necessary parameters. However, as the risk-free rate can significantly differ from the firm’s
real rate of return, we also estimate the expected market return on assets, iy, as the return on
assets during the previous year. We can easily use the estimated values of the firm’s market
value " and obtain the one-year return uy as

V(t)+ Div(t)-V (1)
Vt-1)

Hy (t) =

where V(?) is the firm’s market value at the end of year ¢ and Div(z) denotes the sum of the
common and preferred dividends declared during this year. Since the five-year expected
return will not be based solely on a one-year observation only, in our calculations we use
the adjusted u,* as the five-year weighted average, in which recent years carry more weight
to react faster to current information.

5. Estimate of LGD in the Czech Republic

We implement the aforementioned methods on a sample of the most liquid firms listed on
the Prague Stock Exchange (PSE) and present the dynamics of the five-year expected LGD
for each company between 1999 and 2008. We restrict our sample to non-financial firms so
that the leverage ratios are comparable across them. In addition, we exclude enterprises that
became listed after 2007 to obtain the long time series of share prices necessary to estimate
asset volatility. The 15 companies analyzed account for around 7% of the corporate sector’s
total assets.

Income statements and balance-sheet items for our set of PSE corporations were obtained
from the Magnus (2009) database, and for some of them the information was supplemented
with data from company annual reports. Share prices, dividend yields, and the number of
shares outstanding are available on the PSE website.”’ We use the time series of share
prices from the beginning of 1999 to the end of 2008 and accounting information reported

%% The impact of a change in the firm’s leverage on ELGD is presented later, in the sensitivity analysis
section.

*" The information is also available for the Czech companies in the Magnus (2009) database.
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at the end of the fiscal year. The series of five-year risk-free interest rates comes from the
ARAD database of the Czech National Bank (CNB).

The non-existence of dividend payouts in the seminal Merton model was modified in the
last section. Still, one should also incorporate the costs of bankruptcy, which result in debt
holders receiving less than the total firm value in the event of default. Additional default
costs also arise from deviations in APR where equity holders gain at the expense of
bondholders. While Betker (1997) estimated the direct administration costs relating to
bankruptcy at around 5% of firm value, a study by Andrade and Kaplan (1998) indicates
higher costs of financial distress, in the range of 15-20%. Based on those empirical studies
we consider exogenous common bankruptcy costs (1 — ¢) equal to 10%.

The final formula for the five-year expected LGD at the beginning of year ¢ for the physical
measure, including both dividend payouts and bankruptcy costs, is then

ELGD, =1—¢%exp[(ﬂ5,, —)T]——L~ (11

t

. @ F)+((uy, - 8))+0.507,)T
d =
o, NT
where the time indexes represent particular values at the beginning of year 7 (the end of the

previous year), and uy.*, J,* denotes adjusted rates considering five-year historical
observations. One can get the expected risk-neutral LGD by replacing uy,* by ry.

, and d, =d, —GV,,\/?

The results are given in Table 2, which presents the expected LGD for each company
estimated at the end of every year during the period 1999-2008 for both the risk-neutral and
physical measure.”’ All the parameters used for the computations are given in Table 1 in the
Appendix.

In the theoretical framework the risk-neutral LGD is always an upper bound to its physical
counterpart. Nevertheless, this holds only if asset drift uy is greater than the risk-free rate. In
the conventional analysis rate 7, is supposed to be always less than drift xy . For example,
Hillegeist et al. (2004) compute xy for PD estimates and use 7y as a minimum bound for uy,
since they claim that lower expected growth rates than 7, are inconsistent with asset pricing
theory. Allowing uy to be lower than the risk-free rate may therefore seem to be an

% However, there is quite high uncertainty about the value of this parameter, which may be country
specific and depend on the legal system of the particular country.

¥ The estimates for the physical measure begin from the year 2000 since we lost one observation for
acquiring the firm’s growth rate.



20 Jakub Seidler and Petr Jakubik

arbitrage-free opportunity. However, we try to evaluate the possible expected value of the
company from the viewpoint of the creditor, whose recovery rate will depend also on the
negative evolution of the company’s market value. As a result, letting the risk free rate be
the minimum bound for xy can result in highly underestimated values of LGD if the real
growth rate is lower than 7. This can be demonstrated using the given results.

Table 2: The five-year expected LGD in the period 1999-2008

Expected LGD (%) —risk neutral measure Expected LGD (%) — physical measure
Company 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2000 2001 2002 2003 2004 2005 2006 2007 2008
CETV - - - - - - 18.0 225 21.4 527 - - - - - - 231 180 627
CEZ 241 27.7 344 357 353 30.7 293 29.2 241 403 327 471 393 296 212 181 187 167 27.0
ECM - - - - - - - 13.8 27.7 473 - - - - - - - 188 436
JCPAPIRNY VET. 29.2 23.7 26.3 26.5 21.3 324 23.1 23.0 33.6 389 303 526 332 579 332 130 141 362 223
ORCO - - - - - - 213 225 295 62.8 - - - - - - 132 167 738
PARAMO 304 17.6 16.2 20.5 19.5 23.8 25.0 21.4 225 25.1 784 654 443 165 206 19.1 187 196 26.0
PEGAS - - - - - - - 284 19.0 472 - - - - - - 204 782
PHILIP MORRIS - 17.0 254 369 32.1 31.1 289 325 43.5 46.0 - 158 217 188 208 21.0 295 445 512

PR.ENERGETIKA 51.5 40.8 42.5 44.0 359 288 25.1 229 219 250 527 535 404 285 220 185 174 159 167
SPOL.CHH.VYR. 20.0 16.2 23.0 23.4 249 224 255 220 33.5 363 701 378 281 239 158 145 137 211 218

SPOLANA 333 335 36.1 342 35.0 349 27.8 27.5 26.6 22.8 429 766 585 443 450 289 271 300 256
TELEFONICA 239 325 36.7 36.0 33.4 333 263 229 43.4 39.1 402 495 517 354 327 230 209 371 335
TOMA 29.9 29.1 23.0 235 21.0 19.7 235 21.4 187 19.1 675 242 296 184 156 165 158 134 135
UNIPETROL 36.1 30.1 26.5 24.8 26.4 29.8 35.0 36.3 341 59.6 240 253 234 221 270 188 223 232 499
ZENTIVA - - - - - 186 226 229 246 253 - - - - - 163 187 19.6 228
Mean (%) 309 26.8 29.0 30.6 285 27.8 255 24.6 283 39.2 48.8 44.8 37.0 29.6 254 188 195 23.4 379
Std. Dev. (%) 92 81 81 78 65 57 42 54 79 136 194 191 121 132 92 44 50 92 209

Source: computed from eq. (11)

Paramo ended 2000 with a loss of more than CZK 430 million and an almost 24% drop in
its market value. This negative result has no impact on the expected risk-neutral LGD at the
end of 2000 and its value is even below average for that year. However, the physical
estimate captures the huge deterioration in the firm’s asset value, which leads to a more
than four times higher expected LGD. Moreover, Spolana recorded losses of about CZK
700 million in 2001 as a result of a downswing in the plastics market. The subsequent year
it was negatively affected by floods, which led to further losses. While the risk-neutral
LGDs in these years do not incorporate any problem compared to the estimates for other
years, the physical measure counterparts indicate the company’s poor performance quite
well. The same situation can be found in the case of Papirny Vétini in 2001 and 2003. By
contrast, when the growth rate of a firm’s assets uy is higher than 7/, the risk-neutral
estimates overstate ELGD.

The relatively high ELGD for both measures for CEZ at the end of 2001 might seem
contradictory, since CEZ ended 2001 successfully with an increase in net profit of over 26%
to more than CZK 9 billion. However, its share price dropped from an initial CZK 101 at
the end of 2000 to CZK 77.5 at the end of 2001, which led to a more than 23% decrease in
the market value of its equity. This, together with a high dividend rate, was reflected in an
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almost 14% deterioration in asset value and led to a significant increase in ELGD.
Similarly, a large decrease in the market value of equity caused the predictions for
Telefonica to worsen in 2001 and 2002. Nonetheless, the sharp rise of ELGD in 2007 is due
solely to a sharp increase in asset volatility.

The expected downswing in economic activity due to global and domestic factors was not
incorporated enough into share prices at the end of 2007. Therefore, the average ELGD at
the end of 2007 is relatively small, still capturing the good economic trend in recent years.
For some of the companies analyzed, however, the expected slowdown in economic growth
resulted in a drop in the market prices of equity. As a result, the average ELGD estimate at
the end of 2008 rose to 38%, indicating a considerable increase in credit risk in the non-
financial corporations sector.”® However, while some companies showed only moderate
LGD growth differing little from the previous years’ values (CEZ, Pr. Energetika, and
Zentiva), or even the same or decreasing values of ELGD (Spolana, Toma, and Telefonica),
some companies recorded sharp increases several times higher than the historical values
(CETV, ECM, ORCO, and PEGAS). The latter were mostly companies that had been listed
on the PSE for a short time only and property developers, which were one of the sectors
hardest hit by the crisis, as the housing market was declining significantly. The unfavorable
situation on the market was reflected in negative market sentiment, drops in companies’
share prices, and consequent declines in the market values of companies. Also, equity
volatility increased in 2008 for almost all companies, although for newly listed companies it
reached very high levels (see Table 1 in the Appendix).

The comparison of our estimates with the realized LGDs is not straightforward, since the
literature about historical LGDs concentrates on different facilities in different countries and
is based on diverse sample sizes across different time periods. What is more, our sample of
companies comprises better rated companies with rare occurrence of defaults, so a historical
database is not available. Grunert and Weber (2005) summarized 25 empirical studies
regarding historical values of LGD and found an average LGD of about 30%, which
corresponds to our results. CNB (2008) gives LGDs for large companies of around 34% for
secured claims and 48% for unsecured claims. Also, the aforementioned studies by Altman
and Kishore (1996), Castle and Keisman (1999), and Keenan et al. (2000) give average
LGDs of around 50%. However, since the average indebtedness of our sample is lower than

30 Seidler and Jakubik (2009) present only preliminary expected LGDs for 2008, which are still based on
the accounting information from the previous year. Still, since the results do not differ significantly for
most of the companies (e.g. CETV 74 vs. 63%, Orco 65 vs. 73.8, and Pegas 70 vs. 78.2%) we can
conclude that the stock market was the main factor influencing the estimates of LGD in 2008, and that
financial statements (mainly indebtedness) played a relatively minor role.
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the indebtedness of the whole non-financial corporate sector, the average ELGDs of our
sample under analysis should be lower than the aforementioned values.*'

The risk-neutral estimates are based on the same company structural values relating to
credit risk as the physical estimates, except for different assumptions about expected growth
of company assets. Nevertheless, as was demonstrated, the risk-neutral estimates do not
properly characterize the company’s actual riskiness. The more uy differs from 7y, the more
inaccurate results they provide compared to their physical counterpart. Therefore, creditors
trying to appraise their possible recovered amounts in the event of an obligor defaulting
should consider the real future growth rate of the firm’s assets xj as the main determinant of
the future LGD,** even if the average values of the physical and risk-neutral measures are
almost identical (Table 2). From this point of view, it is more desirable to use real physical
estimates.

6. Sensitivity Analysis

The sensitivity analysis relating to Merton’s initial model discussed in the theoretical
section assumed that all the necessary structural variables are known. However, as already
said, the value of a firm’s assets and its volatility are not directly observable and they have
to be estimated through a system of two equations which hold only at a given time.
Therefore, the following analysis concentrates on the sensitivity of ELGD due to potential
changes in the structural variables of a company influencing also the estimates of o) and V.
Emphasis is put on leverage, defined as the ratio of total liabilities to the market value of all
assets (F/V).

Before we present the ELGD sensitivity for the individual companies in the sample
analyzed, we provide a general theoretical discussion based on different input parameter
scenarios. The main difference between the current analysis and the previous one illustrated
in Figure 2 is due to the fact that a change in leverage influences the estimate of the firm’s
asset volatility gy. Thus, if the leverage increases, the weight of equity in the firm’s value
declines and the volatility decreases. The rate of decline for a given set of parameters is
presented in the first part of Figure 3.

3! The comparison is based on the economic results of non-financial corporations with more than 100
employees provided by the Czech Statistical Office.

32 Also, the risk-neutral estimates consider changes in the market value of a company’s assets through the
leverage ratio. Still, as we saw, it does not seem to be sufficient.
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Figure 3: Sensitivity analysis for ELGD — part 1
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Source: computed from eq. (11) and system (9) and (10)

This figure also illustrates the impact of an increase in the firm’s leverage on PD and
ELGD. However, while growth in leverage has a positive unambiguous effect on PD,
ELGD peaks for a particular leverage ratio and then starts to decrease.

The negative relation between ELGD and leverage may look counterintuitive; however, it is
caused by decreasing asset volatility o.*> Although PD increases with increasing leverage,
the expected value of the firm’s assets at maturity 7, conditioned by default (V7 < F),
increases with respect to the given leverage. In other words, due to lower volatility oy it is
less likely that the firm’s expected value will be excessively below the default barrier F at
time 7 and therefore the expected recovery ratio (V7 /F) in the case of default has increased.

The result is that by leaving the initial volatility of equity constant,’* an increase in
leverage causes a decline in asset volatility, which generates a negative correlation between
PD and ELGD starting from a particular leverage ratio (L* — the breakpoint). Nevertheless,
for all the scenarios presented the increase in PD outweighs the decline in LGD and the
expected loss for a unit of exposure (PD.ELGD) is therefore strictly increasing with
leverage.

Pursuing the issue further, we analyze the changes in breakpoints with respect to other
parameters. The maximum ELGD points are presented for three different values of r, and
or. As can be seen, a decline in the risk-free interest rate shifts the max ELGD points to the
left, similarly as an increase in equity volatility (Figure 3b). It is evident that any increase in

3 The previous analysis reported in Figure 2 shows a strictly positive correlation between ELGD and
leverage. However, o was taken as a constant and did not change with leverage.

** A change in leverage will also affect the equity volatility. However, since we use the long-run volatility
oy for the computation, in which sudden short-term changes do not take effect, the assumption of
constant oy in the sensitivity analysis is maintainable.
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or will lead (because of higher uncertainty) ceteris paribus to higher values of ELGD.
However, the figure also presents the variability of potential ELGDs along the whole range
of leverages. While for oz = 45% the ELGDs vary from 22 to 33 percent, the volatility for
or = 30% is only 7 percentage points, and in the case of oz = 15% the variability of possible
ELGDs is minimal. This further highlights the importance of volatility as a crucial variable
for LGD predictions and indicates that companies with identical leverage ratios can have
substantially different ELGD sensitivity.

The existence of the dividend rate in the system of equations lowers the estimated market
value of the company V, since part of its value is paid out to the equity holders. Supposing
the same value of equity, the presence of dividends increases the estimated asset volatility
compared to the state with a zero dividend rate. Thus, dividends offset the initial lowering
of oy given by an increase in leverage, which results in higher ELGD and consequently a
lower ELGD decrease behind the breakpoint. Moreover, the increase in asset volatility
given by a sufficiently high dividend rate outweighs the decline in volatility after the
breakpoint and the overall effect of increase in leverage on ELGD is positive (see Figure
4c¢).

Figure 4: Sensitivity analysis for ELGD - part 2
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Source: computed from eq. (11) and system (9) and (10)

Until now we have not considered any differences between the physical and risk-neutral
measures in the analysis of the sensitivity of ELGD to leverage. Since real asset growth u
does not figure in the estimation of V" and oy, it may seem that the physical ELGD will
differ for a given set of parameters only in absolute terms, keeping the same rate of change
with respect to leverage. The right-hand side of Figure 4 displays the evolution of ELGD
for various growth rates relating to the increasing ELGD sensitivity curve from the previous
figure (2% dividend rate). As we can see, uy also affects the slope of the ELGD curve and
not only its parallel shift. Bad company performance, represented by small and negative uy,
will raise the rate of growth of ELGD, while good performance will offset the presence of



The Merton Approach to Estimating Loss Given Default:
Application to the Czech Republic 25

the dividend payout and the curve will become downward-sloping from the breakpoint
again.

The result is that the ELGD under the physical measure has a lower growth rate in leverage
for uy > ry, and for sufficiently high values of x4y the initial growth rate may from some point
even invert from increasing to decreasing (see Figure 4d, uy = 50%). This also holds in the
opposite direction for low and negative values of uy.

The empirical results for the sample analyzed are reported in the following table, which

shows the leverage elasticity of ELGD for both measures at the beginning of 2008.

Table 3: Elasticity of ELGD with respect to leverage

5D ¢ ELGD 5D ¢ ELGD 5D ¢ ELGD
g ELGD e ELGD e g ELGD c

Company Leverage Leverage  Company th'\t'r'ugu Leverage  Company Leverage Leverage
CETV 0.071 0.022 PARAMO -0.393 -0.498 SPOLANA -0.647 -0.477
CEz 0.078 -0.034 PEGAS 0.341 0.405 TELEFONICA 0.175 0.150
ECM -0.607 -0.643 PHILIP MORRIS 0.403 0.403 TOMA -0.093 -0.179
JC PAPIRNY VETRNI 0.116 0.129 PR. ENERGETIKA 0.268 0.128 UNIPETROL -0.025 -0.148
ORCO 0.344 -0.128 SPOL. CH.HUT.VYR.  -1.072 -1.095 ZENTIVA 0.012 -0.109

Source: computed from eq. (11) and system (9) and (10)

As can be seen, most of the companies analyzed have inelastic ELGD with respect to
leverage. Only Spolek pro chem. a hut. vyrobu has a negative elasticity, slightly
exceeding 1. Based on our previous discussion we can analyze the differences in risk-
neutral (¢9) and physical (¢") elasticity with respect to other parameters. For example, CET
and Pr. Sluzby, companies with a zero dividend rate and low leverage at the beginning of
2008, are located on the rising parts of their ELGD sensitivity curves. However, because u)
lowers the ELGD growth rate and the expected asset rate uy is higher than 7, for both
companies, their “physical” elasticity is lower than £°. By contrast, C. Nam. Plavba and JC
Papirny show an inverse inequality between &” and &€ since their uy < >

The sensitivity analysis further illustrates the differences already pointed out between the
risk-neutral and physical measures. However, a more important finding seems to be that
ELGD is quite inelastic with respect to leverage and sudden changes in it do not incur
significantly large turns in the expected LGD. Possible inaccuracies in the estimation of V
and oy, as mentioned by Crosbie and Bohn (2003), caused by change in leverage might be
more relevant to the PD estimate, but should not cause important changes in the predictions
of ELGD.

%> The values of leverage and expected asset growth are reported in Table 1 in the Appendix.
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Another sensitivity analysis presented here concerns debt maturity, which was arbitrary set
at five years for all companies, as already mentioned in the section on model
implementation. The following table compares ELGDs for three different debt maturities
estimated in one particular year, where the values for five-year maturity (5Y) are identical
to the estimates from Table 2 in 2008. As we can see, the estimates of ELGD increase
significantly with time to debt maturity, as the uncertainty about the firm’s future value
increases with longer time horizons. The sensitivity of ELGD with regard to maturity 7 is
rather high, especially for increases in 7 from low initial values. However, the relationship
is not linear and the elasticity decreases with higher 7.

Table 4: ELGD for the physical measure for different debt maturities

ELGD in 2008 — physical measure

ELGD (%) for maturity: ELGD (%) for maturity: ELGD (%) for maturity:
Company 1y 5Y 10y Company 1y 5Y 1oy Company 1y 5Y 1oy
CETV 350 627 774  PARAMO 165 260 323  SPOLANA 157 256 314
CEz 210 270 451 PEGAS 453 782 830  TELEFONICA 242 335 465
ECM 19.3 436 494  PHILIP MORRIS 25.1 512 684 TOMA 12.1 135 142
JC PAPIRNY VETRNI  14.4 22.3 321  PR.ENERGETIKA 14.2 16.7 181  UNIPETROL 30.9 49.9 60.1
ORCO 440 738 853 SPOL.CHHUT.VYR. 167 218 229  ZENTIVA 154 228 283

Source: computed from eq. (11) and system (9) and (10)

Even if the assumption of five-year debt maturity is rather strong, we set it arbitrarily for all
companies to have comparable ELGD results across the whole sample. For most firms the
average debt maturity is shorter in reality (Jakubik and Seidler, 2009b, p. 624). However,
the longer time period was chosen also for conservative prudential reasons in order to
ensure that the LGD estimates obtained were slightly overestimated. The other limits and
shortcomings of the estimates presented are discussed in more detail in the next section.

7. Criticism and Limitations

The first implementation of Merton’s model, applied by Jones et al. (1984), Ogden (1987),
and Franks and Torous (1989), suggested that the model generates lower credit spreads than
those observed on the market. Similarly, more recent studies by Lyden and Saraniti (2001)
and Helwege et al. (2004) showed that the basic Mertonian contingent claim model
underpredicts the actual bond spread, especially for low-leveraged and low-volatility
companies. Based on these findings, our ELGD estimates would be undervalued. However,
considering that bond spreads also reflect market risk, tax, and liquidity effects, the

3% This may be caused by the fact that the process of modeling the firm’s asset value dynamics is a poor
diffusion process with no possible jumps and low maturity does not enable significant fluctuations in the
firm’s asset value.
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aforementioned studies only confirmed Merton’s inability to capture other components of
debt spread, saying nothing about the model’s ability to reveal default and recovery risk.

This issue is confirmed by Longstaft (2000), who has argued that corporate bond markets
are much more illiquid than government bond and stock markets, so it seems likely that
credit spread is only partly due to default risk. In spite of these well-known complications
and imperfections, the majority of the literature empirically testing the structural models has
presumed that credit spread is primarily due to default risk, since the other components are
hardly tractable.’” Sarig and Warga (1989) compared not the absolute values of theoretical
corporate bond spreads, but only their rates of change with respect to change in the bond’s
actual default riskiness and praised the good predictive power of Merton’s model.
Furthermore, Dalianedis and Geske (2001) termed the difference between the observed and
modeled spread the residual spread and empirically confirmed that the spreads estimated by
the Merton approach correctly evaluate the default risk and that the residual spread is driven
by liquidity, tax, and other effects.”® These conclusions suggest that our LGD estimates are
correct, since the accuracy of the ELGDs is based on capturing the company’s default risk.

If we assume that share prices reflect all relevant information regarding the future
development of the company as well as the expected conditions for the given industry or
economy, these expectations are also incorporated into our ELGDs, since they are
dependent on the development of the stock market. Thus, ELGDs based on the market value
of equity are forward-looking estimates which may be used to instantaneously monitor a
company’s riskiness and can serve as an early-warning indicator. Nevertheless, the stock
market dependence of ELGDs can also embody excessive movements in share prices
caused by market bubbles. Also, the stock market may not efficiently incorporate all
publicly available information about the default probability, especially in the case of a
young market such as the Czech one.”

The model treats default as an event that cannot occur before debt maturity. In practice,
liabilities are repaid more frequently and default can be observed anytime before maturity
of the debt. Allowing default to occur before maturity would hedge debt holders against
high losses in the event of the borrower’s assets continuing to decrease. In that case, the

37 This idea stems from the theoretical assumption that corporate bond markets are perfect and complete
and trading takes place continuously (see Dalianedis and Geske, 2001).

3 Structural models may also understate spreads in the short run, since the pure diffusion process is not
able to capture unpredicted extreme changes in a firm’s asset value given by a shock. Therefore, it is also
possible to add a jump process to Brownian motion or to model asset value as a discontinuous Lévy
process.

* We are also aware of possible sample bias, as a company with very bad performance approaching
default would probably be withdrawn from the stock market.
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remaining value of the company would be higher at the time of default than at debt
maturity, which implies lower LGD. The simplifying assumption of no default occurrence
before maturity therefore overstates the expected LGD. However, as a rule of prudence, we
prefer to provide overstated rather than understated values of LGD.

Furthermore, the definition of default used in the model corresponds more to the state of
bankruptcy than to the obligor’s ninety days past due obligation defined under Basel II.
Thus, the model’s definition of default also leads to overstated ELGD; however, the
companies analyzed should have a high ability to raise funds. So, if a company is past due
more than 90 days on its obligation, it has probably exhausted all means to raise the funds
and bankruptcy will follow.

The computations also do not consider any debt priority, therefore ELGDs for secured and
more senior claims should be lower than the presented estimates and, conversely, those for
subordinated debt should be higher. However, the distribution of the value of a bankrupt
firm also depends on violation of the APR, which is difficult to predict for single cases. The
bankruptcy costs were determined by using other empirical studies, but bankruptcy laws
and other procedures differ substantially by country and may therefore differ in the Czech
Republic. Calibration on an empirical sample would be needed to obtain more accurate
estimates, but no appropriate data sample is available owing to a low number of defaults of
comparable companies.

The computed ELGDs also suffer from other shortcomings, such as the assumption of a
constant interest rate and no tax shield, and other simplifications arising from the seminal
Mertonian approach. On the other hand, more sophisticated models require a higher number
of parameters, which have to be estimated. This increases the computational complexity and
might therefore produce higher errors. Also, some amendments relating, for example, to
stochastic interest rates have unambiguous effects and sometimes have only little impact on
the results (Lyden and Saraniti, 2000). Nevertheless, the empirical application of more
complex models will be the goal of further research.

In spite of all the aforementioned limitations, the presented results are the first estimates of
expected LGD based on market information for single companies listed on the Prague Stock
Exchange. However, because of the many exogenous and simplifying assumptions, the
presented estimates should serve more as a stepping stone for further improvements or as
some kind of warning indicator and cannot substitute for estimated LGD values based on
historical data as required under Basel II.
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8. Conclusion

The intensively studied topics in quantitative finance currently include the concept of Loss
Given Default, which is rather unexplored territory in the credit risk area. Especially with
the implementation of the New Capital Accord, LGD has received increased attention and
has become a frequent object of empirical and theoretical research. The goal of this paper
was to present the basic knowledge concerning this key input parameter of credit risk
analysis and primarily to introduce a modeling technique which enables estimation of
forward-looking LGDs from market-observable data.

We exploited the information embedded in the stock market and used the Mertonian
structural approach based on contingent claim analysis, which considers the remaining
value of a firm’s assets as the recovered amount in the case of default. This demonstrates
that LGD is stochastic even in Merton’s initial framework, since it depends on the uncertain
development of asset value. We also pointed out the joint dependence between PD and
LGD, which implies that those parameters should not be treated as independent in credit
risk modeling.

We analyzed 15 companies listed on the Prague Stock Exchange in the 1999-2008 period
and computed the expected LGD for every single company in a given year. The average
LGD of the sample across time was estimated in the range of around 20-50%. We also
described estimation procedures exploiting prices of equity and their volatility and showed
that LGD is relatively inelastic with respect to leverage of the company. By contrast, the
LGD estimates are highly elastic with respect to debt maturity, which was arbitrarily set at
five years for all companies in the sample analyzed. The presented approach is based on
some simplifying assumptions, hence we are aware of the uncertainty regarding the precise
values of the LGD estimates presented. Still, the computed estimates can serve as an
indicator of the evolution of a company’s riskiness over time and should be taken as the
first attempt to estimate LGD using the Mertonian approach for companies listed on the
Prague Stock Exchange. These estimates can be further developed and improved.



30 Jakub Seidler and Petr Jakubik

References

ACHARYA, V., S. BHARATH, AND A. SRINIVASEN (2003): “Understanding the Recovery Rates of
Defaulted Securities.” London Business School, Working Paper, September 2003.

ALTMANET AL. (2005): “The Link between Default and Recovery Rates: Implication for Credit Risk
Models and Procyclicality.” Journal of Business, Vol. 78, No. 6, 2005.

ALTMAN, E. AND V. KISHORE (1996): “Almost Everything You Wanted To Know About
Recoveries On Defaulted Bonds.” Financial Analysts Journal, Vol. 52, No. 6, November 1996, pp.
57-64.

ANDRADE, G. AND S. KAPLAN: (1998): “How Costly is Financial (not Economic) Distress?
Evidence from Highly Leveraged Transactions that Became Distressed.” The Journal of Finance, Vol.
53, No. 5, October 1998, pp. 1443—-1493.

ARATEN ET AL. (2004): “Measuring LGD on Commercial Loans: An 18-Year Study.” The RMA
Journal, May 2004, pp. 28-35.

BCBS (1988): “International Convergence of Capital Measurement and Capital Standards.” Basel:
Basel Committee on Banking Supervision — Bank for International Settlements, July 1988.

BCBS (2005): “International Convergence of Capital Measurement and Capital Standards: A

Revised Framework.” Basel: Basel Committee on Banking Supervision — Bank for International
Settlements, November 2005, ISBN 92 9197 669 5.

BETKER, B. (1997): “The Administrative Costs of Debt Restructuring: Some Empirical Evidence.”
Financial Management, Vol. 26, No. 4, 1997, pp. 56-68.

BLACK, F. AND J. CoX (1976): “Valuing Corporate Securities: Some Effects on Bond Indenture
Provisions.” Journal of Finance, Vol. 31, No. 2, May 1976, pp. 351-367.

BLACK, F. AND M. SCHOLES (1973): “The Pricing of Options and Corporate Liabilities.” Journal of
Political Economy, Vol. 81, No. 3, May—June 1973, pp. 637-654.

BOLLERSLEV, T. (1986): “Generalized Autoregressive Conditional Heteroscedasticity.” Journal of
Econometrics, Vol. 31, 1986, pp. 307-327.

CASTLE, V. AND K. KEISMAN (1999): “Recovering Your Money: Insights into Losses from
Defaults.” Standard & Poor’s, Credit Week, Vol. 16, June 1999, pp. 29-34.

CHRISTENSEN, J. (2007): “Joint Default and Recovery Risk Estimation: An Application to CDS
Data.” Federal Reserve Bank of San Francisco, January 2007.

CNB (2008): “Financial Stability Report.” Czech National Bank, 2008.

CROSBIE, P. AND J. BOHN (2003): “Modeling Default Risk.” Modeling Methodology, Moody’s
KMV, December 2003.

CROUHY, M., D. GALAI, AND R. MARK (2000): “A Comparative Analysis of Current Credit Risk
Models.” Journal of Banking and Finance, 2000, Vol. 24, No. 1-2, pp. 59-117.

CZSO0 (2008): “Revised Economic Results of Non-financial Corporations in the Year: 2001-2007.”
Czech Statistical Office, 2008.

DALIANEDIS, G. AND R. GESKE (2001): “The Components of Corporate Credit Spreads: Default,

Recovery, Tax, Jumps, Liquidity, and Market Factors.” Anderson Graduate School of Management,
UCLA, No. 1025, 2001.

DELIANEDIS, G. AND R. GESKE (2003): “Credit Risk and Risk Neutral Default Probabilities —
Information about Rating Migrations and Defaults.” UCLA Working Paper, 2003.

DVORAKOVA, A. (2003): “Trh dluhopisti v Ceské republice — analyza s pouzitim a porovnanim
ruznych ekonomickych pohledi. ” PhD thesis, IES-FSV-UK, 2003.



The Merton Approach to Estimating Loss Given Default:
Application to the Czech Republic 31

EBERHART, A. AND L. WEISS (1998): “The Importance of Deviations from Absolute priority Rule in
Chapter 11 Bankruptcy Proceedings.” Financial Management, Vol. 27, No. 4, 1998, pp. 106-110.

FILACEK, J., M. KAPICKA, AND M. VOSVRDA (1998): “Testovani hypotézy efektivniho trhu na
BCPP.” Finance a uver, Vol. 48, No. 9, pp. 554-566.

FISHER, L. (1959): “Determinants of the Risk Premiums on Corporate Bonds.” Journal of Political
Economy, Vol. 67, 1969, pp. 217-237.

FRANKS, J. AND W. TOROUS, (1989): “An Empirical Investigation of U.S. Firms in
Reorganization.” Journal of Finance, Vol. 44, No. 3, July 1989, pp. 747-769.

FRENCH, K. (1980): “Stock Returns and the Weekend Effect.” Journal of Financial Economics, Vol.
8, March 1980, pp. 55-69.

FRENCH, K. AND R. ROLL (1986): “Stock Return Variances: The Arrival of Information and the
Reaction of Traders.” Journal of Financial Economics, Vol. 17, September 1986, pp. 5-26.

GESKE, R. (1977): “The Valuation of Corporate Liabilities as Compound Options.” Journal of
Financial and Quantitative Analysis, Vol. 12, No. 4, November 1977, pp. 541-552.

GROSSMAN ET AL. (2001): “Bank Loan and Bond Recovery Study: 1997-2000.” Fitch Loan
Products Special Report, 2001.

GRUNERT, J. AND M. WEBER (2005): “Recovery Rates of Bank Loans: Empirical Evidence for
Germany.” WP, University of Mannheim, March 2005.

GUPTON, G., D. GATES, AND L. CARTY (2000): “Bank Loan Loss Given Default.” Moody’s
Investors Service, November 2000, http://www.moodyskmv.com/research/whitepaper/61679.pdf [as
at 04/03/2008].

HAJEK, J. (2007): “Weak-form Efficiency Test in the Central European Capital Markets [in Czech].”
Politicka ekonomie, Vol. 2007, No. 6, pp. 773-791.

HELWEGE, J., H. EOM, AND J. HUANG (2004): “Structural Models of Corporate Bond Pricing: An
Empirical Analysis.” The Review of Financial Studies, Vol. 17, No. 2, 2004, pp. 499-544.

HILLEGEIST, S., E. KEATING, D. CRAM, AND K. LUNDSTEDT (2004): “Assessing the Probability of
Bankruptcy.” Review of Accounting Studies, Vol. 9, March 2004, pp. 5-34.

HULL, J. (2002): “Options, Futures, and Other Derivatives.” Prentice Hall, 2002, p. 744, 5th ed.,
ISBN 13 978-0130090560.

HULL, J. AND A. WHITE (1995): “The Impact of Default Risk on the Prices of Options and Other
Derivative Securities.” Journal of Banking & Finance, 1995, Vol. 19, No. 2, pp. 299-322.

JAKUBIK, P. AND J. SEIDLER (2009): “Households and Corporate Insolvency and Macroeconomic
Determinants. Ekonomicky casopis [Journal of Economics], 7/2009, pp. 619-632.

JONES, E., S. MASON, AND E.ROSENFELD (1984): “Contingent Claim Analysis of Corporate
Capital Structures — An Empirical Investigation.” Journal of Finance, Vol. 39, No. 3, 1984, pp. 611—
625.

KARroOUI, L. (2005): “Modeling the Term Structure of Defaultable Bonds under Recovery Risk.”
McGill University, WP, November 2005.

KEENAN, S., D. HAMILTON, AND A. BERTHAULT (2000): “Historical Default Rates of Corporate
Bond Issuers.” Moody’s Investors Service, January 2000.

KULKARNI, A., A. MISHRA, AND J. THAKKER (2005): “How Good is Merton Model at Assessing
Credit Risk? Evidence from India.” Working Paper, National Institute of Bank Management, 2005.

LIU ET AL. (1997): “Analysis of Environmental Data with Censored Observations.” Environmental
Science & Technology, Vol. 31, No. 12, 1997, pp. 3358-3362.

LONGSTAFF, F. (2000): “Arbitrage and the Expectations Hypothesis.” Journal of Finance, Vol. 55,
No. 2, April 2000, pp. 989-994.



32 Jakub Seidler and Petr Jakubik

LONGSTAFF, F. AND E. SCHWARTZ (1995): “A Simple Approach to Valuing Risky Fixed and
Floating Rate Debt.” The Journal of Finance, Vol. 50, No. 3, July 1995, pp. 789-819.

LYDEN, S. AND D. SARANITI (2001): “An Empirical Examination of the Classical Theory of
Corporate Security Valuation.” Barclays Global Investors, May 2001.

MACLACHLAN, 1. (2005): “Choosing the Discount Factor for Estimating Economic LGD.” In

Altman, E., A. Resti, and A. Sironi (eds): Recovery Risk — The Next Challenge in Credit Risk
Management, London: Risk Books, 2005, pp. 285-305, ISBN 1-904339-50-6.

MADAN, D., G. BAKSHI, AND F. ZHANG (2006): “Understanding the Role of Recovery in Default
Risk Models: Empirical Comparisons and Implied Recovery Rates.” FDIC Center for Financial
Research, Working Paper No. 06, 2006.

MAGNUS (2009): “Database Provided by Czech Capital Information Agency.” Czech Capital
Information Agency.

MERTON, R. (1974): “On the Pricing of Corporate Debt: The Risk Structure of Interest Rates.”
Journal of Finance, Vol. 29, No. 2, May 1974, pp. 449-470.

OGDEN, J. (1987): “Determinants of the Ratings and Yields on Corporate Bonds: Tests of the
Contingent Claims Model.” The Journal of Financial Research, Vol. 10, 1987, pp. 329-339.

RESTI, A. AND A. SIRONI (2007): “Risk Management and Shareholders’ Value in Banking — From
Risk Measurement Models to Capital Allocation Policies.” Chichester: John Wiley & Sons Ltd., 2007,
p- 782, 1st ed., ISBN 978-0-0470-02978-7.

RISKMETRICSTM (1996): “Technical Document.” JP Morgan, December 1996.

SARIG, O. AND A. WARGA (1989): “Bond Price Data and Bond Market Liquidity.” Journal of
Financial and Quantitative Analysis, Vol. 24, 1989, pp. 367-378.

SCHUERMANN, T. (2004): “What Do We Know About Loss Given Default?” New York: Federal
Reserve Bank, 2004.

SEIDLER, J. AND P. JAKUBIK (2009): “Implied Market Loss Given Default in the Czech Republic:
Structural-model Approach.” Czech Journal of Economics and Finance, Vol. 59, No. 1, pp. 20—40.

SLOAN, R. (1996): “Do Stock Prices Fully Reflect Information in Accruals and Cash Flows About
Future Earnings?” Accounting Review, Vol. 71, No. 3, 1996, pp. 289-315.

STEPHANOU, C. AND J. MENDOZA (2005): “Credit Risk Measurement Under Basel II: An Overview
and Implementation Issues for Developing Countries.” World Bank, Working Paper 3556, April 2005.

TSAY, R. (2005): “Analysis of Financial Time Series.” New Jersey: John Wiley & Sons, Inc., 2005,
p. 605, 2nd ed., ISBN 13 978-0-471-69074-0.

VASICEK, O. (1984): “Credit Valuation.” KMV Corporation, March 1984.

WONG, H., L1, K. (2004): “On Bias of Testing Merton’s Model.” Chinese University of Hong Kong,
November 2004.



The Merton Approach to Estimating Loss Given Default:
Application to the Czech Republic

33

Appendix

Table 1: All relevant parameters for the sample of companies analyzed

Estimates of equity volatilit Parameters used for ELGD Other used
Company E‘y‘i:’r M:éw Mfgw e o, Ot Hoop 8 oy v F 5 u  Leverage V'  Equity
L R AN o oo o GICZO GILCZ)  on 6 (i1.CZK) (oil. ©2K)
CETV 2005 227 227 21.9 228 227 3.1 - 0.0 175 6294 16.99 0.0 - 65.35 48.36
2006 282 307 275 287 297 33 72 00 242 7304 1591 00 7.2 75.45 5954
2007 284 286 275 28.7 28.7 40 263 0.0 249 10267 16.52 0.0 40.6 105.63 89.12
2008 57.6 975 225 428 77.5 37 -137 00 419 3473 2396 00 662 4013 16.47
Cez 1999 356 35.6 31.2 39.0 37.3 6.7 - 0.0 179 113.76 84.34 0.0 - 136.83 52.49
2000 360 364 331 367 365 68 05 211 11236 8161 08 0.2 14149 59.87
2001 38.1 417 352 41.9 41.8 4.8 0.8 246 9530 76.45 12 -139 122.37 45.92
2002 369 333 340 399 384 32 13 262 99.83 6954 21 75 12430 54.76
2003 34.2 209 29.1 411 37.7 38 1.8 284 137.20 78.22 29 42.2 164.51 86.29
2004 328 276 281 383 355 3.4 20 302 26457 7922 19 96.7 28099 201.77
2005 319 321 28.4 36.4 342 3.1 19 303 546.00 132.92 16 1097 568.96 436.04
2006 290 206 27.4 396 346 33 1.9 308 70140 161.00 1.6 306 72052 568.52
2007 277 27.0 26.7 29.4 286 4.0 2.0 269 94299 169.56 0.0 37.8 976.15 806.59
2008 371 586 405 351 496 3.7 26 321 60250 287.77 00 -333 70098 422.21
ECM 2006 16.0 16.0 16.0 15.0 16.0 33 - 0.0 8.7 11.16 5.98 0.0 - 12.07 6.09
2007 258 263 236 335 299 40 266 00 191 1413 1091 00 266 16.03 5.2
2008 525 701 56.9 0.0 63.5 37 81 0.0 317 1330 14.54 0.0 -5.8 16.33 179
JCPAPIRNYVETRNI 1999 448 448 416 452 450 67 - 00 229 043 030 00 - 051 020
2000 411 37.0 353 40.7 40.9 68 -09 00 157 0.42 0.38 0.0 -0.9 0.53 0.15
2001 434 478 390 445 461 48 -156 00 17.7 031 025 00 267 036 0.1
2002 40.0 27.2 314 40.9 40.4 32 -6.1 0.0 204 0.33 0.20 0.0 6.4 0.35 0.16
2003 398 386 302 420 409 38 -180 00 123 020 048 00 -386 023 006
2004 42.0 53.5 357 45.7 49.6 34 22 0.0 26.1 0.29 0.17 0.0 43.5 . 0.31 0.14
2005 456 542 417 493 518 3.1 430 00 125 065  0.61 00 1261 925 074 043
2006 45.8 48.7 42.9 51.8 50.2 33 306 00 127 0.58 0.53 00 -115 92.2 0.66 0.12
2007 509 567 476 513 540 40 -80 00 531 004 0001 00 -928 20 004 004
2008 54.0 55.9 51.9 53.5 54.9 3.7 -214 00 532 0.02 0.001 0.0 -56.2 3.1 0.02 0.02
ORCO 2006 210 210 196 359 285 31 - 00 189 2957 1158 00 - 392 3118 19.60
2006 258 296 246 31.7 30.7 33 764 02 181 5191 26.72 0.4 76.4 515 56.57 29.86
2007 267 281 256 288 284 40 344 04 17.0 5307 5269 00 30 993 7615 23.46
2008 54.6 96.8 63.8 64.8 80.8 37 -59 06 281 2145 50.87 0.0 -589 2371 52.75 1.89
PARAMO 1999 501 501 488 499 501 67 - 00 224 268 218 00 - 815 327 109
2000 46.1 40.9 40.3 51.3 48.7 6.8 -243 00 7.0 2.03 251 0.0 -243 1237 2.74 0.24
2001 409 27.4 327 427 418 48 -171 00 61 179 198 00 -116 1107 221 023
2002 39.1 33.1 28.3 44.0 41.5 32 -11.7 0.0 111 1.71 1.51 0.0 -4.7 88.2 1.91 0.41
2008 371 270 246 397 384 38 96 00 105 250 224 00 465 896 287 063
2004 322 28.2 22.8 39.3 35.8 34 113 00 182 2.87 1.69 0.0 15.0 58.9 3.12 1.42
2005 330 455 296 392 424 31 167 00 17.0 342 247 00 191 720 374 128
2006 34.2 33.8 30.6 35.8 35.0 33 95 0.0 142 3.01 214 0.0 -120 711 3.32 1.18
2007 332 27.6 288 348 340 40 11.2 00 166 335 212 00 112 632 371 160
2008 328 242 245 375 35.1 37 -02 00 173 2.85 1.85 0.0 -150 64.9 3.19 1.35
PEGAS 2006 286 286 286 253 286 33 - 17 233 963 478 17 - 496 1173 695
2007 209 206 20.2 20.6 207 40 03 0.7 154 9.66 4.47 0.0 0.3 46.3 11.40 6.93
2008 405 534 411 375 47.3 37 203 18 321 449 372 00 515 828 587 215
PHILIP MORRIS 2000 13.8 13.8 10.5 125 13.8 6.8 - 124 138 1274 3.46 124 - 272 14.47 11.01
2001 233 240 203 na 237 48 638 155 237 1746 321 179 638 184 1906 15.85
2002 29.2 345 26.8 333 33.9 3.2 607 154 339 23.69 4.69 153 585 19.8 26.03 21.34
2008 283 262 258 295 289 38 61.0 140 289 3390 7.61 115 614 224  37.70 30.10
2004 289 31.0 26.9 29.4 30.2 34 449 132 302 3524 6.27 1.5 169 17.8 38.37 32.10
2005 290 284 269 291 291 31 357 113 201 3814 642 7.4 169 168 4134 34.93
2006 30.6 32.0 276 29.9 313 33 106 92 313 2339 5.28 6.3 -344 226 26.03 20.74
2007 286 250 260 299 293 40 28 86 293 1855 1238 01 34 668  27.56 15.18
2008 320 412 33.0 327 371 37 -94 77 371 1361 4.96 0.1 -208 36.5 16.50 11.53
PR ENERGETIKA 1999  50.1 50.1 440 483 501 67 - 47 478 677 324 47 - 479 788 464
2000 38.1 19.5 26.5 285 333 68 -44 47 333 5.86 3.52 4.7 -4.4 60.0 7.86 4.35
2001 330 190 209 267 299 48 -03 50 299 512 387 55 29 756 779 392
2002 335 35.0 21.0 31.0 343 32 7.0 62 343 5.92 3.22 8.3 16.6 54.4 7.79 4.57
2008 306 143 172 253 280 38 21.6 6.4 280 727 356 68 468 490 1016  6.60
2004 218 147 127 229 224 34 225 65 224 823 364 63 245 442 1152 7.8
2005 21.8 19.3 13.8 247 232 31 305 65 232 1131 3.08 59 40.4 273 14.32 11.24
2006 211 147 126 189 200 33 254 7.6 200 1091 320 98 83 204 1406 10.86
2007 16.7 19.8 13.5 20.1 20.0 40 374 93 200 1507 3.67 0.1 60.1 243 18.71 15.04
2008 166 135 102 194 17.9 37 269 6.4 17.9 1578 649 00 47 411  21.94 1545
SPOL.CH.HUT.VYR. 1999 47.3 47.3 44.4 46.6 47.3 6.7 - 0.0 9.7 1.43 1.63 0.0 - 114.6 1.88 0.25
2000 413 342 369 410 412 68 -181 00 61 117 142 00 -181 1217 157 0.5
2001 415 415 38.0 41.4 415 48 -80 00 145 1.16 0.99 0.0 -0.4 85.5 1.37 0.37
2002 417 423 372 425 424 32 24 00 148 122 09 00 50 788 135 039
2003 393 28.0 315 40.4 39.9 3.8 55 0.0 179 1.45 0.99 0.0 19.1 68.2 1.61 0.62
2004 357 301 283 409 383 34 236 00 145 234 176 00 608 751 250 083
2005 39.8 52.3 35.4 43.8 48.1 3.1 451 00 16.2 4.19 3.39 0.0 79.3 80.9 4.64 1.25
2006 391 37.8 355 464 427 33 348 00 128 431 367 00 28 82 484 116
2007 36.7 30.1 329 40.4 38.5 40 240 03 188 4.03 4.38 0.0 -5.3 108.7 5.68 1.30
2008 346 00 135 03 240 37 188 02 156 431 587 00 69 1364 717  1.30
SPOLANA 1999 44.0 44.0 39.4 44.4 44.2 6.7 - 0.0 184 5.29 6.79 0.0 - 128.5 7.20 0.40
2000 394 342 318 401 398 68 -07 00 190 525 659 00 -0.7 1255 713 054
2001 40.2 417 34.2 40.5 411 48 -263 00 230 2.86 2.94 0.0 -455 102.6 3.48 0.54
2002 405 417 329 433 425 32 -138 00 198 294 305 00 27 1037 337 033
2003 37.3 19.2 248 39.9 38.6 38 45 00 217 3.28 3.26 0.0 1.4 99.4 3.82 0.56
2004 337 259 217 389 363 34 -58 00 222 3.00 282 00 -84 940 342 060
2005 37.8 50.9 29.7 51.7 51.3 3.1 16 0.0 183 3.54 2.80 0.0 18.0 79.2 3.91 111
2006 362 344 289 622 492 33 39 00 186 345 267 00 -25 773 383 1.6
2007 325 21.9 249 57.0 44.8 40 -05 00 187 3.1 2.29 0.0 -100 73.8 3.49 1.20
2008 326 199 197 362 344 37 -15 00 141 309 233 00 -07 755 353 120
TELEFONICA 1999 319 31.9 28.7 32.0 32.0 6.7 - 0.0 26.8 221.55 49.96 0.0 - 226 235.65 185.68
2000 382 438 364 399 419 68 -104 07 362 19608 4558 12 -104 232  208.95 163.36
2001 432 51.8 429 44.4 48.1 48 -185 04 391 14799 3895 0.0 -245 26.3 156.71 116.76
2002 428 417 416 433 431 32 -180 62 325 10375 3419 164 -17.4 330 113.01 78.82
2003 418 37.6 39.1 423 42.0 38 05 54 281 132.06 5546 37 326 42.0 149.28 93.82
2004 407 240 340 403 405 34 48 40 333 14991 3874 00 135 258 15765 11892
2005 36.6 17.8 26.6 n.a. 31.6 31 164 53 291 19022 2924 7.3 36.6 15.4 198.17 168.94
2006 301 220 228 na 264 33 131 69 235 16801 2040 88 -32 175 18271 15331
2007 25.0 18.2 19.9 80.4 52.7 40 223 65 486 200.88 3076 0.1 38.0 153 206.23 175.47
2008 261 412 284 450 431 37 92 7.8 382 154.37 2546 0.1 -151 165  162.05 136.60
TOMA 1999 28.1 281 227 276 281 6.7 - 0.0 20.1 0.22 0.20 0.0 - 94.9 0.27 0.07
2000 263 244 217 259 261 68 211 00 195 017 016 00 -21.1 950 022 005
2001 321 41.4 28.9 31.7 36.8 48 29 0.0 162 0.21 0.15 0.0 209 72.8 0.24 0.09
2002 309 27.0 249 316 313 32 -133 00 258 0.3 003 00 -345 206 0.4 011
2003 291 20.0 20.5 29.9 295 38 244 00 273 0.26 0.02 0.0 89.7 8.9 0.26 0.24
2004 203 288 216 312 303 34 640 00 204 063 002 00 1453 33 063 061
2005 296 26.4 20.8 32.8 31.2 3.1 544 00 258 0.72 0.15 0.0 14.4 203 0.74 0.59
2006 246 184 169 314 280 33 414 00 21.7 076 020 00 68 267 080 059
2007 229 18.4 16.3 258 244 40 486 00 16.1 1.11 0.46 0.0 45.5 416 1.20 0.73
2008 227 186 130 229 228 37 396 00 153 146 060 00 309 413 158 097
UNIPETROL 1999 47.5 475 427 55.0 51.3 6.7 - 0.0 327 1523 8.09 0.0 - 53.1 17.36 9.27
2000 414 341 366 441 427 68 232 00 265 1876 1032 00 232 550  21.59 11.27
2001 40.2 37.7 36.2 42.4 413 48 70 0.0 200 17.80 12.06 0.0 -5.1 67.8 20.23 8.17
2002 411 440 379 435 438 32 54 00 164 1838 1399 00 33 761 2026 6.27
2003 385 252 329 40.7 39.6 38 141 00 209 2373 13.88 0.0 29.1 58.5 25.93 12.05
2004 338 232 271 47.0 404 34 11.0 00 203 2488 823 00 48 331 2604 17.81
2005 38.6 53.7 33.8 47.9 50.8 31 719 00 304 7449 36.75 0.0 1994 49.3 78.91 42.16
2006 37.8 338 316 648 51.3 33 520 00 330 6926 3075 00 -7.0 444 7323 4249
2007 34.2 248 28.2 50.0 421 40 457 12 344 8082 24.00 0.0 213 29.7 85.22 61.22
2008 433 643 460 827 735 37 165 09 544 4251 1978 00 -47.4 465  46.97 27.19
ZENTIVA 2004 241 241 23.2 252 247 3.4 - 1.0 244 3070 214 1.0 - 7.0 31.03 28.89
2005 27.7 204 256 280 287 3.1 682 08 252 5128 920 07 682 181 5261 43.32
2006 283 29.2 25.4 30.8 30.0 33 323 08 282 5359 6.17 0.8 54 1.5 54.53  48.36
2007 296 324 97 298 314 40 208 07 214 5631 2497 00 56 443 6204 37.07
2008 29.6 324 9.7 29.8 311 40 208 07 214 5631 24.97 0.0 56 443 62.04 37.07

Source: author’s computation, Magnus (2009), Prague Stock Exchange
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