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Abstract

This paper explores the role of model and vintage combination in forecasting, with a novel
approach that exploits the information contained in the revision history of a given variable. We
analyse the forecast performance of eleven widely used models to predict in ation and GDP
growth, in the three dimensions of accuracy, uncertainty and stability by using the real-time
data set for macroeconomists developed at the Federal Reserve Bank of Philadelphia. Instead
of following the common practice of investigating only the relationship between rst available
and fully revised data, we analyse the entire revision history for each variable and extract a
signal from the entire distribution of vintages of a given variable to improve forecast accuracy
and precision. The novelty of our study relies on the interpretation of the vintages of a real
time data base as related realizations or units of a panel data set. The results suggest that
imposing appropriate weights on competing models of in ation forecasts and output growth —
re ecting the relative ability each model has over di erent sub-sample periods — substantially
increases the forecast performance. More interestingly, our results indicate that augmenting the
information set with a signal extracted from all available vintages of time-series consistently
leads to a substantial improvement in forecast accuracy, precision and stability.

JEL Classi cation Codes: C32, C33, C53
Keywords: Real-time data, Forecast Combination, Data and Model Uncertainty
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Non-techincal summary

This paper examines the degree of forecast stability, accuracy and precision of a battery of

di erent models which use information contained in vintages of time series data. The main idea is

that the combination of vintages and of di erent forecasts obtained from several models reduce the

mismeasurement risks associated with the real-time forecast. Moreover we argue that by imposing

appropriate weights on competing forecasting models —re ecting the relative ability each model have

over di erent sub-sample periods— and on di erent vintages —re ecting the revision process— it is

possible to signi cantly dampen model and data uncertainty. On this basis, we suggest therefore

a real-time procedure to combine model and vintages which should help in solving the problems

associated with the evaluation of a forecasting model in real-time.

Our contribution relies on the interpretation of the vintages of a real time data base as related

realizations of a stochastic process de ning a given variable. We exploit two ways (model and

vintage combination) in which information can be combined and test whether their joint use improves

forecast ability, and focus on the performance of several competing models to forecast GDP growth

and GDP de ator in ation.

The combination of forecast is computed using three procedures: a naive scheme with equal

weights; an algorithm (AFTER) where the weights are assigned on the base of the past performance

history of models; and a new methodology which modi es AFTER, and whose weights are updated

after each additional observation to target each time the performance of the best candidate model,

de ned in terms of an appropriate loss function.

The combination of vintages is obtained in two di erent ways. First, we exploit information

in vintages by using a panel data approach and considering all vintages as the units of the panel.

The parameters of the models are estimated by pooling all vintages and exploiting the crucial

characteristic of a panel data set that contains repeated observations on the same unit (vintage).

Therefore, like panel data the vintage structure of a real-time data set can provide a situation very

much close to a controlled experiment. The idea is appealing not only for a forecast evaluation

on past realization, where blocks of vintages have the same length, but also in real time, where

necessarily di erent past vintages have di erent length of time and the panel is unbalanced.

Second, we model the covariability of the vintages in terms of one unobserved common component

and an idiosyncratic error term. The common factor is estimated using principal components of

several variables over a prede ned block of vintages and each model is then augmented with the

common factor, and a linear or non linear relationship between the variable to be forecast and the

factor is estimated.

Several measures of instability, accuracy and precision are computed for each model in a standard

forecasting exercise, where, using every vintage available, a technique similar to the repeated obser-

vation forecasting of Stark and Crushore (2002) is employed to exploit the fact that the forecasts

for a particular date change as vintage changes.

The results suggest that model and vintage combination might signi cantly improve the forecast
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ability of the models in the three dimensions of accuracy, precision and stability. Some robustness

analysis also indicate that, when changing the samples or the actual values used to construct fore-

cast errors, results remain substantially unchanged. Both model and vintage combination should

therefore be employed as a standard forecasting procedure. The real-time implications point in the

direction of using all information contained in the whole revision history of a variable to forecast it

or to measure the associated forecast uncertainty.

Finally, we have compared the forecast performance of the selected models before and after the

onset of the Great Moderation. Overall, the results indicate that starting form the mid-80’s there

has been an increase in predictability, a reduction in both predicted and actual forecast uncertainty,

and a rise in the responsiveness of forecast revision to data revision. Understanding how these factors

(especially a change in the revision process) contribute to the observed decline in macroeconomic

volatility suggests a natural direction for future work.
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1 Introduction

Several authors have shown that, depending on the case at hand, data revisions may matter for

forecasting. This statement is valid in an ex-ante and an ex-post sense. From an ex-ante point of

view, a certain degree of uncertainty is inevitably associated with the forecasts in that (i) forecasts

di er, for instance, when using rst-available or latest-available data; (ii) these e ects vary depending

on whether the variables are forecast in level or growth rates; (iii) model selection is sensitive to data

revisions; and (iv) the predictive content of variables varies if the variables are subject to revisions

(see e.g. Croushore, 2006). From an ex-post point of view, any forecast-model evaluation should in

principle be conducted in real-time, precisely because data revisions might have a ected the goodness

of a given model. Stark and Croushore (2002) show that measures of forecast errors can be lower

when using latest-available data rather than real-time data. Therefore “comparisons between the

forecasts generated from new model and benchmark forecasts should be based on real-time data”.

Others (e.g. Koenig et al. 2003) argue, instead, that this approach should generally be avoided and

analysis should use data of as many di erent vintages as there are dates in their sample. Common

practice is to gauge forecasting accuracy on the same vintages of data that have been used to build

the model.

The ex-ante/ex-post problems run clearly in circle, because the use of real-time data involves a

risk of mismeasurement which can then be translated into non optimal choices by policy-makers.

Given that data are subject to revision and that revisions a ect the forecast and the model evaluation,

forecasters should optimally account for the data revision when building and evaluating their models.

In this paper we deal with these issues and examine the degree of forecast stability, accuracy and

precision, using a battery of di erent models which use information contained in vintages of time

series data. We check whether both the combination of vintages and the combination of di erent

forecasts obtained from several models reduce the mismeasurement risks associated with the real-

time forecast. Our prior is that it should. Moreover, a priori one can also argue that imposing

appropriate weights on competing forecasting models —re ecting the relative ability each model

have over di erent sub-sample periods— and on di erent vintages —re ecting the revision process—

should signi cantly dampen model and data uncertainty. On this basis, one can think of a real-time

procedure to combine model and vintages which should help in breaking the circle between the

ex-ante and the ex-post problems mentioned above.
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The idea of information combination is certainly not new in the literature. The novelty of our

paper relies on the interpretation of the vintages of a real time data base as related realizations

of a stochastic process de ning a given variable. As said, we exploit two ways (model and vintage

combination) in which information can be combined and test whether their joint use improves

forecast ability.

One of the main justi cations for the use of model combination is that forecasts based on a given

model may have a high variability if the model has been somehow selected, in the sense that a slight

change of the data may result in the choice of a di erent model. The idea of model combination is

that with an appropriate weighting scheme the combined forecast has a smaller variability and the

forecast accuracy can be improved relative to the use of a selection criterion. Typically, all exercises

on model combination are conducted using only one set of observations for a given variable — either

the latest available or the real-time data — with rolling or recursive estimation techniques, and data

are perturbed using simulated errors with certain characteristics to simulate forecast and model

instability and gauge how model combination performs. The advantage of a real-time data set is

that we dispose of such perturbations in a natural way and can solve the problem of irreproducibility

of empirical research considering di erent vintages of data of a given variable as perturbations. The

exercise is not a mere speculative one, but has important practical implications because it can show

that a revision of data may change the model selection and therefore render the forecast much more

unstable. The exercise is also particularly important for those institutions that use always the same

model and revise it only with a lower frequency than the data revision.

On the other hand, the existence of multiple vintages of data for a given variables might render

incorrect the use of a single vintage when evaluating a model because the stochastic relationship

between vintages is not taken into account and therefore the estimated uncertainty is distorted. To

avoid a vintage dependence of the forecast accuracy we propose combining the information contained

in several (if not all) vintages. Revisions do not seem to be well behaved, for they are large compared

to the original variable, they do not have a zero mean, and they are predictable (e.g. Aruoba, 2005).

Moreover, the extensive and not necessarily systematic nature of the revision process might make

unfeasible the incorporation of the revision’s features in a given model. Hence the idea of “extracting

a signal” from the entire distribution of vintages of a given variable and using this signal to improve

forecast accuracy and precision. This approach shares the same view of previous studies. Guerrero

(1993), for instance, proposes to combine historical and preliminary information to obtain timely
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time series data, using simple regression models that link preliminary and nal data. Translated

into the language of a real time data-set, the approach relates the nal column of data (the latest-

available) with the diagonal (real-time data), but disregards all the revision process incorporated

in the vintages. Patterson (2003) combines the data generation process and the data measurement

process with a nesting model that “comprises the links amongst generic variables and the links

within data vintages on the same variable and across variables”, and extracts a common trend for

each variable and then check whether the common trends cointegrate. The analysis is therefore

performed on levels and becomes unfeasible when the number of vintages or variable increases.

Moreover, being based on levels, the approach su er from possible contamination due to benchmark

revisions, i.e. those changes that statistical agencies make to their methodologies or statistical

changes such as change of base years or seasonal weights.

In this paper we focus on the performance of several competing models to forecast GDP growth

and GDP de ator in ation. The combination of forecast is computed using three procedures: a

naive scheme with equal weights; the algorithm AFTER (Aggregate Forecast Through Exponential

Reweighting) proposed by Yang and Zou (2004), where the weights are assigned on the base of the

past performance history of models; and a new methodology which modi es AFTER and whose

weights are updated after each additional observation to target each time the performance of the

best candidate model, de ned in terms of an appropriate loss function.

The combination of vintages is obtained in two di erent ways. First, we exploit information

in vintages by using a panel data approach and considering all vintages as the units of the panel.

The parameters of the models are estimated by pooling all vintages and exploiting the crucial

characteristic of a panel data set that contains repeated observations on the same unit (vintage).

Therefore, like panel data the vintage structure of a real-time data set can provide a situation very

much close to a controlled experiment. The idea is appealing not only for a forecast evaluation

on past realization, where blocks of vintages have the same length, but also in real time, where

necessarily di erent past vintages have di erent length of time and the panel is unbalanced.

Second, we model the covariability of the vintages in terms of one unobserved common component

and an idiosyncratic error term. The common factor is estimated using principal components of

several variables over a prede ned block of vintages and each model is then augmented with the

common factor, and a linear or non linear relationship between the variable to be forecast and the

factor is estimated. The spirit here is the same as in the static factor approach of Stock and Watson
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(e.g., 2002), but using all available vintages for several variables.

Several measures of instability, accuracy and precision are computed for each model in a standard

forecasting exercise, where, using every vintage available, a technique similar to the repeated obser-

vation forecasting of Stark and Crushore (2002) is employed to exploit the fact that the forecasts

for a particular date change as vintage changes.

The main ndings of the paper can be summarised in the following points. First, we show

that imposing appropriate weights on competing models of in ation forecasts and output growth

— re ecting the relative ability each model has over di erent sub-sample periods — substantially

increases forecast performance. Second, our results indicate that augmenting the information set

with a signal extracted from the entire revision history of the selected variables consistently leads

to a substantial improvement in forecast accuracy, precision and stability. Both sets of results have

important implications for the real-time forecasting of institutions and policymakers, and point in

the direction of using all information contained in the whole revision history of a variable to forecast

it or to measure the associated forecast uncertainty.

The remainder of the paper is structured as follows. In Section 2 we describe the data set used

with a few statistics summarising the properties of the revisions. In Section 3 we illustrate the

models and the techniques to combine information from all available vintages, and describe the

experimental design. In Section 4 we present the main results and their implications for a real-time

forecasting. In Section 5 we conclude and explore possibilities for future works.

2 Data, preliminaries, and notation

The data used come from the real-time data set for macroeconomists, developed at the Federal

Reserve Bank of Philadelphia and described in great details for instance in Crushore and Stark

(2001).

Our analysis focuses on two variables, the growth rate of real output and the in ation rate based

on output de ator. We use quarterly observations of quarterly vintages. Percentages are expressed

in annual terms.

Following previous papers on real-time analysis, we will denote with the realization of the -th

vintage of the generic variable at time . Our variable of interest is its growth rate h-period ahead,

de ned as + = 400
¡

+ 1
¢
. Consequently, we will denote the h-step-ahead forecast of

, given information up to , as ˆ + | . The same de nition of the dependent variable has been



11
ECB

Working Paper Series No 846
December 2007

used elsewhere (see e.g. Stock and Watson, 1999).

The table below describes the typical representation of a real-time data set where at the date of

a given vintage we observe the realizations 1 of . The data on the diagonal of this matrix

are usually denoted as real-time or preliminary data, whereas the last column is referred to as the

latest-available or fully-revised data.

Scheme of a Real-time data set
· · · 2 3 · · ·

... · · · · · · · · · · · · · · · ...

1 2
1

3
1 · · · 1

...

2 3
2 · · · 2

...
...

. . .
...

...

1 1

...

· · · . . .

The sample used in the analysis exploits a subset of vintages from 1969q4 to 1997q1. The latest

available data are those of the vintage 2007q1. This vintage is used as actual data in our benchmark

experiment. The historical time series observations for each vintage start in 1959:q3. The choice of

the sample depends on several factors. First, we have tried to maximize the availability of historical

data for subsequent vintages, whose completeness is not ensured before 1959:q3 for several vintages of

both series, particularly in the 1990s. Second, the experiment should also guarantee that a su cient

number of time series observations for each vintage is employed. Our benchmark experiments are

based on homogeneous blocks of vintages with ten years of data points (see below Section 3.4).

Robustness checks are performed on larger samples and di erent blocks of vintages. Finally, the

blocks of vintages used in the analysis is su ciently far away from the latest available observations

used to measure accuracy, precision and stability. Robustness checks are also performed on di erent

actual data, as explained below (see Section 3.4).

One of the main points of our paper is the consideration of all vintages of data in the analysis.

The existence of multiple vintages of data for a given variables might render incorrect the use of

a single vintage when evaluating a model because the stochastic relationship between vintages is

not taken into account and therefore the estimated uncertainty is distorted. To avoid a vintage

dependence of the forecast accuracy our idea is to combine the information contained in several (if

not all) vintages. The main argument is that revisions do not seem to be well behaved, for they are
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large compared to the original variable, they do not have a zero mean, and they are predictable.

These features have been shown, for instance, in Aruoba (2005), who documents the properties of

revisions to major macroeconomic variables in the US.

To have a rough and general idea of the revision process for each variable, Figure 1 reports box-

plot charts where the (annual averages of) minimum, maximum, interquartile range and the median

are computed over all vintage realizations at a given date.

- Figure 1 here -

Leaving aside the last four or ve years of observations, for which the numerosity of the vintages is

limited, the charts are quite persuasive about the dispersion of the revision process, especially before

the 1980’s. The distance between minimum and maximum is also eloquent about the approximate

size and the distributions are far from being always symmetric.

To put this in perspective, the revision process can be roughly described examining the properties

of four simple statistics: the complete revision, the remaining revision, the real-time revision and

the standard deviation of the non zero revisions. Revisions are de ned on the growth rates of the

variables to avoid that results are driven by benchmark revisions, i.e. those changes that statistical

agencies make to their methodologies or to the base years or to the seasonal weights.

If we de ne a revision from a vintage to a vintage + 1 as

= +1

then the total (or cumulative) revision is de ned as

= 1 =
X

This simple statistics provides an indication about the total amount of revision between the prelim-

inary data and the fully-revised data.

A “remaining revision” is de ned as

=

and represents the revision remaining after the data release at vintage .
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The standard deviation of the non-zero revisions is easily de ned as

=

vuut 1

1

X
=1

³
¯
´2

where counts the non-zero revisions and ¯ is their sample mean. This measure gives an indication

of the uncertainty surrounding the revision process.

Finally, the real-time revision is the di erence between the preliminary data of a given vintage

and the corresponding (revised) gure in the subsequent vintage. It is interesting to show this

revision because preliminary data are always revised in the subsequent vintage and therefore the

revision is always di erent from zero. As we will se, in our experiments of Section 3.4 the forecast

revisions are always due at least to real-time revisions.

- Table 1 here -

Table 1 reports the descriptive statistics of these three measures for GDP growth and in ation

and Table A1, in the appendix, reports the same statistics for other variables used in the ana-

lysis. Speci cally (and mimicking Aruoba, 2005) we report the mean, the minimum, the maximum,

the standard error also relative to the standard error of the latest available value of the variable

(noise/signal), and the rst autoregressive coe cient.

Note that revisions — especially those of output and industrial production growth — can be large

and have typically a mean positively di erent from zero. Their standard errors and the minimum-

maximum revisions indicate that they are also sizable relatively to the latest available original

variable. Finally, the autoregressive structure of most variables seem to suggest predictability or at

least some signi cant, though not very high, persistence. The variability of the revisions as measured

by shows a strong positive and signi cative autocorrelation structure for all series, meaning that

the uncertainty surrounding the revision process is not only relatively high — as the mean indicates

— but also quite persistent. To put the latter result in a better perspective, Figure 2 shows the time

series of from 1965:3 to 1999:4 for output growth and in ation. Clearly the revision process has

been far from being constant, though in the last part of the sample, since approximately 1984, the

uncertainty shows a negative trend for both variables, more markedly for in ation than for output

growth. This reduction might have something to do with the “Great Moderation”. We will mention

again this later on, but we do not exploit further the idea in the paper and leave it for future research.
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- Figure 2 here -

From this preliminary analysis we conclude that the characteristics of the revisions might support

the idea that it could be worth exploiting information in all vintages of a certain variable and consider

them as realizations of a stochastic process, because the size and the persistence of this process do

not seem to be irrelevant as compared to the ones of a White Noise, and might leave some room to

improve the forecasting performance of the models used.

3 Model description and experimental design

The information contained in vintages of time-series data can be taken into account in several ways.

Our prior idea is that there might be bene ts in modeling and forecasting variables by exploiting

this information and using also a combination of several models. In this section we describe the

models used, the combination approaches and the experimental design.

3.1 Generalities

Suppose that the problem is to forecast a variable (or a vector of variables) + at a given vintage

. We start by specifying a model or a data generating process (DGP):

+ =
£

; ; + | ( 0)
¤

(1)

where a model ( = 1 2 ) links the variable + to own past observations and past obser-

vations of other variables, denoted by . The latter can be model-speci c and models can be nested

or non-nested. Both sets of variables ( and ) are typically subject to revision. collects all

parameters of the model to be estimated, and + is an error term whose properties remain to be

speci ed.

The choice of the information set to be used in the construction or the estimation of the model

is crucial to the analysis. When 0 = , the set includes information up to time relative only to

the current vintage . Alternatively, with 0 = ( 1 2 ), the set might include information up

to time of current and past vintages. The idea here is not too much that of modeling the revision

process and using its systematic properties to improve the forecast (see e.g. Swanson and van Dijk,

2006), but rather to capture a general stochastic relationship between vintages — without necessarily

specifying their DGP — or use all available vintages to estimate the parameters of the model.
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3.2 Models

The analysis shows the forecasting properties of eight models over horizons from one to eight quarters,

organised so that ve competing models for each variable are evaluated and combined. Four models

are common to both in ation and output growth. Two additional models are variable-speci c.

3.2.1 Common

The rst model is a driftless random walk process (RW). This framework is used here as a benchmark

to compare all other models. This means that the statistics of interest will be computed as ratios

to the same statistics of the RW. The dynamics of the model is as simple as:

£
; ; + | ( 0)

¤
= + + (2)

where the error term is a White Noise with variance 2.

The second model is an autoregressive model (AR(p)) where the order is chosen with standard

selection criteria. The dynamic of the model is

£
; ; + | ( 0)

¤
= + ( ) + + (3)

where ( ) is a polynomial in the lag operator , and parameters are estimated with standard OLS

techniques.

The third model is a three-variable vector autoregressive (VAR) model where the lag length has

been imposed equal to four:

£
; ; + | ( 0)

¤
= + 1 + 2 1 + 3 2 + 4 3 +

1 2
+ (4)

Now is a vector containing in ation, output growth, and the Federal Funds Rate (FFR). No

assumptions are required on the structure of the variance-covariance matrix and the VAR is es-

timated in a standard Bayesian fashion á la Litterman with a symmetric tightness function. The

hyperparameters of the prior are estimated using the latest-available data.

The last common model is an autoregressive Time-Varying Coe cient model (TVC), where the

order of the autoregressive structure is imposed equal to two:

£
; ; + | ( 0)

¤
= + ( ) + + (5)

This model, which have been shown to capture both non-linearity and non-normality in the data

(e.g. Canova, 1993), is estimated with Kalman lter formulas. We assume that the coe cient vector
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= ( 1 2 )
0 shrinks back towards the mean following an AR process:

= 1 + (1 ) ¯ +

where is assumed independently and identically normally distributed with mean zero and variance-

covariance , estimated via Kalman lter; ¯ is the OLS estimate of the corresponding non-time

varying model computed using the whole series of observations of the latest-available data; and the

hyperparameter is estimated by ML.

3.2.2 In ation

Two additional models are used to forecast in ation. The idea here is not so much to be exhaustive

in the speci cation searches, but rather to select a couple of models that have proven to be relatively

reliable in other studies.

The rst model is a Phillips curve where in ation ( ) is a function of its own past and of past

dynamics of the unemployment rate ( ):

£
; ; + | ( 0)

¤
= + ( ) + ( ) + + (6)

The model has been used, for instance, in Stock and Watson (1999) and Ang et al. (2007), among

others, who stress the importance of measures of real activity in a regression forecast for in ation.

The characteristics of the unemployment revision process are summarised in the appendix (Table

A1).

In the second model, in ation is a function of the term structure as proxied by the spread (SP)

between long (10 years) and short run (three months) interest rates:

£
; ; + | ( 0)

¤
= + ( ) + ( ) + + (7)

Typically such regression models, or a combination of the two where both measures of real activity

and the spread are included, provide a good approximation to more sophisticated Phillips curve

models of in ation (e.g. Ang et al. 2007).

3.2.3 Output

The two selected models for output have also a long tradition in forecasting exercises and are

frequently used, for instance, in central banks. The rst model is a simpli ed version of Okun’s law:

£
; ; + | ( 0)

¤
= + ( ) + ( ) + + (8)
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where output growth rate ( ) is a function of its own past and of past dynamics of unemployment

rate ( ).

The second model, that we call Leading Indicator (LI), relates output growth to other variables

typically used as indicators of output:

£
; ; + | ( 0)

¤
= + ( ) + 1 ( ) + 2 ( ) + ( ) + + (9)

Here we use employment ( ), Industrial production ( ) and Real Money Balances (RMB). In many

institutions this kind of equation is known as belonging to the family of bridge equations, because

they typically relate quarterly output growth to monthly indicators. We nevertheless use quarterly

observations of all variables to estimate and project it. The revision process of the additional

variables is described in the appendix (Table A1).

3.3 Information combination

3.3.1 Forecast combination

The idea behind the combination of forecasting techniques is that no forecasting method is fully

appropriate for all situations. Typically this means that a single forecasting model might be optimal

— given a loss function — only conditional on a given sample realization, information set, model

speci cation or time periods. In our context optimality clearly depends on di erent vintages. The

real-time data set is an ideal framework to check the properties of a forecast combination without

having to rely on simulation experiments. To our knowledge, this is the rst work that evaluates

the properties of a forecast combination using a real-time data set.

One of the main justi cations for the use of model combination is that forecasts based on a given

model may have a high variability if the model has been somehow selected, in the sense that a slight

change of the data may result in the choice of a di erent model. The change in the data here is not

arti cial but given directly by the di erent vintages of the same variable. Therefore the instability of

model selection can easily be checked and an appropriate weighting scheme can guarantee that the

combined forecast has a smaller variability and that the forecast accuracy can be improved relative

to the use of a selection criterion.

To better understand the idea of selection instability we have checked consistency in selection

over di erent vintages. Concretely, if a given model has been selected in a rolling exercise using the

fully-revised data, we compute the percentage of times that the same model is selected in rolling
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blocks of vintages and average it over the number of vintages. In the experiment, which resembles

the repeated observation technique of Stark and Crushore (2002), blocks of ten years of vintages —

each spanning ten years of historical data — are rolled over time and vintages (see Section 3.4), and

for each vintage and each point in time a selection criterion is applied. The rational behind this

exercise is simple: changing vintage should not cause much change for a stable procedure in the

selection. Analogously, for the same vintage a stable selection criterion should generally select the

same model, when slightly changing the sample. The results of this experiment, reported in Table

2, clearly show the di culty of the model selection criteria in choosing the same model over the

years and across vintages. Percentages are too small to claim that a given model is stably chosen

according to di erent criteria if we use fully-revised or single vintages of the same data.

- Table 2 here -

Results also indicate that there would be enough room for model combination to improve upon

the forecasting performance of a single model which would have been selected with a given criterion

on a given vintage of data.

In this paper we report results relative to three forecast combination methods.

The rst is the “naïve” scheme which assigns equal weight (EW henceforth) to all models.

The second is the algorithm called Aggregated Forecast Through Exponential Reweighting (AFTER

henceforth) proposed by Yang and Zou (2004), where the weights are assigned on the base of the

past performance history of models. In particular, to combine forecasting models, at each time

the AFTER algorithm looks at their past performances and assigns weights as follows:

1 = 1

=
1ˆ

1 2
1 exp

h
( 1 ˆ 1)

2
2ˆ 1

i
P

0 0 1ˆ
1 2
0 1 exp

h
( 1 ˆ 0 1)

2 2ˆ 0 1

i 2

where ˆ 1 is the standard error of estimate of model based on information up to 1, and

( 1 ˆ 1) is the forecast error of model of the previous period.1

1Yang (2004) examined the theoretical convergence properties of this combination method and found that it has
a signi cant stability advantage in forecasting over some popular model selection criteria. In particular, as already
mentioned, the speci c relationship imposed insures that a weight attributed to a certain model at time is larger
the larger its ability to forecast the actual value of the variable of interest in previous periods.
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The last combination scheme is our own modi cation of the previous algorithm (AC henceforth),

where the weights are updated after each additional observation to target each time the performance

of the best candidate model. In other words, the weight attributed to a certain model at time is

larger the larger its ability to forecast the actual value not in all previous periods, but only at 1.

In particular weights are assigned as:

1 = 1

=
exp

h
( 1 ˆ 1)

2
2 2

i
P

0 exp
h
( 1 ˆ 0 1)

2
2 2

i 2

where 2 is the sample variance of the dependent variable, 2 = ( 1)
1P 1

=1 ( )
2, and

= 1
P 1

=1 .

Our own experience shows that the AFTER weighting scheme after a while might start giving

too much weight to one model, thus resembling more a model selection algorithm than a combination

method. The reason is that the weights are designed to give importance to the whole history of

performances. Therefore if one model has on average a better performance than the others, by the

end of the sample it will get a weight equal to one with a high probability. The AC scheme, instead,

gives a large weight to model at period only when it forecasted well at period 1. Thus after

each additional observation, the weights on the candidate forecasts are updated with more likelihood

than in the AFTER scheme.

3.3.2 Vintage combination

One of the innovative ideas of this paper is that the existence of multiple vintages of data for a

given variables might render incorrect the use of a single vintage when evaluating a model because

the stochastic relationship between vintages is not taken into account. Therefore, to avoid a vintage

dependence of the forecast accuracy it seems natural to exploit or combine the information contained

in several (if not all) vintages.

The combination of vintages is obtained in two simple ways. In the rst one, we exploit inform-

ation in vintages by using a panel data approach and considering all vintages as the units of the

panel. The parameters of the models are estimated by pooling all vintages and exploiting the crucial

characteristic of a panel data set that contains repeated observations on the same unit (vintage).

Therefore, like panel data, the vintage structure of a real-time data set can provide a situation very
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much close to a controlled experiment. The idea is appealing not only for a forecast evaluation on

past realizations, where blocks of vintages might have the same length, but also in real time, where

necessarily di erent past vintages have di erent time-length and the panel is unbalanced. In other

words, a real-time implication of this approach is that if we want to forecast the variable + ,

instead of using only the historical values =1 of the same vintage , we t a panel data model

on = 1

=1 and estimate the parameters by pooling all past vintages.

In the case of a general linear model, for instance, it would be:

+ = + + = 1 2 (10)

where combines past values of and other indicators, and the parameter vector can be

assumed equal (pooling regression) or di erent ( xed or random e ect model) across vintages.

In the second approach, we model the covariability of the vintages in terms of one unobserved

common component and an idiosyncratic error term. The common factor is estimated using principal

components (of possibly several variables) over a prede ned block of vintages and each model is then

augmented with the common factor, and a linear or non linear relationship between the variable to

be forecast and the factor is estimated. The spirit here is the same as in the static or dynamic factor

approach of Stock and Watson (e.g., 2002), where the signal is extracted from all available vintages

(of several variables). Each model is therefore estimated and projected after being augmented with

this signal. The general speci cation becomes:

£
; ; + | ( 0)

¤
= + ( ) + ( ) + ( ) + + (11)

where is a (vector of) factor(s) common to all vintages (and possibly several series) estimated

with usual principal component techniques over a number of vintages of a number of indicators. The

advantage with respect to usual factor analysis is the consideration of all vintages available to the

researcher and not just the last one. The disadvantage with respect to the panel data approach is

that the computation burden increases with the number of series involved.

3.4 Experimental design

The experiment we conduct is easily described. Given the sample size (1947q1 to 2006q4) and the

available number of vintages (1965q1 to 2007q1), we construct matrices of ten years of vintages each

spanning ten years of time series observations. Then we make these matrices rolling “diagonally”

over time and vintages so that they have always the same numerosity (ten years of vintages and ten
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years of data points), and at each rolling step, for every vintage, we estimate a model and use it to

forecast the variables of interest at 1, 4, and 8-steps ahead. To better understand the logic, imagine

a rolling forecast with one time series where the length of the series is always the same. Here we

repeat the exercise not just for one vintage but for several of them.

In our benchmark experiment, the columns (vintages) of the rst data-matrix run from 1969q1

to 1978q4, and the rows (historical data) go from 1959q1 to 1968q4. The one-step ahead forecasts,

therefore, are those relative to the quarter 1969q1. The columns of the last matrix, instead, go from

1997q2 to 2007q1 and the rows from 1987q2 to 1997q1. Therefore, the one-step ahead forecasts

are relative to the period 1997q2. As also remarked above, the choice of this benchmark trades-o

between a su cient number of vintages that contains revisions, and a reasonable number of time

series observations for the evaluation measures to be statistically meaningful. In total there are 114

blocks of vintages.

The amount of results that this design generates is huge, but manageable. The advantage of our

strategy is that we have two dimensions over which we can compute the relevant statistics: the time

series dimension — which, for instance, provides a time series of one-step ahead forecasts spanning

from 1969q1 to 1997q2 — and the vintage dimensions —that works as a repetition of a controlled

experiment, and gives 40 of such time series.

Moreover, results are organised by model. In total we have eleven models for each variable: the

ve models described above for in ation and output; the three forecast combination methods, that

are additionally considered as alternative models; and three “best” models that are selected by three

competitive selection criteria. The latter are the AIC (Akaike, 1974), the SBC, (Schwarz, 1978),

and the HQ (Hannan and Quinn, 1979).

In the panel approach, we treat the vintages of the same block as units of the panel and estimate

the parameters using a mean group strategy (Pesaran and Smith, 1996). We choose not to pool the

vintages because the variability of parameter estimates can be substantial. This is easily appreciated

in Figure 3, where we plot the largest and smallest estimates (across ten years of rolling vintages)

of the rst autoregressive coe cient of the ARMA model for in ation over the period 1969q1-

1997q2. The vertical distance between the two lines provides a good measure of this variability. Note

that forcing units to be homogeneous with a simple pooling could generate biased and inconsistent

estimates given such a variability.
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- Figure 3 here -

In the factor approach, we use the following estimation strategy. We take all available variables

of the data set and build the same 114 blocks of vintages as described above. For each block, we

compute three principal components over the averages across the ten-year vintages of the block for

each variable. Then we augment all models with lagged values of these factors as in (11). A list of

the variables used to compute the principal components is reported in the appendix (Table A2).

It is worth stressing that ours is a purely evaluation experiment and not a real-time one. In fact

both the panel and the factor approach use information contained in the whole block of vintages to

estimate and forecast each vintage of the block. However, the same strategies can be employed in

real time when only past vintages would be considered in the estimation.

Our benchmark experimental design allows us to compare results across models, for each as-

sumption on the information set — simple, panel, or factor — and across information sets, to check

if making use of more information contained in all vintages improves the forecasting performance

of each model. Broadly speaking, the strategy is the one of an ensemble forecast methodology

commonly used in weather forecast, which consists of designing a number of simulations on a given

forecast computed by allowing for small changes to the estimate of the current data used to initialize

the simulation. In our context we use the di erent vintages of the real-time data set as di erent

realizations of a given variable. Then, in order to evaluate the uncertainty in the data measurement

process, we use these vintages instead of simulating the current data with an ad-hoc perturbation.

We focus our evaluation exercise predominantly on three dimensions: accuracy, uncertainty and

stability. The idea is to check whether information and model combination improve the forecasting

performance in these three dimensions. The computation of the statistics in our framework is

straightforward. Each rolling block of matrices has always the same number of vintages. Suppose

that we have a -step ahead forecast for the generic vintage . Because our matrices roll over time,

we end up having a time series of -step ahead forecasts for vintage . In the case of = 1 the time

series spans the period 1969q1-1997q2. For = 4 it is 1969q4-1998q1; and for = 8 it is 1970q4-

1999q1. All relevant statistics are computed over these time periods for each , and replicated for

the number of vintages available.
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4 Empirical results

In this section we report the empirical results of our experiment along the three dimensions of

accuracy (Section 4.1), uncertainty (Section 4.2) and stability (Section 4.3). A summary of the main

results will conclude (Section 4.4).

4.1 Accuracy

The most unambiguous measure of accuracy is correct prediction. Accuracy is de ned in terms of

square root of the mean squared prediction error (RMSPE) for the generic vintage :

=

vuut 1
+ 0 1X
= 0

³
+ ˆ + |

´2
(12)

where is the length of the series of forecasts and 0 is the last observation of the vintage . As

actual value, + , we take here the latest-available observations.

To compare accuracy across models in a general manner, Table 3 reports the average RMSPE

over vintages for all models and information sets. Reported values are relative to the those of a RW

model.

- Table 3 here -

Some comments are in order. Note rst that, apart from few exceptions, most of the models and

methods considered here are on average better than a naïve forecast based on the RW. For in ation,

this is almost always true. Second, it seems that combining forecasts using our procedure (AC)

always gives a RMSPE which is at least in the rst three ranking positions, and in 72% of the cases

it is ranked rst across all forecast horizons, variables, models and information sets. Moreover, the

other combination methods and the other models do not show a comparable performance in such

a systematic way, or a stable and systematic pattern in their general forecast ability. This is an

important results that shows how combining forecast can lead to a stable improvement when model

selection is not necessarily stable — as in our case —, provided that the choice of the combination

weights is carefully executed. Finally, augmenting the information set with a signal extracted from

all vintages can lead to a substantial improvement with respect to a simple approach. This result is

con rmed especially when we use the panel approach, since the comparisons between the RMSPE
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of each model indicate that for almost all forecast horizons, all models and both variables the panel

approach provides lower RMSPE than both the simple and the factor approach. Sometimes the

improvement is as considerable as 47% (in ation, comb. AFTER, four-steps ahead) or 37% (output,

comb. AC, eight-steps ahead). In fact, overall the panel approach is consistently better than the

others, across models, variables and forecast horizons. The factor approach does not seem to perform

as well as expected. This is possibly due the limited number of variables available in the dataset

used to compute the factors.

These results, though valid only on average, are remarkable and con rm our prior intuition that

a combination of both information and forecasts from di erent models might improve the forecast

accuracy. Their potential impact should of course be evaluated in real time. The typical pseudo real-

time experiment can nevertheless be undertaken by using, for instance, the last vintage of historical

data in each block to forecast the variable -step ahead. In this case, a panel or a factor approach as

used in our experiment do not imply using future information as it is when we run the experiment

for the rst 1 vintages of the block. In Table 4 we report the RMSPE associated with the latest

available series. Results are by and large con rmed in both respects that forecast and information

combination notably improve forecast accuracy.

- Table 4 here -

As remarked above, these results are informative only on average. Our experiment, however,

produces a much greater amount of output which is worth examining in detail. Moreover, we need

to check how statistically signi cant the general results are. Therefore, to put them in a better

perspective, we test the predictive accuracy across models for each information set — simple, factor

and panel — and across information set for each model.

We use an approximately normal test for equal predictive accuracy in nested models as described

in a recent paper by Clark and West (2007). The checking procedure is applied vintage by vintage

and models are tested bilaterally. For each vintage of forecasts, the null hypothesis of equal accuracy

(equal MSPE) is checked against the alternative that the larger model has a smaller MSPE. The null

is tested by examining the di erence between the MSPE of model 1 (the restricted one) and that

of model 2 (the larger one), i.e. 1
¡

2
¢
, where the “ j term “adjust for the

upward bias in MSPE produced by estimation of parameters that are zero under the null”.2 Repeating
2Clark and West (2007) p. 294.
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the experiment
μ
2

¶
times — where is either the number of models (11) or the number of ways

we combine the information set (3) —, we count the number of times that in total (over bilateral

comparisons and vintages) we reject the null in favour of model 2 and report this information in

percentage form in Figures 4-6. For all tests signi cance is set at 0.10 level. For instance, in Figure

4 a bar in correspondence of the model ARMA represents the percentage of times that in bilateral

comparisons for all vintages we reject the null of equal accuracy (with a ten percent signi cance) in

favour of the ARMA model. Whereas in Figure 5, fore each model and forecast horizon, a bar in

correspondence of PANEL represents the percentage of times that in bilateral comparisons and for

all vintages we reject the null of equal accuracy in favour of the PANEL. No bars at all means that

all models are equally accurate.

Results statistically con rm and qualify the averages of Table 3. Brie y, in the comparison across

models (Fig.4) the forecast combinations computed with the AC method shows always the highest

percentage of times that in bilateral comparisons we reject the null in favour of the AC. Only in

one case (Output growth, simple eight-step ahead) models are all equally accurate. Analogously, in

the comparison across information sets (Fig. 5 and 6) the panel approach is very much competitive

especially at one-step ahead for in ation and eight-step ahead for output growth. In several cases,

the three di erent approaches seem all equally accurate from a statistical point of view. The factor

approach has some di erential forecasting power only at one-step ahead for some models of output

growth.

- Figure 4 to 6 here -

4.2 Uncertainty

The concept of forecast uncertainty does not necessarily has a unique empirical counterpart.

From an ex-ante point of view, we know that most uncertainty can arise from extra-model

information with respect to the future values of the variables, and is therefore extremely di cult

to capture with model-based historical forecast errors. From an ex-post point of view, however, it

is inevitable to relate an estimation of the forecast uncertainty to the accuracy of point estimate

forecasts, and measure it with the MSPE that combines the bias and the variance in an appealing

way. In this respect, the previous subsection would suggest that a forecast combination which
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also uses the information contained in all vintages provides not only more accurate but also more

precise forecasts. This makes sense at least to the extent that every model uses di erent information

variables, and none of them can be considered a priori as a correct description of the DGP. Therefore,

a forecast combination, which also exploits e ciently the information contained in all vintages could

provide a more accurate and precise forecasts.

We measure uncertainty in two manners, broadly consistently with this ex-ante/ex-post di erence

and distinguish between a predicted forecast uncertainty — the uncertainty anticipated given the

model — and an actual forecast uncertainty — arising by relating the forecast of the model and the

actual data.

The rst approach consists of computing the usual standard error of the forecast associated with

each model. For instance, in the case of a one-step-ahead forecast for the linear (possibly) dynamic

model

+1 =
0 + +1

an estimate of the variance of the forecast error is

(ˆ )2 = (ˆ )2
h
1 + 0 ( 0 )

1
i

(13)

where (ˆ )2 is the OLS estimate of the model variance relative to vintage . This measure is available

for each vintage of the block and each time period, and is mainly based on the in-sample information

needed to estimate 2. An average over all vintages

ˆ2 =
1 X

(ˆ )
2

can be considered as a measure of predicted uncertainty for each model, step-ahead and information

set. Given the rolling exercise, this measure varies with and covers the periods 1969q1—1997q1 for

= 1, 1969q4—1998q1 for = 4, 1970q4—1999q1 for = 8.

The second approach to measure uncertainty is based on forecast errors. This is a novel approach

which exploits the structure of a real-time database. In fact, to the extent that forecast uncertainty

re ects the dispersion of possible results relative to a given forecast, the structure of a real-time

data set can be of great help in conveying this uncertainty if, as argued in this paper, we consider

the di erent vintages of the data set as repeated outcomes of the same experiment and compare

them with given forecasts. A distribution of forecast errors can therefore be obtained by relating the

forecast of the variable -step-ahead for each vintage, to the alternative sequences of “outcomes”
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that have occurred in the revision process at the corresponding date of the forecast in the subsequent

vintages. For instance, suppose that at the vintage 1968:q4 we produced a 1-step-ahead forecast of

the variable of interest, so that we are forecasting the value of the variable for 1969:q1. Then we use

the subsequent vintages to forecast the same variable for the same date 1969:1. We store as many

forecasts as available vintages, and compute the sequence of forecast errors using for instance the

latest available value of the variables at the date 1969:q1. This gives us a cross section of forecast

errors at that date. Using our rolling approach of block of vintages, such cross-sectional distributions

can be computed for each date given , giving rise to a panel of forecast errors, which will form the

basis of our nal distributions.The variance of such distributions is our measure of actual forecast

uncertainty.

Figure 7 and 8 report the predicted measure for all models and Table 5 summarises the inform-

ation by taking an average over the time-span. Results for the combination methods should be

taken cum grano salis because they assume that forecast errors of di erent models are independent.

The reason is that there is not a trivial way of predicting covariances of forecast errors without

actually using the forecast errors. But if we do so, variances and covariances would be compatible

only asymptotically and results would be a ected by small sample problems. The comparison here,

therefore, will be done more over information approaches than over time-series models.

- Figure 7 and 8 and Table 5 here -

Results con rm the idea that forecast uncertainty depends also upon the information available.

In this context, the use of additional information plays a crucial role in reducing forecast uncer-

tainty. The models augmented with factors show a systematic lower uncertainty with respect to

both “Simple” and “Panel” approaches. The “Panel”, in turn, seems on average slightly better than

the “Simple”. These ndings are consistent with what generally expected — usually when models are

not mis-speci ed and there are not structural breaks in the data — and are valid for both variables,

for all steps, and for all models. In particular the average percentage improvement of the Factor

with respect to the Simple approach is around ten percent (with a peak of up to 50% for the BVAR,

in ation 8-step ahead), whereas the one of the Panel approach is constantly above three percent.

Moreover, improvements due to the use of a factor approach are higher on average in forecasting
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in ation than output growth, whereas those due to the panel approach are on average higher in

forecasting output growth.

Figure 9 and 10 summarise the (panel) distributions of the actual forecast uncertainty for all

models. They have been computed pooling all forecast errors of our repetitive block experiment as

explained above, from ten years of forecast vintages and corresponding outcomes over the periods

1969q1—1997q1 for = 1, 1969q4—1998q1 for = 4, 1970q4—1999q1 for = 8. The same information

is further summarised in the Table 6, where we report the average variance for each model and step,

and rank the models according to the variance. The distributions of forecast errors are by and

large symmetric around zero except, perhaps, the eight-step-ahead forecast of in ation, which show

a consistent downward bias for all models but the TVC. Moreover, the uncertainty surrounding

the forecasts of output growth is greater than the one surrounding the in ation forecasts, as it is

usually the case. The comparison across models broadly con rm the previous ndings. In particular,

and consistently with the results described also in the Accuracy section — although using di erent

forecast errors —, our preferred combination method (AC) and the panel approach provide on average

the lowest measures of ex-post forecast uncertainty. Interestingly the Factor approach, that would

provide a lower anticipated uncertainty than the Panel approach, shows a higher ex-post uncertainty

as a consequence of its just-adequate forecasting performance.

- Figure 9 and 10 and Table 6 here -

Overall, our interpretation of the results can be rationalised with a reference to the cathegor-

ization of the sources of model-based forecast errors made for instance by Clements and Hendry

(1998, Ch. 7). The sources can be grouped in ve categories: (1) Structural changes; (2) Model

mis-speci cation; (3) Data revision and variable mis-measurement; (4) Estimation uncertainty; (5)

Accumulation of future shocks to the economy. An approach that combines forecast and information

in an e cient way may moderate the e ects of at least three of these sources. Speci cally it can

help (i) reduce the e ects of model mis-speci cation by combining results from several models; (ii)

alleviate the inaccuracies in the estimates of model’s parameters because they are estimated from

a pooling of all vintages; (iii) reduce the e ects of mis-measurement of the data by considering the

information contained in all vintages.
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Note nally that ex-ante measure of uncertainty is much wider than its ex-post counterpart. This

aspect has two sides. On the one hand, it says that forecast errors cannot lay too much outside an

anticipated range of plausible outcomes. In this sense, the models used in the experiment do not show

big speci cation problems. On the other hand, the ex-post measure would suggest that con dence

bands based on an ex-ante measure could be too wide with respect to what in fact happened in

the data. These considerations are clearly of great importance, for instance, for policy makers who

might want to communicate to the general public not only a point forecast but also their degree of

con dence about the point forecast, and have to mediate between ex-ante and ex-post analyses.

4.3 Stability

In Section 3 we have shown that there is a relatively high degree of selection instability and argued

that this instability would have also a ected accuracy and uncertainty, as con rmed above. As noted

elsewhere (e.g. Yang and Zou, 2004) however, stability in selection does not necessarily capture the

stability in forecasting because the likelihood of equal accuracy across models can be high, as also

seen above. Therefore, in this section we check the degree of forecast stability of each model.

Our de nition of stability has to do with the degree of responsiveness of forecast to data revision.

The question could be posed in this way: how much does data revision change a model forecast?

Or, equivalently: how much responsive a model forecast is to the revision process? The idea of this

section, therefore, is to relate the forecast revision obtained with a given model to the data revision

and check how much “pass-through” from data revision to forecast revision exists.

To measure the forecast revision we take the absolute deviation of each vintage forecast from

the forecast of the fully-revised data, relative to the standard error of estimate of the actual value

computed using the same model. That is, we consider

ˆ ( ) =

¯̄̄
ˆ + | ˆ + |

¯̄̄
ˆ

where ˆ + | and ˆ are computed based on the latest-available data, and the time span depends

on , as for the uncertainty measure. To measure the data revision we use the same approach and

compute the absolute standardised remaining revision

( ) =

¯̄̄
+ +

¯̄̄
ˆ

where ˆ is the square root of the sample variance of + | .
3

3The properties of the “remaining revisions” have been brie y described in Table 1 (see Section 2).
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This “pass-through” is checked with a simple OLS regression:

ˆ ( ) = 0 + 1 ( ) + (14)

and is measured by the estimate of 1. The rationale behind this measure is that, on average, a

good forecasting procedure should pro-actively respond to data revision: the larger the response,

the better the model. Table 7 reports the results and ranks the models according to the size of the

average 1, where the average is taken over the ten-year blocks of our experiment. Figure 11-12

report also the evolution of 1 over the ten years of vintages.

Results show that, apart from rare exceptions, all models have a positive degree of responsiveness.

The highest estimates are almost always those corresponding to the forecast combinations, regardless

of the information set, though the simple and panel approach seem to have on average higher

responsiveness than the factor approach. The evolution of the coe cients in Figure 11 and 12

somehow con rms the expectation that the pass-through might have a tendency to increase as the

revision becomes less pronounced, perhaps as a consequence of a learning process, or of the fact that

data become more rational — as shown for instance by Swanson and van Dijk (2006) — and therefore

the forecast revision adapt more rapidly.

- Figure 11 and 12 and Table 7 here -

The di erence between the reaction of any model and those of the forecast combination models

are sometimes remarkable, especially for one- and four-step ahead forecasts. This nding, which says

that combining forecasts from di erent sources makes the forecast more capable of adapting to data

revision, can be rationalised using the results on accuracy and on selection instability shown before.

As remarked above, the idea behind the combination of forecasting techniques is that no forecasting

method is fully appropriate for all situations, in the double sense that forecasting methods have

di erent forecast ability, and that for di erent vintages there is a high degree of selection instability.

The combination accounts for the time-varying forecasting ability of alternative models in that

a single forecasting model might only be optimal conditional on given realizations, information

set, model speci cation or sample period. By combining methods, instead, we compensate for

the weakness of each forecasting model under particular conditions, hence enhancing stability in

model selection and improving the accuracy as measured with respect to the fully-revised data.
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Consequently, the forecast combinations show a higher degree of responsiveness to data revision.

The result is independent on the weights used in the combination method.

4.4 Summary

The results of our experiment with a real time data set are easily summarised. The prior intuition

that model and information combination broadly improve the forecasting performance seems to be

a valid one in at least three dimensions. First, our preferred forecast combination method provides

the best forecast accuracy with average improvements of 27, 25 and 36% respectively at one-, four-

and eight-step-ahead horizons for output growth, and of 11, 33 and 32% at one-, four and eigth-steps

for in ation. Analogous percentage improvements are shown by the Panel approach in comparison

to the simple method. Concretely the improvements are of the order of 11, 16 and 33% for output

growth and of 21, 29 and 23% for in ation. This is su cient evidence of a remarkable forecasting

performance, which suggests as a general strategy (i) to use all available vintages to estimate model

parameters, and (ii) to exploit several models in a combination where the weights attributed to a

certain model at time are larger the larger its ability to forecast the actual value in the previous

period 1.

Second, the same combination methods (AC and Panel) moderate the e ects of at least three

sources of actual or ex-post forecast uncertainty, for they reduce the e ects of model mis-speci cation,

alleviate the inaccuracies in the estimates of model’s parameters, and reduce the e ects of data mis-

measurement. Moreover, augmenting the models to exploit the covariability of several variables over

all vintages reduces dramatically the anticipated or predicted part of forecast uncertainty.

Finally, combining forecasts from di erent sources makes the forecast more capable of adapting

to data revision. This result is fully consistent with the idea that a model combination eases the

selection instability due to the revision process. We have shown that a change in the data — as

measured by the subsequent vintages — may translate in the choice of di erent models according to

various selection criteria. As a consequence, the forecast based on a certain model might show a

high variability (see also Yang and Zou , 2004). The model combination, instead, in reducing the

selection instability also reacts more accurately to the data revision.
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5 Robustness analysis

In this section we analyze whether the results obtained above depend on the particular assump-

tions we made concerning the actual value and the sample period considered in the estimation and

forecasting exercises.

In the rst robustness check, we vary the actual value of both in ation and output growth. This

change obviously a ects our measures of forecast accuracy. Precisely, when computing forecast errors

results crucially depend on what vintage of data is being used to represent the “actual” one. In

this section we report results based on two alternative sets of “fully-revised data”, where the latter

coincide with the data available 5 and 10 years after each block of vintages.

The results are reported in table 8 and 9. These tables are computed by using the same procedure

described when presenting table 3.

The evidence emerging from these tables shows that, in most cases, the three model combination

approaches still perform quite well. Moreover, in line with the results reported above, the RMSPE

obtained by using the Factor and Panel approaches are consistently lower than the one retrieved

with Simple across models, variables and forecasting horizons. Results on accuracy are therefore

broadly independent on the choice of the fully revised data used to make the comparisons.

— Table 8 and 9 here —

The second robustness exercise consists of assessing whether the results are in uenced by the

selected sample. More precisely, in order to evaluate whether the results are sample-dependent,

we split the sample into two parts: pre-1983q4 and post-1984q1. As a consequence, the second

sub-sample covers the period of the so-called “Great Moderation”.

As documented in Blanchard and Simon (2001), Kim and Nelson (1999), McConnell and Perez-

Quiros (2000), and Stock and Watson (2003), since the mid-1980s the variability of quarterly real

output growth and in ation rate has declined substantially. This striking features, often termed as

the Great Moderation, has a number of possible explanations.

Most studies suggest that a better conduct of monetary policy, good luck, and structural changes

might have in uenced the decline in macroeconomic volatility. The present study does not provide

an alternative explanation for these patterns, which would be out of its scope. However, while
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examining whether results are robust across di erent samples, we also check whether there has been

a changes in the estimated uncertainty, predictability and stability in quarterly real output growth

and in ation since the beginning of the Great Moderation.

First, we explore whether a change in predictability might have taken place after 1984. Table

10 and 11 summarise the results. The relative ranking of the models in terms of RMSPE remains

substantially unchanged. Interestingly, before 1984 forecasts constructed from the eleven models for

both output growth and in ation were considerably less accurate than those obtained with the same

models after 1984. The average improvement in forecast accuracy is about 20% and 30% for output

growth and in ation, respectively.

— Table 10 and 11 here —

Second, we quantify the forecast uncertainty associated to each model pre and post 1984. Tables

12 through 15 show the predicted and actual uncertainty, for output growth and in ation, in the

two sub-samples at selected forecasting horizons. As accuracy, also uncertainty improved and sig-

ni cantly dropped after the onset of the Great Moderation. This reduction is consistent across all

models, variables and forecasting horizons.

Across models, the reductions in the predicted uncertainty are similar to each other, although

larger in magnitude for the output growth at 1-step-ahead (0.43 on the average). The average

decrease in in ation uncertainty is approximately 0.2. The moderation in forecast uncertainty is less

pronounced when measured with our method: On average, actual uncertainty falls by about 0.20

and 0.05 for output growth and in ation, respectively.

The concurrence of the Great Moderation with the decline in the forecast uncertainty suggests

that part of the reduction in macroeconomic volatility could also be related to declining uncertainty

surrounding the data revision process and the possibility of correctly predicting the time path of

output growth and in ation. This is clearly a topic that would deserve further investigation.

— Table 12 to 15 here —

Finally, we examine whether the forecasting models exhibit a di erent degree of “pass-through”

from data revision to forecast revision over the two sub-samples. Table 16 and 17 report the values
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of the average pass-through coe cients as expressed in equation (14).With the exception of output

growth at 1-quarter ahead (where we found no signi cant di erence between the two sub-samples),

the results underline that, consistently across models, variables and forecasting horizons, the coe -

cients are greater in the post- than in the pre- Great Moderation period. On average, the increase

in the degree of responsiveness of forecast revision to data revision is about 0.4. This means that

the ability of the selected models to adapt their forecast to data revision has increased substantially

after 1984.

— Table 16 and 17 here —

In sum, the results are not only robust when changing the “actual value” or the sample, but also

suggest that starting form the mid-80’s there has been an increase in predictability, a reduction in

both predicted and actual forecast uncertainty, and a rise in the responsiveness of forecast revision to

data revision. A thorough discussion of these results as linked to the great moderation goes beyond

the scope of the paper, as remarked. However, it is interesting to note here that the literature

would not necessarily agree with our nding on the general improvement of forecast accuracy after

1984 (see e.g. Stock and Watson, 2005, and D ’Agostino et al., 2005), a nding that is nonetheless

consistent with the reduction in the uncertainty of the revision process documented in Section 2.

6 Conclusion and directions for future work

In this paper we have investigated the forecasting performance of di erent models designed to

capture the time path of in ation and output growth with the help of the real-time data set for

macroeconomists, developed at the Federal Reserve Bank of Philadelphia. Precisely, the analysis

explored, for each variables, the forecasting properties of eleven time-series models. Moreover, we

have analysed two di erent ways of combining the information coming from the entire revision

history of the selected variables, considering the vintages of the real time data set as units of a panel

to be used in the estimation of the model. This is a novel approach with important implications for

real-time analysis.

The results suggested that model and vintage combination might signi cantly improve the fore-

cast ability of the models in the three dimensions of accuracy, precision and stability. Robustness

analysis also indicate that, when changing the samples or the actual values used to construct forecast
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errors, results remain substantially unchanged. The real-time implications point in the direction of

using all information contained in the whole revision history of a variable to forecast it or to measure

the associated forecast uncertainty.

Finally, we have compared the forecast performance of the selected models before and after the

onset of the Great Moderation. Overall, the results indicate that starting form the mid-80’s there

has been an increase in predictability, a reduction in both predicted and actual forecast uncertainty,

and a rise in the responsiveness of forecast revision to data revision. Understanding how these factors

(especially a change in the revision process) contribute to the observed decline in macroeconomic

volatility suggests a natural direction for future work.
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Appendix

Summary of revisions

— Table A1 here —

List of variables for the factor analysis

— Table A2 here —
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Mean Minimum Maximum Std. Error Noise/Sign

Total revision 0.14 -2.26 2.53 0.95 0.44

Real-time revision 0.04 -0.92 1.14 0.28 0.13

Standard deviation 0.13a
0.07 0.62 0.12 0.06

Employment
Remaining revision

v = 2 0.10 -2.23 2.29 0.88 0.41
v = 6 0.05 -1.90 1.68 0.61 0.28

v = 10 0.02 -1.12 1.14 0.41 0.19
v = 20 -0.01 -0.81 0.64 0.26 0.12
v = 40 0.00 -0.75 0.64 0.24 0.11

Total revision 0.01 -0.17 0.23 0.08 0.04

Real-time revision 0.00 -0.10 0.23 0.03 0.01

Standard deviation 0.03a
0.00 0.15 0.03 0.01

Unemployment
Remaining revision

v = 2 0.01 -0.17 0.23 0.08 0.03
v = 6 0.02 -0.13 0.17 0.06 0.03

v = 10 0.02 -0.10 0.13 0.05 0.02
v = 20 0.01 -0.03 0.13 0.03 0.01
v = 40 0.00 -0.03 0.03 0.01 0.00

Total revision 0.48 -7.58 10.11 2.94 1.36

Real-time revision 0.16 -0.96 3.19 0.54 0.25

Standard deviation 0.18a
0.46 5.21 0.66 0.30

Industrial Production
Remaining revision

v = 2 0.32 -7.62 9.58 2.94 1.36
v = 6 0.18 -14.08 9.58 3.05 1.41

v = 10 0.11 -14.08 9.60 3.06 1.41
v = 20 -0.08 -14.08 9.60 2.74 1.26
v = 40 -0.27 -14.08 9.60 2.29 1.06

Total revision -0.14 -15.58 15.63 4.61 2.13

Real-time revision -0.08 -5.41 3.87 1.09 0.50

Standard deviation 0.26a
0.08 2.06 0.45 0.21

Real Money Balances
Remaining revision

v = 2 -0.23 -15.90 16.28 4.70 2.17
v = 6 -0.63 -13.06 10.41 3.86 1.78

v = 10 -0.69 -11.71 10.08 3.57 1.65
v = 20 -0.38 -10.20 11.38 2.95 1.36
v = 40 -0.16 -9.27 5.59 1.87 0.86

(a) Ratio to standard deviation of the latest available. 
Sample: 1965:3-1999:4. Values in bold are significantly different fom zero (5%)

Table A1. Descriptive statistics of revisions
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 Core Variable  File N ame  Column Headers  

1  N ominal O utput  N O UTPUT.xls  N O UTPUTyyQ q  
2  Real O utput  RO UTPUT.xls  RO UTPUTyyQ q  
3  O utput-Price Index  P.xls  PyyQ q  
4  Real Personal Consumption Expenditures  RCO N .xls  RCO N yyQ q 
5  Services  RCO N S.xls  RCO N SyyQ q 
6  N ondurables  RCO N N D.xls  RCO N N DyyQ q 
7  Durables  RCO N D.xls  RCO N DyyQ q  
8  Real Investment  N .A.  N .A. 
9  Business Fixed  RIN VBF.xls  RIN VBFyyQ q 
10  Residential  RIN VRESID.xls  RIN VRESIDyyQ q 
11  Change in Inventories  RIN VCH I.xls  RIN VCH IyyQ q  
12  Real Government Purchases of G&S  RG.xls  RGyyQ q  
13  Real Exports of G&S  REX.xls  REXyyQ q  
14  Real Imports of G&S  RIMP.xls  RIMPyyQ q  
15  Price Index for Imports  PIMP.xls  PIMPyyQ q  
16  N ominal Corporate Profits After Tax  N CPRO FAT.xls  N CPRO FATyyQ q  

17  M1   M1.xls   M1yyQ q  
18  M2  M2.xls  M2yyQ q  
19  Total Reserves  TRBASA.xls  TRBASAyyQ q  
20  N onborrowed Reserves  N BRBASA.xls  N BRBASAyyQ q  
21  N onborrowed Reserves +  Ext. Credit  N BRECBASA.xls  N BRECBASAyyQ q  
22  Monetary Base  BASEBASA.xls  BASEyyQ q  
23  Consumer Price Index  CPI.xls  CPIyyQ q  
24  Unemployment Rate  RUC.xls  RUCyyQ q  
25  Employment Employees on N onagricultural Payrolls
26  Industrial Production Industrial Production Indexes

N ote: All variables have been transformed in annualised quarterly growth rates

Q uarterly (N IPA) Variables  

 Q uarterly Average Variables  

Table A2. List of variables used in the factor approach
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Mean Minimum Maximum Std. Error Noise/Signal AR(1)

Total revision 0.66 -5.63 8.56 2.17 0.61 0.03

Real-time revision 0.19 -1.76 2.21 0.79 0.22 -0.06

Standard deviation 0.22a
0.32 1.45 0.24 0.07 0.16

Real Output
Remaining revision

v = 2 0.48 -5.49 7.71 2.14 0.60 0.00
v = 6 0.48 -5.32 7.75 1.92 0.54 -0.09

v = 10 0.34 -5.34 7.75 1.95 0.55 -0.14
v = 20 0.34 -4.44 5.19 1.64 0.46 -0.18
v = 40 0.30 -4.53 4.37 1.38 0.39 -0.23

Total revision 0.10 -2.29 2.80 0.90 0.36 0.14

Real-time revision 0.11 -1.19 2.02 0.49 0.20 0.16

Standard deviation 0.19a
0.09 1.08 0.22 0.09 0.45

Inflation
(output deflator) Remaining revision

v = 2 -0.01 -3.64 2.18 0.96 0.38 0.08
v = 6 -0.05 -3.64 2.20 0.89 0.35 0.03

v = 10 -0.07 -2.55 2.14 0.87 0.34 0.05
v = 20 -0.15 -2.67 1.76 0.76 0.30 -0.05
v = 40 -0.14 -1.88 1.97 0.65 0.26 -0.16

(a) Ratio to standard deviation of the latest available. 
Sample: 1965:3-1999:4. Values in bold are significantly different fom zero (5%)

Table 1: Descriptive statistic of revision
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ARMA VAR TVC OKUN LI RW ARMA VAR TVC PH TS RW

AIC 0.00 0.15 0.00 0.02 0.59 0.00 0.27 0.00 0.01 0.27 0.22 0.01
SBC 0.10 0.00 0.02 0.11 0.50 0.01 0.17 0.00 0.01 0.27 0.18 0.10
HQ 0.01 0.12 0.01 0.04 0.53 0.01 0.25 0.00 0.01 0.27 0.21 0.02

Output growth Inflation

Table 2: Selection instability

Note: The numbers represent the fraction of times that a model selected with a given criterion using the

fully revised data has also been selected in ten years of rolling vintages.
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Model RMSPE Rank RMSPE Rank RMSPE Rank Model RMSPE Rank RMSPE Rank RMSPE Rank
ARMA 0.86 4 0.78 4 0.69 4 ARMA 0.84 2 0.93 2 0.64 1
BVAR 0.88 5 0.77 3 0.75 5 BVAR 0.88 7 0.96 8 0.75 9
TVC 0.97 8 0.92 7 0.88 6 TVC 0.89 8 0.94 3 0.75 10
Okun 0.71 3 1.15 10 0.53 1 Ph 0.96 10 0.96 7 0.74 8

1-step Li 0.94 6 0.88 5 0.95 9 TS 0.92 9 0.96 6 0.72 7
AC 0.67 1 0.62 1 0.56 2 AC 0.79 1 0.91 1 0.66 3
AFTER 1.07 11 0.99 9 0.94 8 AFTER 0.85 5 0.95 4 0.70 4
EW 0.68 2 0.90 6 0.57 3 EW 0.86 6 0.96 9 0.65 2
AIC 0.97 7 0.75 2 0.97 10 AIC 0.85 4 0.96 5 0.71 6
SBC 1.00 9 1.17 11 0.92 7 SBC 0.85 3 0.98 10 0.71 5
HQ 1.00 10 0.95 8 1.00 11 HQ 1.03 11 1.03 11 1.02 11

mean 0.89 0.90 0.80 mean 0.88 0.96 0.73
median 0.94 0.90 0.88 median 0.86 0.96 0.71

Model RMSPE Rank RMSPE Rank RMSPE Rank Model RMSPE Rank RMSPE Rank RMSPE Rank
ARMA 0.76 5 0.95 7 0.63 4 ARMA 0.65 4 0.83 8 0.46 6
BVAR 0.55 1 0.68 2 0.48 1 BVAR 0.50 2 0.84 10 0.48 7
TVC 1.00 8 0.94 6 0.91 11 TVC 0.74 7 0.71 2 0.60 8
Okun 0.80 6 0.97 8 0.91 10 Ph 0.65 5 0.83 5 0.42 4

4-step Li 0.93 7 0.98 9 0.76 6 TS 0.67 6 0.83 6 0.43 5
AC 0.65 2 0.67 1 0.54 2 AC 0.49 1 0.71 1 0.38 2
AFTER 0.75 4 0.88 5 0.69 5 AFTER 0.76 8 0.83 7 0.41 3
EW 0.66 3 0.80 4 0.54 3 EW 0.55 3 0.84 11 0.35 1
AIC 1.06 10 1.23 10 0.86 9 AIC 0.93 11 0.83 3 0.84 11
SBC 1.09 11 1.27 11 0.84 7 SBC 0.93 10 0.83 4 0.84 10
HQ 1.02 9 0.68 3 0.86 8 HQ 0.93 9 0.84 9 0.83 9

mean 0.84 0.91 0.73 mean 0.71 0.81 0.55
median 0.80 0.94 0.76 median 0.67 0.83 0.46

Model RMSPE Rank RMSPE Rank RMSPE Rank Model RMSPE Rank RMSPE Rank RMSPE Rank
ARMA 1.24 9 0.87 8 0.89 7 ARMA 0.68 5 0.90 10 0.42 4
BVAR 0.70 2 0.83 3 0.52 3 BVAR 0.68 4 0.91 11 0.66 7
TVC 1.02 6 0.85 6 0.86 5 TVC 0.75 7 0.87 2 0.60 6
Okun 0.90 4 0.84 4 0.63 4 Ph 0.75 8 0.89 9 0.71 8

8-step Li 1.20 8 0.88 10 0.91 8 TS 0.69 6 0.89 7 0.38 2
AC 0.67 1 0.75 1 0.42 1 AC 0.50 1 0.67 1 0.35 1
AFTER 0.97 5 0.87 9 0.88 6 AFTER 0.56 3 0.89 6 0.56 5
EW 0.70 3 0.84 5 0.48 2 EW 0.51 2 0.89 5 0.39 3
AIC 1.18 7 0.76 2 0.91 10 AIC 0.93 11 0.89 8 0.81 11
SBC 1.24 10 0.85 7 0.91 9 SBC 0.93 10 0.89 3 0.81 10
HQ 1.24 11 0.91 11 0.92 11 HQ 0.93 9 0.89 4 0.75 9

mean 1.01 0.84 0.76 mean 0.72 0.87 0.59
median 1.02 0.85 0.88 median 0.69 0.89 0.60

Factor

Factor Panel

PanelSIMPLE

Panel

SIMPLE Factor Panel

SIMPLE Factor

Output growth Inflation

SIMPLE Factor Panel

SIMPLE Factor Panel

SIMPLE

Table 3: Accuracy. Average RMSPE

Note: The columns labeled RMSPE show for each forecasting horizon and for each model the average root

mean square prediction errors calculated as in Eq. (12) in the text as a ratio of the RMSPE of the RW

benchmark. The averages are taken over the vintages. The columns labeled Rank simply order the models

according to the lowest-to-highest RMSPE.
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Model RMSPE Rank RMSPE Rank RMSPE Rank Model RMSPE Rank RMSPE Rank RMSPE Rank
ARMA 0.70 5 0.64 5 0.56 4 ARMA 0.68 2 0.76 2 0.52 1
BVAR 0.72 6 0.62 4 0.61 5 BVAR 0.71 7 0.78 8 0.61 9
TVC 0.79 9 0.75 8 0.71 6 TVC 0.73 8 0.76 3 0.61 10
Okun 0.58 3 0.94 10 0.43 1 Ph 0.78 10 0.78 7 0.61 8

1-step Li 0.77 7 0.72 6 0.77 9 TS 0.75 9 0.78 6 0.58 7
AC 0.55 2 0.51 1 0.46 2 AC 0.64 1 0.74 1 0.54 3
AFTER 0.59 4 0.58 2 0.77 8 AFTER 0.69 5 0.77 4 0.57 4
EW 0.55 1 0.73 7 0.46 3 EW 0.70 6 0.78 9 0.53 2
AIC 0.79 8 0.61 3 0.79 10 AIC 0.69 4 0.78 5 0.58 6
SBC 0.81 10 0.96 11 0.75 7 SBC 0.69 3 0.80 10 0.58 5
HQ 0.82 11 0.77 9 0.81 11 HQ 0.84 11 0.84 11 0.83 11

mean 0.70 0.71 0.65 mean 0.72 0.78 0.60
median 0.72 0.72 0.71 median 0.70 0.78 0.58

Model RMSPE Rank RMSPE Rank RMSPE Rank Model RMSPE Rank RMSPE Rank RMSPE Rank
ARMA 0.58 5 0.72 7 0.48 4 ARMA 0.62 4 0.80 8 0.44 6
BVAR 0.42 1 0.51 2 0.36 1 BVAR 0.49 2 0.81 10 0.46 7
TVC 0.75 8 0.71 6 0.69 11 TVC 0.72 7 0.68 2 0.58 8
Okun 0.61 6 0.73 8 0.69 10 Ph 0.63 5 0.80 5 0.40 3

4-step Li 0.71 7 0.74 9 0.57 6 TS 0.65 6 0.80 6 0.41 5
AC 0.49 2 0.51 1 0.41 2 AC 0.47 1 0.68 1 0.41 4
AFTER 0.56 4 0.67 5 0.52 5 AFTER 0.73 8 0.80 7 0.39 2
EW 0.50 3 0.61 4 0.41 3 EW 0.53 3 0.81 11 0.34 1
AIC 0.80 10 0.93 10 0.65 9 AIC 0.90 11 0.80 3 0.81 11
SBC 0.82 11 0.96 11 0.63 7 SBC 0.90 10 0.80 4 0.81 10
HQ 0.77 9 0.52 3 0.65 8 HQ 0.90 9 0.81 9 0.80 9

mean 0.64 0.69 0.55 mean 0.68 0.78 0.53
median 0.61 0.71 0.57 median 0.65 0.80 0.44

Model RMSPE Rank RMSPE Rank RMSPE Rank Model RMSPE Rank RMSPE Rank RMSPE Rank
ARMA 0.84 9 0.59 8 0.60 7 ARMA 0.62 5 0.81 10 0.38 4
BVAR 0.47 2 0.56 3 0.36 3 BVAR 0.62 4 0.82 11 0.60 7
TVC 0.69 6 0.58 6 0.58 5 TVC 0.68 7 0.79 2 0.55 6
Okun 0.61 4 0.57 4 0.43 4 Ph 0.68 8 0.81 9 0.64 8

8-step Li 0.81 8 0.60 10 0.61 8 TS 0.63 6 0.80 7 0.35 1
AC 0.45 1 0.51 1 0.28 1 AC 0.45 1 0.60 1 0.36 3
AFTER 0.66 5 0.59 9 0.60 6 AFTER 0.51 3 0.80 6 0.51 5
EW 0.48 3 0.57 5 0.33 2 EW 0.46 2 0.80 5 0.36 2
AIC 0.80 7 0.51 2 0.62 10 AIC 0.84 11 0.80 8 0.73 11
SBC 0.84 10 0.58 7 0.62 9 SBC 0.84 10 0.80 3 0.73 10
HQ 0.84 11 0.62 11 0.63 11 HQ 0.84 9 0.80 4 0.68 9

mean 0.68 0.57 0.51 mean 0.65 0.79 0.53
median 0.69 0.58 0.60 median 0.63 0.80 0.55

Factor

Factor Panel

PanelSIMPLE

Panel

SIMPLE Factor Panel

SIMPLE Factor

Output growth Inflation

SIMPLE Factor Panel

SIMPLE Factor Panel

SIMPLE

Table 4: Accuracy. Last-vintage RMSPE

Note: The columns labeled RMSPE show for each forecasting horizon and for each model the average root

mean square prediction errors calculated as in Eq. (12) in the text as a ratio of the RMSPE of the RW

benchmark. The averages are taken over the vintages. The columns labeled Rank simply order the models

according to the lowest-to-highest RMSPE.
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Model SIMPLE Rank Factor Rank Panel Rank Model SIMPLE Rank Factor Rank Panel Rank
ARMA 3.51 11 3.16 10 3.38 10 ARMA 1.32 10 1.23 7 1.28 9
BVAR 3.20 8 2.52 3 3.21 8 BVAR 1.25 4 0.88 3 1.21 4
TVC 3.49 10 3.34 11 3.50 11 TVC 1.34 11 1.29 11 1.36 11
Okun 3.10 5 2.92 8 2.93 4 Ph 1.32 9 1.27 9 1.28 10

1-step Li 3.39 9 3.03 9 3.27 9 TS 1.32 8 1.29 10 1.27 8
AC 1.53 2 1.40 2 1.25 1 AC 0.60 2 0.54 1 0.59 2
AFTER 2.17 3 2.66 4 2.09 3 AFTER 0.99 3 1.24 8 1.12 3
EW 1.50 1 1.35 1 1.46 2 EW 0.59 1 0.56302 2 0.58 1
AIC 3.10 4 2.74 5 2.97 5 AIC 1.27 7 1.17 4 1.23 7
SBC 3.12 7 2.82 7 2.98 7 SBC 1.27 6 1.19 6 1.23 6
HQ 3.11 6 2.77 6 2.98 6 HQ 1.27 5 1.18 5 1.23 5

mean 2.84 2.61 2.73 mean 1.14 1.08 1.13
median 3.11 2.77 2.98 median 1.27 1.19 1.23

Model SIMPLE Rank Factor Rank Panel Rank Model SIMPLE Rank Factor Rank Panel Rank
ARMA 3.77 10 3.49 10 3.64 9 ARMA 1.65 8 1.33 4 1.60 8
BVAR 3.71 5 2.77 3 3.71 10 BVAR 1.78 11 0.98 3 1.79 11
TVC 3.86 11 3.67 11 3.86 11 TVC 1.73 10 1.56 11 1.76 10
Okun 3.70 4 3.47 9 3.48 4 Ph 1.61 7 1.37 6 1.56 7

4-step Li 3.73 6 3.45 8 3.59 8 TS 1.52 3 1.37 5 1.47 3
AC 1.72 2 1.59 2 1.68 2 AC 0.82 2 0.66 2 0.81 2
AFTER 2.98 3 3.02 4 3.36 3 AFTER 1.70 9 1.46 10 1.63 9
EW 1.68 1 1.51 1 1.64 1 EW 0.74 1 0.60 1 0.73 1
AIC 3.74 7 3.36 5 3.56 5 AIC 1.56 6 1.38 9 1.51 5
SBC 3.76 9 3.41 6 3.57 6 SBC 1.56 5 1.37 7 1.51 4
HQ 3.75 8 3.41 7 3.57 7 HQ 1.56 4 1.38 8 1.52 6

mean 3.31 3.01 3.24 mean 1.48 1.22 1.44
median 3.73 3.41 3.57 median 1.56 1.37 1.52

Model SIMPLE Rank Factor Rank Panel Rank Model SIMPLE Rank Factor Rank Panel Rank
ARMA 3.65 9 3.29 6 3.52 9 ARMA 1.86 9 1.51 4 1.80 8
BVAR 3.81 10 2.41 3 3.81 10 BVAR 1.94 10 1.00 3 1.95 9
TVC 3.87 11 3.62 11 3.88 11 TVC 2.05 11 1.77 11 2.08 11
Okun 3.60 4 3.35 7 3.38 4 Ph 1.76 4 1.53 5 1.70 4

8-step Li 3.64 8 3.29 5 3.51 8 TS 1.70 3 1.57 6 1.65 3
AC 1.71 2 1.57 2 1.66 2 AC 0.97 2 0.79 2 0.97 2
AFTER 3.31 3 3.16 4 3.15 3 AFTER 1.84 8 1.71 10 1.95 10
EW 1.66 1 1.44 1 1.62 1 EW 0.84 1 0.67 1 0.83 1
AIC 3.63 7 3.41 8 3.46 5 AIC 1.76 7 1.69 9 1.71 6
SBC 3.63 6 3.45 10 3.46 6 SBC 1.76 6 1.67 7 1.71 5
HQ 3.62 5 3.44 9 3.46 7 HQ 1.76 5 1.68 8 1.71 7

mean 3.28 2.95 3.17 mean 1.66 1.42 1.64
median 3.63 3.29 3.46 median 1.76 1.57 1.71

Output growth Inflation

Table 5: Predicted forecast Uncertainty

Note: The columns labeled Simple, Factor and Panel show, for each forecasting horizon and for each model,

the average predicted forecasted uncertainty calculated as discussed in the text. The averages are taken

over the vintages. The columns labeled Rank simply order the models according to the lowest-to-highest

uncertainty.
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Model SIMPLE Rank Factor Rank Panel Rank Model SIMPLE Rank Factor Rank Panel Rank
ARMA 0.72 3 1.11 8 0.63 3 ARMA 0.35 2 0.42 10 0.29 3
BVAR 0.78 6 1.39 10 0.71 6 BVAR 0.37 3 0.56 11 0.32 8
TVC 0.82 7 0.80 4 0.75 7 TVC 0.39 7 0.41 7 0.32 7
Okun 0.73 5 0.81 5 0.63 4 Ph 0.40 8 0.41 9 0.31 6

1-step Li 0.95 8 1.01 6 1.02 8 TS 0.39 6 0.40 5 0.30 5
AC 0.68 1 0.77 2 0.60 1 AC 0.35 1 0.38 2 0.28 2
AFTER 0.73 4 0.80 3 0.70 5 AFTER 0.38 5 0.41 8 0.30 4
EW 0.69 2 0.76 1 0.61 2 EW 0.37 4 0.38718 3 0.28 1
AIC 1.13 11 1.34 9 1.29 11 AIC 0.41 11 0.40 6 0.34 11
SBC 1.01 9 1.08 7 1.21 9 SBC 0.41 10 0.38 1 0.34 10
HQ 1.07 10 1.41 11 1.21 10 HQ 0.41 9 0.39 4 0.33 9

mean 0.85 1.02 0.85 mean 0.38 0.41 0.31
median 0.78 1.01 0.71 median 0.39 0.40 0.31

Model SIMPLE Rank Factor Rank Panel Rank Model SIMPLE Rank Factor Rank Panel Rank
ARMA 0.69 4 1.19 10 0.61 4 ARMA 0.36 6 0.45 6 0.28 6
BVAR 0.61 1 1.11 7 0.58 1 BVAR 0.25 1 0.52 8 0.23 1
TVC 0.79 7 0.80 2 0.72 8 TVC 0.40 7 0.41 3 0.32 8
Okun 0.76 6 0.94 4 0.67 6 Ph 0.35 4 0.42 4 0.26 4

4-step Li 0.84 8 1.15 9 0.70 7 TS 0.36 5 0.44 5 0.27 5
AC 0.67 3 0.79 1 0.61 3 AC 0.30 2 0.37 1 0.24 2
AFTER 0.69 5 1.01 5 0.61 5 AFTER 0.42 8 0.51 7 0.30 7
EW 0.66 2 0.82 3 0.60 2 EW 0.32 3 0.38 2 0.25 3
AIC 1.00 11 1.11 6 0.92 11 AIC 0.46 11 0.56 10 0.41 11
SBC 0.90 10 1.28 11 0.83 10 SBC 0.46 10 0.58 11 0.41 10
HQ 0.88 9 1.13 8 0.80 9 HQ 0.46 9 0.53 9 0.40 9

mean 0.77 1.03 0.70 mean 0.38 0.47 0.31
median 0.76 1.11 0.67 median 0.36 0.45 0.28

Model SIMPLE Rank Factor Rank Panel Rank Model SIMPLE Rank Factor Rank Panel Rank
ARMA 0.75 7 1.38 11 0.66 5 ARMA 0.38 6 0.49 7 0.26 6
BVAR 0.61 1 1.25 9 0.59 2 BVAR 0.25 1 0.54 8 0.23 2
TVC 0.71 5 0.76 2 0.66 6 TVC 0.40 7 0.40 4 0.31 7
Okun 0.72 6 0.91 5 0.66 7 Ph 0.35 4 0.45 5 0.25 4

8-step Li 0.85 8 1.28 10 0.68 8 TS 0.36 5 0.47 6 0.26 5
AC 0.65 3 0.74 1 0.58 1 AC 0.30 2 0.37 2 0.22 1
AFTER 0.67 4 0.77 3 0.59 3 AFTER 0.49 8 0.39 3 0.34 8
EW 0.65 2 0.83 4 0.60 4 EW 0.31 3 0.36 1 0.24 3
AIC 0.86 9 1.11 8 0.74 10 AIC 0.50 11 0.61 9 0.49 11
SBC 0.89 11 1.09 7 0.75 11 SBC 0.50 10 0.82 11 0.49 10
HQ 0.88 10 1.08 6 0.72 9 HQ 0.50 9 0.66 10 0.41 9

mean 0.75 1.02 0.66 mean 0.39 0.51 0.32
median 0.72 1.08 0.66 median 0.38 0.47 0.26

Output growth Inflation

Table 6: Actual forecast Uncertainty

Note: The columns labeled Simple, Factor and Panel show for each forecasting horizon and for each model

the average actual uncertainty computed by pooling all forecast errors of our repetitive block experiment

as explained in the text, from ten years of forecast vintages and corresponding outcomes over the periods

1969q1—1997q1 for h=1, 1969q4—1998q1 for h=4, 1970q4—1999q1 for h=8. The columns labeled Rank simply

order the models according to the lowest-to-highest uncertainty.
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Model b 1 Rank b 1 Rank b 1 Rank Model b 1 Rank b 1 Rank b 1 Rank

ARMA 0.40 4 0.21 6 0.29 6 ARMA 0.12 11 -0.01 11 0.13 11
BVAR 0.17 10 0.20 7 0.14 11 BVAR 0.17 6 0.18 6 0.17 10
TVC 0.27 5 0.25 4 0.22 9 TVC 0.19 4 0.17 7 0.17 9
Okun 0.18 8 0.23 5 0.15 10 Ph 0.17 7 0.04 10 0.20 4

1-step Li 0.21 7 0.18 8 0.33 5 TS 0.17 5 0.12 8 0.17 8
AC 1.02 1 0.57 3 1.01 2 AC 0.92 3 0.86 2 0.92 3
AFTER 1.01 2 0.61 2 1.01 1 AFTER 0.97 2 0.83 3 0.94 2
EW 0.88 3 0.62 1 0.87 3 EW 1.07 1 1.12957 1 1.08 1
AIC 0.14 11 0.08 10 0.24 8 AIC 0.14 8 0.25 4 0.18 6
SBC 0.24 6 0.17 9 0.34 4 SBC 0.14 9 0.11 9 0.18 7
HQ 0.18 9 0.06 11 0.27 7 HQ 0.14 10 0.22 5 0.18 5

mean 0.43 0.29 0.44 mean 0.38 0.35 0.39
median 0.24 0.21 0.29 median 0.17 0.18 0.18

Model b 1 Rank b 1 Rank b 1 Rank Model b 1 Rank b 1 Rank b 1 Rank

ARMA 0.27 4 0.02 11 0.34 4 ARMA 0.02 5 0.18 8 0.07 6
BVAR 0.02 11 0.14 9 0.05 11 BVAR -0.04 11 0.25 4 0.01 11
TVC 0.22 5 0.23 5 0.26 5 TVC 0.05 4 0.10 11 0.08 5
Okun 0.11 7 0.16 8 0.17 6 Ph -0.02 7 0.15 9 0.05 9

4-step Li 0.09 8 0.14 10 0.11 8 TS -0.02 6 0.14 10 0.02 10
AC 0.36 3 0.58 1 0.41 3 AC 0.66 2 0.32 2 0.68 2
AFTER 0.37 2 0.57 2 0.42 2 AFTER 0.59 3 0.27 3 0.61 3
EW 0.58 1 0.21 6 0.50 1 EW 1.06 1 0.65 1 0.89 1
AIC 0.05 9 0.29 3 0.05 10 AIC -0.03 8 0.22 5 0.06 7
SBC 0.15 6 0.20 7 0.16 7 SBC -0.03 9 0.19 7 0.06 8
HQ 0.04 10 0.25 4 0.08 9 HQ -0.03 10 0.19 6 0.10 4

mean 0.21 0.25 0.23 mean 0.20 0.24 0.24
median 0.15 0.21 0.17 median -0.02 0.19 0.07

Model b 1 Rank b 1 Rank b 1 Rank Model b 1 Rank b 1 Rank b 1 Rank

ARMA 0.41 2 0.10 11 0.24 5 ARMA 0.07 5 0.23 7 0.04 5
BVAR -0.08 11 0.13 9 -0.06 11 BVAR -0.05 11 0.34 3 0.00 11
TVC 0.40 3 0.32 5 0.35 1 TVC 0.07 4 0.08 10 0.04 4
Okun 0.17 10 0.13 10 0.11 10 Ph -0.01 10 0.22 8 0.01 8

8-step Li 0.21 9 0.37 3 0.22 7 TS 0.02 9 0.01 11 0.03 7
AC 0.53 1 0.42 2 0.26 2 AC 0.13 2 0.41 1 0.16 2
AFTER 0.29 4 0.32 4 0.25 3 AFTER 0.10 3 0.30 5 0.15 3
EW 0.29 5 0.43 1 0.25 4 EW 0.37 1 0.40 2 0.27 1
AIC 0.22 8 0.28 6 0.20 9 AIC 0.03 6 0.32 4 0.01 9
SBC 0.27 6 0.21 8 0.20 8 SBC 0.03 7 0.14 9 0.01 10
HQ 0.24 7 0.23 7 0.23 6 HQ 0.03 8 0.24 6 0.03 6

mean 0.27 0.27 0.20 mean 0.07 0.24 0.07
median 0.27 0.28 0.23 median 0.03 0.24 0.03

Factor Panel

SIMPLE Factor Panel SIMPLE Factor Panel

SIMPLE Factor Panel SIMPLE

Output growth Inflation
SIMPLE Factor Panel SIMPLE Factor Panel

Table 7: Data Revisions pass-through to Forecast Revisions

Note: The columns labeled 1 illustrate for each forecasting horizon and for each model the OLS estimate

of the “pass-through” coe cient in equation (14). The columns labeled Rank simply order the models

according to the highest-to-lowest estimate.
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Model RMSPE Rank RMSPE Rank RMSPE Rank Model RMSPE Rank RMSPE Rank RMSPE Rank
ARMA 0.76 10 0.69 5 0.75 10 ARMA 0.89 2 0.96 10 0.68 1
BVAR 0.71 7 0.82 11 0.71 6 BVAR 0.93 7 1.31 11 0.79 10
TVC 0.76 11 0.74 10 0.76 11 TVC 0.95 8 0.54 2 0.80 11
Okun 0.74 9 0.65 2 0.74 9 Ph 1.02 10 0.70 8 0.79 9

1-step Li 0.73 8 0.70 7 0.73 8 TS 0.97 9 0.67 7 0.76 8
AC 0.69 1 0.65 3 0.66 1 AC 0.84 1 0.51 1 0.70 3
AFTER 0.70 6 0.66 4 0.72 7 AFTER 0.91 5 0.58 3 0.74 5
EW 0.70 2 0.64 1 0.70 2 EW 0.91 6 0.62 5 0.70 2
AIC 0.70 4 0.72 9 0.71 3 AIC 0.91 4 0.61 4 0.76 7
SBC 0.70 5 0.70 6 0.71 5 SBC 0.91 3 0.81 9 0.76 6
HQ 0.70 3 0.71 8 0.71 4 HQ 1.10 11 0.64 6 0.74 4

mean 0.72 0.70 0.72 mean 0.94 0.72 0.75
median 0.70 0.70 0.71 median 0.91 0.64 0.76

Panel
Model RMSPE Rank RMSPE Rank RMSPE Rank Model RMSPE Rank RMSPE Rank RMSPE Rank
ARMA 0.92 6 0.98 9 0.92 6 ARMA 0.79 3 1.38 11 0.56 4
BVAR 0.89 1 1.07 11 0.89 1 BVAR 0.36 1 0.86 4 0.66 5
TVC 0.96 11 0.95 7 0.95 11 TVC 0.91 7 0.62 1 0.73 6
Okun 0.90 4 0.90 3 0.90 3 Ph 0.80 4 1.13 8 0.51 2

4-step Li 0.93 7 0.92 4 0.93 7 TS 0.84 5 1.16 9 0.52 3
AC 0.89 2 0.88 1 0.90 2 AC 0.89 6 1.08 7 0.77 7
AFTER 0.92 5 0.94 5 0.91 5 AFTER 0.92 8 1.18 10 0.87 8
EW 0.90 3 0.89 2 0.90 4 EW 0.68 2 0.95 6 0.44 1
AIC 0.95 8 1.00 10 0.95 8 AIC 1.14 11 0.78 2 1.03 11
SBC 0.95 10 0.95 6 0.95 10 SBC 1.14 10 0.81 3 1.03 10
HQ 0.95 9 0.97 8 0.95 9 HQ 1.14 9 0.88 5 1.02 9

mean 0.92 0.95 0.92 mean 0.87 0.99 0.74
median 0.92 0.95 0.92 median 0.89 0.95 0.73

Panel
Model RMSPE Rank RMSPE Rank RMSPE Rank Model RMSPE Rank RMSPE Rank RMSPE Rank
ARMA 0.89 5 1.03 7 0.89 6 ARMA 0.73 5 1.08 5 0.44 4
BVAR 0.87 2 1.25 11 0.87 3 BVAR 0.74 7 1.09 6 0.55 6
TVC 0.96 11 0.98 4 0.96 11 TVC 0.80 8 0.60 1 0.64 7
Okun 0.91 9 1.00 5 0.90 9 Ph 0.63 2 1.33 11 0.52 5

8-step Li 0.92 10 1.07 10 0.91 10 TS 0.74 6 1.28 9 0.41 3
AC 0.85 1 0.96 2 0.84 1 AC 0.65 3 0.89 3 0.37 2
AFTER 0.88 4 0.98 3 0.87 4 AFTER 0.68 4 0.86 2 0.80 8
EW 0.87 3 0.95 1 0.86 2 EW 0.56 1 1.20 7 0.31 1
AIC 0.89 6 1.02 6 0.89 5 AIC 0.99 11 1.29 10 0.86 11
SBC 0.90 8 1.03 9 0.90 8 SBC 0.99 10 1.05 4 0.86 10
HQ 0.90 7 1.03 8 0.89 7 HQ 0.99 9 1.22 8 0.80 9

mean 0.89 1.03 0.89 mean 0.77 1.08 0.60
median 0.89 1.02 0.89 median 0.74 1.09 0.55

Factor PanelSIMPLE

Inflation

Panel

SIMPLE Factor Panel

SIMPLE FactorPanel

SIMPLE Factor

Output growth

SIMPLE Factor

SIMPLE Factor

Table 8: RMSPE - actual 5 years

Note: The columns labeled RMSPE show for each forecasting horizon and for each model the average root

mean square prediction errors calculated as in Eq. (12) in the text as a ratio of the RMSPE of the RW

benchmark, and assuming as fully-revised data the values available 5 years after each block of vintages. The

averages are taken over the vintages. The columns labeled Rank simply order the models according to the

lowest-to-highest RMSPE.
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Model RMSPE Rank RMSPE Rank RMSPE Rank Model RMSPE Rank RMSPE Rank RMSPE Rank
ARMA 0.73 10 0.69 5 0.72 10 ARMA 0.89 2 0.96 10 0.68 3
BVAR 0.69 7 0.83 11 0.69 7 BVAR 0.93 7 1.31 11 0.79 10
TVC 0.74 11 0.72 9 0.74 11 TVC 0.95 8 0.54 2 0.80 11
Okun 0.72 9 0.66 3 0.72 9 Ph 1.02 10 0.70 8 0.79 9

1-step Li 0.71 8 0.71 6 0.72 8 TS 0.97 9 0.67 7 0.76 8
AC 0.69 5 0.65 2 0.69 2 AC 0.84 1 0.51 1 0.70 5
AFTER 0.69 6 0.66 4 0.69 6 AFTER 0.91 5 0.58 3 0.63 2
EW 0.68 1 0.64 1 0.67 1 EW 0.91 6 0.62 5 0.70 4
AIC 0.68 4 0.72 10 0.69 5 AIC 0.91 4 0.61 4 0.76 7
SBC 0.68 2 0.71 7 0.69 4 SBC 0.91 3 0.81 9 0.76 6
HQ 0.68 3 0.71 8 0.69 3 HQ 1.10 11 0.64 6 0.63 1

mean 0.70 0.70 0.70 mean 0.94 0.72 0.73
median 0.69 0.71 0.69 median 0.91 0.64 0.76

Panel
Model RMSPE Rank RMSPE Rank RMSPE Rank Model RMSPE Rank RMSPE Rank RMSPE Rank
ARMA 0.90 6 0.97 9 0.90 6 ARMA 0.79 3 1.38 10 0.56 5
BVAR 0.85 1 1.08 11 0.85 1 BVAR 0.36 1 1.78 11 0.20 1
TVC 0.94 11 0.94 6 0.94 11 TVC 0.91 7 0.62 1 0.73 6
Okun 0.87 3 0.89 3 0.87 2 Ph 0.80 4 1.13 7 0.51 3

4-step Li 0.90 7 0.91 4 0.90 7 TS 0.84 5 1.16 8 0.52 4
AC 0.87 2 0.88 1 0.87 3 AC 0.89 6 1.08 6 0.77 7
AFTER 0.87 5 0.93 5 0.87 4 AFTER 0.92 8 1.18 9 1.33 11
EW 0.87 4 0.88 2 0.88 5 EW 0.68 2 0.95 5 0.44 2
AIC 0.92 8 0.99 10 0.92 8 AIC 1.14 11 0.78 2 1.03 10
SBC 0.93 10 0.94 7 0.93 10 SBC 1.14 10 0.81 3 1.03 9
HQ 0.93 9 0.96 8 0.93 9 HQ 1.14 9 0.88 4 1.02 8

mean 0.90 0.94 0.90 mean 0.87 1.07 0.74
median 0.90 0.94 0.90 median 0.89 1.08 0.73

Panel
Model RMSPE Rank RMSPE Rank RMSPE Rank Model RMSPE Rank RMSPE Rank RMSPE Rank
ARMA 0.88 5 1.01 7 0.87 5 ARMA 0.73 5 0.64 5 0.44 5
BVAR 0.83 2 1.25 11 0.83 2 BVAR 0.31 1 0.65 6 0.12 1
TVC 0.92 11 0.94 4 0.92 11 TVC 0.80 7 0.60 2 0.64 8
Okun 0.90 8 0.99 5 0.90 9 Ph 0.66 4 0.53 1 0.56 7

8-step Li 0.92 10 1.05 10 0.91 10 TS 0.74 6 0.84 10 0.41 4
AC 0.82 1 0.94 3 0.82 1 AC 0.65 3 0.61 3 0.37 3
AFTER 0.85 4 0.94 2 0.84 3 AFTER 1.05 11 0.72 7 0.52 6
EW 0.85 3 0.93 1 0.84 4 EW 0.56 2 0.77 8 0.31 2
AIC 0.89 6 1.01 6 0.88 6 AIC 0.99 10 0.85 11 0.86 11
SBC 0.90 9 1.02 9 0.89 8 SBC 0.99 9 0.61 4 0.86 10
HQ 0.90 7 1.02 8 0.89 7 HQ 0.99 8 0.80 9 0.80 9

mean 0.88 1.01 0.87 mean 0.77 0.69 0.54
median 0.89 1.01 0.88 median 0.74 0.65 0.52

Factor PanelSIMPLE

SIMPLE Factor Panel

SIMPLE Factor Panel

Inflation

Panel

SIMPLE Factor

Output growth

SIMPLE Factor

SIMPLE Factor

Table 9: RMSPE - actual 10 years

Note: The columns labeled RMSPE show for each forecasting horizon and for each model the average root

mean square prediction errors calculated as in Eq. (12) in the text as a ratio of the RMSPE of the RW

benchmark, and assuming as fully-revised data the values available 10 years after each block of vintages.

The averages are taken over the vintages. The columns labeled Rank simply order the models according to

the lowest-to-highest RMSPE.



51
ECB

Working Paper Series No 846
December 2007

Model RMSPE Rank RMSPE Rank RMSPE Rank RMSPE Rank RMSPE Rank RMSPE Rank
ARMA 0.94 10 0.84 4 0.93 10 0.68 4 0.95 7 0.68 4
BVAR 0.89 6 0.96 11 0.89 6 0.69 5 1.22 11 0.69 6
TVC 0.95 11 0.91 10 0.94 11 0.70 6 0.69 1 0.70 7
Okun 0.92 9 0.80 2 0.92 8 0.68 3 0.85 5 0.67 3

1-step Li 0.89 7 0.89 9 0.90 7 0.83 11 0.88 6 0.82 11
AC 0.86 1 0.80 3 0.86 1 0.67 2 0.78 2 0.66 2
AFTER 0.92 8 0.84 5 0.93 9 0.71 7 0.85 4 0.68 5
EW 0.86 2 0.80 1 0.86 2 0.67 1 0.80 3 0.66 1
AIC 0.87 4 0.86 8 0.87 3 0.77 10 1.02 10 0.76 10
SBC 0.87 5 0.85 6 0.88 5 0.73 8 0.97 8 0.72 8
HQ 0.87 3 0.86 7 0.88 4 0.75 9 1.00 9 0.73 9

mean 0.89 0.86 0.90 0.72 0.91 0.71
median 0.89 0.85 0.89 0.70 0.88 0.69

Model RMSPE Rank RMSPE Rank RMSPE Rank RMSPE Rank RMSPE Rank RMSPE Rank
ARMA 0.89 6 0.97 8 0.88 6 0.67 7 0.70 5 0.67 7
BVAR 0.84 2 1.05 11 0.84 2 0.63 1 0.88 11 0.63 1
TVC 0.94 11 0.93 6 0.94 11 0.65 3 0.64 1 0.65 3
Okun 0.84 1 0.85 1 0.84 1 0.73 11 0.72 6 0.73 11

4-step Li 0.89 7 0.89 4 0.89 7 0.70 10 0.78 9 0.70 10
AC 0.85 3 0.87 2 0.85 3 0.65 4 0.66 2 0.65 4
AFTER 0.86 4 0.93 5 0.86 4 0.65 2 0.67 4 0.63 2
EW 0.86 5 0.88 3 0.87 5 0.65 5 0.66 3 0.65 5
AIC 0.92 8 0.98 10 0.93 10 0.66 6 0.87 10 0.66 6
SBC 0.93 10 0.94 7 0.93 8 0.68 9 0.75 7 0.69 9
HQ 0.93 9 0.97 9 0.93 9 0.67 8 0.75 8 0.67 8

mean 0.89 0.93 0.89 0.67 0.73 0.67
median 0.89 0.93 0.88 0.66 0.72 0.66

Model RMSPE Rank RMSPE Rank RMSPE Rank RMSPE Rank RMSPE Rank RMSPE Rank
ARMA 0.87 6 0.96 5 0.86 5 0.57 7 0.81 10 0.57 6
BVAR 0.81 3 1.23 11 0.81 2 0.57 9 0.91 11 0.57 9
TVC 0.90 10 0.92 3 0.90 11 0.58 10 0.60 2 0.58 10
Okun 0.72 1 0.96 6 0.89 6 0.51 1 0.71 5 0.57 7

8-step Li 0.90 8 1.01 10 0.89 8 0.63 11 0.80 9 0.62 11
AC 0.80 2 0.91 1 0.79 1 0.54 4 0.63 3 0.54 3
AFTER 0.83 4 0.92 4 0.83 3 0.57 8 0.60 1 0.57 8
EW 0.83 5 0.91 2 0.83 4 0.55 5 0.66 4 0.55 5
AIC 0.89 7 0.97 8 0.89 7 0.53 2 0.73 6 0.52 1
SBC 0.90 11 0.97 9 0.89 10 0.55 6 0.74 7 0.54 4
HQ 0.90 9 0.97 7 0.89 9 0.54 3 0.74 8 0.53 2

mean 0.79 0.98 0.86 0.51 0.72 0.56
median 0.87 0.96 0.89 0.55 0.73 0.57

SIMPLE Factor

SIMPLE Factor

SIMPLE

SIMPLE

Sample 1969:1 - 1983:4 Sample 1984:1 - 1997:1

Sample 1970:4 - 1983:4 Sample 1984:1 - 1999:1

Factor Panel

SIMPLE Factor

Panel Panel

Panel

SIMPLE Factor

Factor

Sample 1969:4 - 1983:4 Sample 1984:1 - 1998:1
Panel Panel

Table 10: Output Growth, Average RMSPE pre- and post-84

Note: The columns labeled RMSPE show for each forecasting horizon and for each model the average root

mean square prediction errors calculated as in Eq. (12) in the text as a ratio of the RMSPE of the RW

benchmark. The averages are taken across the vintages, over two di erent sub-samples. The columns labeled

Rank simply order the models according to the lowest-to-highest RMSPE.
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Model RMSPE Rank RMSPE Rank RMSPE Rank RMSPE Rank RMSPE Rank RMSPE Rank
ARMA 0.97 2 1.13 10 0.76 1 0.59 4 0.92 10 0.44 1
BVAR 1.02 7 1.59 11 0.86 7 0.64 9 1.06 11 0.55 9
TVC 1.09 10 0.70 4 0.92 9 0.58 3 0.60 2 0.48 4
Ph 1.09 9 0.80 8 0.87 8 0.72 11 0.80 7 0.54 8

1-step TS 1.05 8 0.74 6 0.85 4 0.66 10 0.81 8 0.50 7
AC 0.95 1 0.66 2 0.78 3 0.54 1 0.59 1 0.45 2
AFTER 1.01 6 0.66 1 1.29 11 0.60 7 0.72 5 0.60 11
EW 1.01 3 0.73 5 0.77 2 0.61 8 0.71 4 0.46 3
AIC 1.01 5 0.69 3 0.85 6 0.60 6 0.70 3 0.49 6
SBC 1.01 4 0.95 9 0.85 5 0.60 5 0.85 9 0.49 5
HQ 1.34 11 0.74 7 1.29 10 0.55 2 0.75 6 0.60 10

mean 1.05 0.85 0.92 0.61 0.77 0.51
median 1.01 0.74 0.85 0.60 0.75 0.49

Model RMSPE Rank RMSPE Rank RMSPE Rank RMSPE Rank RMSPE Rank RMSPE Rank
ARMA 0.81 3 0.99 10 0.55 3 0.58 6 0.89 10 0.44 6
BVAR 0.28 1 1.54 11 0.19 1 0.33 1 1.04 11 0.16 1
TVC 0.98 6 0.29 1 0.80 6 0.63 7 0.24 1 0.50 7
Ph 0.88 4 0.74 6 0.56 4 0.52 5 0.71 9 0.35 4

4-step TS 0.95 5 0.84 8 0.57 5 0.52 4 0.66 8 0.36 5
AC 1.04 7 0.75 7 0.95 7 0.48 3 0.49 4 0.35 3
AFTER 1.82 11 0.92 9 1.71 11 1.37 11 0.59 6 1.39 11
EW 0.71 2 0.54 5 0.45 2 0.47 2 0.55 5 0.31 2
AIC 1.26 10 0.40 3 1.21 10 0.75 10 0.40 2 0.60 9
SBC 1.26 9 0.40 4 1.21 9 0.75 9 0.46 3 0.60 8
HQ 1.26 8 0.36 2 1.17 8 0.75 8 0.62 7 0.63 10

mean 1.02 0.71 0.85 0.65 0.60 0.52
median 0.98 0.74 0.80 0.58 0.59 0.44

Model RMSPE Rank RMSPE Rank RMSPE Rank RMSPE Rank RMSPE Rank RMSPE Rank
ARMA 0.85 6 1.71 10 0.51 5 0.42 5 1.83 10 0.27 5
BVAR 0.20 1 1.82 11 0.11 1 0.29 1 1.94 11 0.10 1
TVC 0.87 7 0.10 1 0.72 7 0.54 7 0.84 9 0.42 7
Ph 0.75 4 0.87 6 0.67 6 0.41 4 0.51 6 0.25 4

8-step TS 0.84 5 0.70 3 0.41 4 0.46 6 0.55 7 0.31 6
AC 0.73 3 0.91 7 0.40 3 0.36 3 0.31 2 0.23 3
AFTER 2.95 11 1.06 8 2.84 11 0.93 11 0.66 8 1.03 11
EW 0.60 2 0.63 2 0.34 2 0.35 2 0.41 4 0.20 2
AIC 1.02 10 1.41 9 0.96 10 0.71 10 0.11 1 0.54 9
SBC 1.02 9 0.77 5 0.96 9 0.71 9 0.42 5 0.54 8
HQ 1.02 8 0.75 4 0.84 8 0.71 8 0.39 3 0.57 10

mean 0.99 0.97 0.80 0.54 0.72 0.40
median 0.85 0.87 0.67 0.46 0.51 0.31

PanelSIMPLE

SIMPLE Factor Panel

SIMPLE Factor Panel

FactorPanelSIMPLE

SIMPLE
Sample 1969:1 - 1983:4

Factor

Factor Panel

SIMPLE Factor Panel

Sample 1984:1 - 1997:1

Sample 1969:4 - 1983:4 Sample 1984:1 - 1998:1

Sample 1970:4 - 1983:4 Sample 1984:1 - 1999:1

Table 11: In ation, Average RMSPE pre- and post-84

Note: The columns labeled RMSPE show for each forecasting horizon and for each model the average root

mean square prediction errors calculated as in Eq. (12) in the text as a ratio of the RMSPE of the RW

benchmark. The averages are taken across the vintages, over two di erent sub-samples. The columns labeled

Rank simply order the models according to the lowest-to-highest RMSPE.
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Model Simple Rank Factor Rank Panel Rank Simple Rank Factor Rank Panel Rank
ARMA 3.79 10 3.36 10 3.65 9 3.19 11 2.93 10 3.08 10
BVAR 3.40 8 2.68 4 3.41 8 2.98 9 2.35 3 2.99 9
TVC 3.78 9 3.62 11 3.79 11 3.17 10 3.02 11 3.18 11
Okun 3.33 5 3.08 8 3.15 4 2.85 6 2.73 9 2.69 4

1-step Li 3.80 11 3.33 9 3.66 10 2.94 8 2.70 7 2.84 8
AC 1.67 2 1.51 2 1.63 2 1.36 2 1.26 2 1.33 2
AFTER 1.95 3 2.61 3 2.10 3 1.58 3 2.71 8 1.90 3
EW 1.62 1 1.45 1 1.58 1 1.36 1 1.23 1 1.32 1
AIC 3.33 4 2.89 5 3.17 5 2.84 4 2.57 4 2.73 5
SBC 3.35 7 2.98 7 3.19 7 2.86 7 2.63 6 2.75 7
HQ 3.34 6 2.91 6 3.18 6 2.84 5 2.62 5 2.74 6

mean 3.03 2.77 2.96 2.54 2.43 2.51
median 3.34 2.91 3.18 2.85 2.63 2.74

Model Simple Rank Factor Rank Panel Rank Simple Rank Factor Rank Panel Rank
ARMA 3.92 10 3.65 10 3.78 9 3.54 10 3.27 7 3.41 9
BVAR 3.89 6 2.94 3 3.89 10 3.44 4 2.55 3 3.45 10
TVC 4.00 11 3.89 11 4.00 11 3.63 11 3.37 11 3.63 11
Okun 3.87 5 3.59 9 3.64 4 3.45 5 3.29 8 3.24 4

4-step Li 3.85 4 3.58 8 3.71 8 3.52 8 3.26 5 3.39 8
AC 1.70 2 1.57 2 1.66 2 1.36 2 1.25 2 1.33 2
AFTER 2.71 3 3.43 7 3.00 3 2.70 3 2.67 4 2.95 3
EW 1.62 1 1.45 1 1.58 1 1.36 1 1.23 1 1.32 1
AIC 3.90 8 3.40 4 3.69 6 3.50 6 3.26 6 3.36 5
SBC 3.90 7 3.42 6 3.68 5 3.53 9 3.33 9 3.39 7
HQ 3.91 9 3.42 5 3.70 7 3.52 7 3.33 10 3.38 6

mean 3.39 3.12 3.30 3.05 2.80 2.99
median 3.89 3.42 3.69 3.50 3.26 3.38

Model Simple Rank Factor Rank Panel Rank Simple Rank Factor Rank Panel Rank
ARMA 3.62 8 3.37 4 3.50 8 3.49 6 3.10 7 3.37 6
BVAR 3.85 11 2.43 3 3.85 11 3.57 10 2.31 3 3.58 10
TVC 3.83 10 3.69 10 3.84 10 3.72 11 3.41 11 3.73 11
Okun 3.53 4 3.46 9 3.33 4 3.46 4 3.09 6 3.26 4

8-step Li 3.63 9 3.41 6 3.50 9 3.48 5 3.05 4 3.36 5
AC 1.74 2 1.69 2 1.70 2 1.36 2 1.28 2 1.33 2
AFTER 2.91 3 3.71 11 3.02 3 2.94 3 3.07 5 3.01 3
EW 1.62 1 1.45 1 1.58 1 1.36 1 1.23 1 1.32 1
AIC 3.57 5 3.41 5 3.37 5 3.52 9 3.26 8 3.39 9
SBC 3.59 7 3.44 8 3.40 7 3.50 7 3.30 9 3.37 7
HQ 3.58 6 3.42 7 3.39 6 3.50 8 3.30 10 3.38 8

mean 3.23 3.04 3.13 3.08 2.76 3.01
median 3.58 3.41 3.39 3.49 3.09 3.37

Sample 1970:4 - 1983:4 Sample 1984:1 - 1999:1

Sample 1969:4 - 1983:4 Sample 1984:1 - 1998:1

Sample 1969:1 - 1983:4 Sample 1984:1 - 1997:1

Table 12: Output Growth, Predicted Uncertainty, pre- and post-84

Note: The columns labeled Simple, Factor and Panel show, for each forecasting horizon and for each model,

the average predicted forecasted uncertainty calculated as discussed in the text. The averages are taken

across the vintages, over two di erent sub-samples. The columns labeled Rank simply order the models

according to the lowest-to-highest uncertainty.
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Model Simple Rank Factor Rank Panel Rank Simple Rank Factor Rank Panel Rank
ARMA 1.49 10 1.42 7 1.44 9 1.14 7 1.01 4 1.10 6
BVAR 1.37 4 1.04 3 1.38 3 1.12 6 0.69 3 1.13 9
TVC 1.52 11 1.48 10 1.54 10 1.15 9 1.09 8 1.16 10
Ph 1.47 9 1.44 8 1.42 8 1.16 10 1.09 9 1.12 8

1-step TS 1.47 8 1.47 9 1.42 7 1.15 8 1.10 10 1.11 7
AC 0.68 2 0.64 2 0.66 2 0.46 1 0.39 1 0.45 1
AFTER 1.24 3 1.49 11 1.56 11 1.17 11 1.11 11 1.18 11
EW 0.65 1 0.62 1 0.64 1 0.51 2 0.45 2 0.50 2
AIC 1.43 7 1.31 4 1.38 6 1.10 5 1.02 5 1.07 5
SBC 1.43 6 1.34 6 1.38 5 1.10 4 1.03 7 1.07 4
HQ 1.43 5 1.32 5 1.38 4 1.10 3 1.03 6 1.07 3

mean 1.29 1.23 1.29 1.02 0.91 1.00
median 1.43 1.34 1.38 1.12 1.03 1.10

Model Simple Rank Factor Rank Panel Rank Simple Rank Factor Rank Panel Rank
ARMA 1.77 9 1.58 8 1.71 9 1.48 9 1.05 4 1.44 9
BVAR 1.87 11 1.12 3 1.87 10 1.64 11 0.82 3 1.65 11
TVC 1.86 10 1.73 11 1.89 11 1.56 10 1.35 11 1.58 10
Ph 1.74 8 1.60 10 1.68 8 1.44 8 1.11 5 1.39 8

4-step TS 1.71 7 1.59 9 1.65 7 1.29 4 1.11 6 1.25 4
AC 0.69 2 0.67 2 0.68 2 0.51 2 0.45 2 0.51 2
AFTER 1.44 3 1.43 4 1.45 3 1.14 3 1.11 7 1.15 3
EW 0.65 1 0.62 1 0.64 1 0.51 1 0.45 1 0.50 1
AIC 1.69 6 1.55 6 1.63 5 1.40 7 1.19 10 1.36 6
SBC 1.69 5 1.55 5 1.63 4 1.40 6 1.17 8 1.36 5
HQ 1.69 4 1.55 7 1.64 6 1.40 5 1.19 9 1.36 7

mean 1.53 1.36 1.50 1.25 1.00 1.23
median 1.69 1.55 1.64 1.40 1.11 1.36

Model Simple Rank Factor Rank Panel Rank Simple Rank Factor Rank Panel Rank
ARMA 1.88 9 1.58 5 1.82 9 1.73 5 1.38 5 1.68 5
BVAR 1.96 10 1.08 3 1.97 10 1.81 10 0.89 3 1.81 10
TVC 2.07 11 1.78 11 2.11 11 1.91 11 1.67 9 1.94 11
Ph 1.67 4 1.60 8 1.62 4 1.74 9 1.40 6 1.68 6

8-step TS 1.73 8 1.63 10 1.68 8 1.59 4 1.42 7 1.54 4
AC 0.72 2 0.68 2 0.71 2 0.52 2 0.46 2 0.51 2
AFTER 1.51 3 1.57 4 1.51 3 1.13 3 1.11 4 1.10 3
EW 0.65 1 0.62 1 0.64 1 0.51 1 0.45 1 0.50 1
AIC 1.69 7 1.61 9 1.64 6 1.74 8 1.68 11 1.69 9
SBC 1.69 6 1.60 7 1.64 5 1.74 7 1.66 8 1.69 8
HQ 1.69 5 1.60 6 1.65 7 1.74 6 1.68 10 1.69 7

mean 1.57 1.40 1.54 1.47 1.25 1.44
median 1.69 1.60 1.64 1.74 1.40 1.68

Sample 1970:4 - 1983:4 Sample 1984:1 - 1999:1

Sample 1969:4 - 1983:4 Sample 1984:1 - 1998:1

Sample 1969:1 - 1983:4 Sample 1984:1 - 1997:1

Table 13: In ation, Predicted Uncertainty, pre- and post-84

Note: The columns labeled Simple, Factor and Panel show, for each forecasting horizon and for each model,

the average predicted forecasted uncertainty calculated as discussed in the text. The averages are taken

across the vintages, over two di erent sub-samples. The columns labeled Rank simply order the models

according to the lowest-to-highest uncertainty.
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Model Simple Rank Factor Rank Panel Rank Simple Rank Factor Rank Panel Rank
ARMA 0.38 2 0.42 6 0.38 1 0.21 3 0.25 10 0.21 5
BVAR 0.40 5 0.43 9 0.39 4 0.22 9 0.27 11 0.22 7
TVC 0.40 6 0.40 3 0.40 6 0.23 11 0.23 6 0.23 8
Okun 0.41 9 0.40 5 0.39 3 0.21 4 0.22 3 0.21 3

1-step Li 0.41 8 0.45 11 0.41 8 0.21 2 0.22 5 0.22 6
AC 0.38 1 0.39 2 0.40 7 0.21 6 0.21 1 0.19 1
AFTER 0.40 4 0.40 4 0.39 5 0.21 5 0.21 2 0.21 4
EW 0.39 3 0.38 1 0.38 2 0.21 1 0.22 4 0.21 2
AIC 0.41 10 0.43 10 0.43 9 0.22 7 0.24 8 0.23 10
SBC 0.41 7 0.43 7 0.48 10 0.22 10 0.25 9 0.24 11
HQ 0.42 11 0.43 8 0.67 11 0.22 8 0.23 7 0.23 9

mean 0.40 0.42 0.43 0.22 0.23 0.22
median 0.40 0.42 0.40 0.21 0.23 0.22

Model Simple Rank Factor Rank Panel Rank Simple Rank Factor Rank Panel Rank
ARMA 0.39 2 0.44 11 0.39 2 0.21 1 0.26 11 0.21 1
BVAR 0.38 1 0.40 4 0.38 1 0.21 2 0.23 5 0.21 5
TVC 0.42 8 0.43 8 0.41 6 0.23 10 0.23 8 0.22 9
Okun 0.47 10 0.40 3 0.42 9 0.21 5 0.24 9 0.21 3

4-step Li 0.42 7 0.43 9 0.41 7 0.22 8 0.25 10 0.22 7
AC 0.40 3 0.39 2 0.40 4 0.22 6 0.21 1 0.21 6
AFTER 0.41 5 0.42 7 0.40 5 0.21 3 0.23 7 0.21 2
EW 0.40 4 0.39 1 0.40 3 0.21 4 0.23 6 0.21 4
AIC 0.41 6 0.42 6 0.43 10 0.23 9 0.22 4 0.24 10
SBC 0.45 9 0.43 10 0.51 11 0.22 7 0.22 2 0.22 8
HQ 0.48 11 0.42 5 0.41 8 0.23 11 0.22 3 0.25 11

mean 0.42 0.42 0.41 0.22 0.23 0.22
median 0.41 0.42 0.41 0.22 0.23 0.21

Model Simple Rank Factor Rank Panel Rank Simple Rank Factor Rank Panel Rank
ARMA 0.39 5 0.47 10 0.39 5 0.23 7 0.26 10 0.23 7
BVAR 0.38 2 0.40 1 0.38 2 0.22 3 0.30 11 0.22 3
TVC 0.40 8 0.41 3 0.40 9 0.22 4 0.22 2 0.22 5
Okun 0.42 11 0.52 11 0.42 11 0.23 9 0.24 8 0.23 8

8-step Li 0.40 7 0.44 8 0.39 8 0.23 6 0.24 9 0.23 6
AC 0.38 1 0.42 5 0.39 3 0.21 1 0.23 6 0.21 1
AFTER 0.38 3 0.41 2 0.39 4 0.22 2 0.22 1 0.22 4
EW 0.38 4 0.42 4 0.38 1 0.22 5 0.24 7 0.22 2
AIC 0.40 6 0.43 7 0.39 7 0.24 10 0.23 3 0.24 9
SBC 0.40 9 0.44 9 0.40 10 0.23 8 0.23 4 0.25 11
HQ 0.40 10 0.43 6 0.39 6 0.24 11 0.23 5 0.24 10

mean 0.39 0.44 0.39 0.23 0.24 0.23
median 0.40 0.43 0.39 0.23 0.23 0.23

Sample 1970:4 - 1983:4 Sample 1984:1 - 1999:1

Sample 1969:4 - 1983:4 Sample 1984:1 - 1998:1

Sample 1969:1 - 1983:4 Sample 1984:1 - 1997:1

Table 14: Output Growth, Actual Uncertainty, pre- and post-84

Note: The columns labeled Simple, Factor and Panel show for each forecasting horizon and for each model

the average actual uncertainty computed by pooling all forecast errors of our repetitive block experiment as

explained in the text, from ten years of forecast vintages and corresponding outcomes over two sub-samples.

The columns labeled Rank simply order the models according to the lowest-to-highest uncertainty.
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Model Simple Rank Factor Rank Panel Rank Simple Rank Factor Rank Panel Rank
ARMA 0.21 3 0.24 7 0.23 9 0.18 2 0.19 8 0.17 1
BVAR 0.22 9 0.25 10 0.21 5 0.19 6 0.20 9 0.18 7
TVC 0.23 11 0.27 11 0.22 7 0.20 11 0.20 11 0.18 11
Ph 0.21 4 0.23 6 0.23 8 0.20 10 0.18 5 0.17 6

1-step TS 0.21 2 0.22 3 0.21 3 0.19 7 0.18 3 0.17 4
AC 0.21 6 0.22 5 0.22 6 0.18 1 0.18 6 0.17 2
AFTER 0.21 5 0.21 1 0.20 1 0.19 9 0.20 10 0.18 8
EW 0.21 1 0.21 2 0.21 4 0.19 8 0.18 7 0.17 5
AIC 0.22 7 0.22 4 0.21 2 0.19 5 0.18 1 0.18 10
SBC 0.22 10 0.24 8 0.23 10 0.19 4 0.18 2 0.18 9
HQ 0.22 8 0.25 9 0.24 11 0.19 3 0.18 4 0.17 3

mean 0.22 0.23 0.22 0.19 0.19 0.17
median 0.21 0.23 0.22 0.19 0.18 0.17

Model Simple Rank Factor Rank Panel Rank Simple Rank Factor Rank Panel Rank
ARMA 0.22 9 0.23 7 0.23 10 0.18 3 0.17 5 0.17 4
BVAR 0.21 3 0.26 11 0.21 1 0.16 1 0.19 8 0.16 1
TVC 0.21 4 0.23 5 0.21 6 0.20 11 0.20 10 0.18 11
Ph 0.23 11 0.23 9 0.22 9 0.18 6 0.19 9 0.17 6

4-step TS 0.21 7 0.24 10 0.21 4 0.18 5 0.17 6 0.17 5
AC 0.21 1 0.23 4 0.21 3 0.18 4 0.17 3 0.16 3
AFTER 0.21 2 0.21 1 0.21 7 0.20 10 0.20 11 0.17 7
EW 0.21 5 0.23 8 0.21 2 0.18 2 0.18 7 0.16 2
AIC 0.21 6 0.23 6 0.21 5 0.18 9 0.17 4 0.18 10
SBC 0.23 10 0.22 3 0.24 11 0.18 8 0.16 1 0.18 9
HQ 0.22 8 0.22 2 0.22 8 0.18 7 0.16 2 0.17 8

mean 0.22 0.23 0.22 0.18 0.18 0.17
median 0.21 0.23 0.21 0.18 0.17 0.17

Model Simple Rank Factor Rank Panel Rank Simple Rank Factor Rank Panel Rank
ARMA 0.23 9 0.22 1 0.25 10 0.18 6 0.18 6 0.17 6
BVAR 0.23 7 0.26 10 0.23 7 0.16 1 0.18 4 0.16 1
TVC 0.22 3 0.30 11 0.22 3 0.19 8 0.19 7 0.18 7
Ph 0.22 4 0.22 3 0.22 5 0.17 5 0.18 5 0.17 4

8-step TS 0.23 10 0.24 9 0.23 8 0.17 3 0.17 3 0.17 5
AC 0.23 6 0.23 6 0.23 6 0.17 2 0.17 2 0.16 3
AFTER 0.21 1 0.23 7 0.21 1 0.19 7 0.19 8 0.19 8
EW 0.22 2 0.22 2 0.22 4 0.17 4 0.17 1 0.16 2
AIC 0.22 5 0.24 8 0.22 2 0.20 11 0.20 9 0.22 11
SBC 0.24 11 0.23 4 0.24 9 0.20 10 0.22 10 0.22 10
HQ 0.23 8 0.23 5 0.25 11 0.20 9 0.25 11 0.19 9

mean 0.22 0.24 0.23 0.18 0.19 0.18
median 0.23 0.23 0.23 0.18 0.18 0.17

Sample 1970:4 - 1983:4 Sample 1984:1 - 1999:1

Sample 1969:4 - 1983:4 Sample 1984:1 - 1998:1

Sample 1969:1 - 1983:4 Sample 1984:1 - 1997:1

Table 15: In ation, Actual Uncertainty, pre- and post-84

Note: The columns labeled Simple, Factor and Panel show for each forecasting horizon and for each model

the average actual uncertainty computed by pooling all forecast errors of our repetitive block experiment as

explained in the text, from ten years of forecast vintages and corresponding outcomes over two sub-samples.

The columns labeled Rank simply order the models according to the lowest-to-highest uncertainty.
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Model Rank Rank Rank Rank Rank Rank

ARMA 0.27 4 0.10 6 0.19 4 0.17 7 0.11 11 0.14 10
BVAR 0.11 6 -0.02 9 0.08 9 0.14 9 0.29 4 0.16 8
TVC 0.19 5 0.19 4 0.14 6 0.17 8 0.19 10 0.16 9
Okun 0.06 8 0.13 5 0.05 11 0.23 6 0.40 3 0.11 11

1-step Li 0.05 9 0.08 7 0.12 7 0.37 3 0.58 1 0.28 2
AC 0.85 2 0.37 3 0.82 2 0.07 10 0.24 5 0.22 6
AFTER 0.88 1 0.48 2 0.86 1 0.05 11 0.24 6 0.20 7
EW 0.76 3 0.55 1 0.64 3 0.27 5 0.42 2 0.28 1
AIC -0.01 11 -0.08 10 0.08 10 0.40 2 0.21 9 0.25 4
SBC 0.11 7 0.01 8 0.18 5 0.36 4 0.24 7 0.23 5
HQ 0.03 10 -0.13 11 0.11 8 0.43 1 0.23 8 0.25 3

mean 0.30 0.15 0.30 0.24 0.29 0.21
median 0.11 0.10 0.14 0.23 0.24 0.22

Model Rank Rank Rank Rank Rank Rank

ARMA 0.11 1 -0.02 9 0.17 1 0.25 9 -0.54 11 0.12 10
BVAR 0.04 3 0.05 7 -0.01 4 0.38 8 0.50 1 0.26 7
TVC 0.07 2 0.11 4 0.11 2 0.18 10 0.11 9 0.15 8
Okun -0.06 4 0.05 6 0.01 3 0.12 11 0.07 10 0.10 11

4-step Li -0.13 6 0.04 8 -0.08 5 0.47 7 0.27 4 0.14 9
AC -0.21 10 0.32 1 -0.30 11 0.78 4 0.26 7 1.10 2
AFTER -0.21 9 0.32 2 -0.29 10 0.80 3 0.33 2 1.09 3
EW -0.12 5 -0.03 10 -0.12 7 1.53 1 0.26 5 1.25 1
AIC -0.17 8 0.12 3 -0.10 6 0.73 5 0.31 3 0.27 6
SBC -0.25 11 -0.04 11 -0.15 9 0.83 2 0.26 6 0.49 4
HQ -0.17 7 0.06 5 -0.12 8 0.66 6 0.24 8 0.31 5

mean -0.10 0.09 -0.08 0.61 0.19 0.48
median -0.13 0.05 -0.10 0.66 0.26 0.27

Model Rank Rank Rank Rank Rank Rank

ARMA 0.12 3 0.00 9 0.02 9 0.54 2 0.30 6 0.37 2
BVAR 0.05 9 -0.22 11 0.00 10 0.36 5 0.47 5 0.15 11
TVC 0.21 1 0.28 2 0.12 1 0.34 7 -0.11 11 0.17 9
Okun 0.08 6 0.07 7 0.04 8 0.11 11 0.24 9 0.19 8

8-step Li 0.05 10 0.31 1 0.08 5 0.32 8 0.78 1 0.21 7
AC 0.11 4 0.13 5 0.11 2 0.19 10 0.72 2 0.24 4
AFTER 0.17 2 0.22 4 0.08 4 0.21 9 0.54 4 0.16 10
EW -0.04 11 0.23 3 -0.02 11 0.78 1 0.69 3 0.75 1
AIC 0.06 8 0.11 6 0.07 6 0.38 4 0.27 7 0.21 6
SBC 0.09 5 -0.02 10 0.07 7 0.44 3 0.25 8 0.27 3
HQ 0.07 7 0.03 8 0.10 3 0.35 6 0.23 10 0.22 5

mean 0.09 0.10 0.06 0.37 0.40 0.27
median 0.08 0.11 0.07 0.35 0.30 0.21

Sample 1969:1 - 1983:4 Sample 1984:1 - 1997:1

SIMPLE SIMPLE Factor

FactorSIMPLE

SIMPLE FactorPanel

Sample 1984:1 - 1999:1
Factor

Sample 1970:4 - 1983:4
Panel Panel

Panel

Panel

SIMPLE Factor

SIMPLE Factor
Sample 1969:4 - 1983:4

Panel

Sample 1984:1 - 1998:1

1b 1b 1b 1b 1b1b

1b 1b 1b 1b 1b1b

1b 1b 1b 1b 1b1b

Table 16: Output Growth, Stability, pre- and post-84

Note: The columns labeled 1 illustrate for each forecasting horizon and for each model the OLS estimate

of the “pass-through” coe cient in equation (14). The columns labeled Rank simply order the models

according to the highest-to-lowest estimate. he same information set.
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Model Rank Rank Rank Rank Rank Rank

ARMA 0.05 6 -0.05 9 0.08 10 0.59 4 -0.35 11 0.52 4
BVAR 0.08 5 0.02 8 0.09 8 0.32 7 0.20 8 0.28 7
TVC 0.12 4 0.11 5 0.11 7 0.21 11 0.17 9 0.18 11
Ph -0.01 11 -0.06 10 0.09 9 0.49 5 0.12 10 0.37 5

1-step TS 0.03 10 0.03 7 0.06 11 0.40 6 0.26 6 0.32 6
AC 0.31 3 0.26 2 0.37 3 1.56 3 1.33 3 1.52 3
AFTER 0.38 2 0.21 3 0.44 2 1.57 2 1.40 2 1.56 2
EW 0.49 1 0.45 1 0.56 1 1.99 1 1.94 1 2.08 1
AIC 0.04 7 0.17 4 0.11 5 0.25 8 0.25 7 0.24 8
SBC 0.04 8 -0.13 11 0.11 6 0.25 9 0.49 4 0.24 9
HQ 0.04 9 0.08 6 0.12 4 0.25 10 0.35 5 0.23 10

mean 0.14 0.10 0.19 0.72 0.56 0.69
median 0.05 0.08 0.11 0.40 0.26 0.32

Model Rank Rank Rank Rank Rank Rank

ARMA -0.11 6 0.01 5 -0.01 6 0.48 4 1.14 3 0.42 5
BVAR -0.04 3 -0.11 8 -0.01 5 0.13 9 0.85 5 0.09 11
TVC -0.07 5 -0.02 6 -0.01 4 0.25 8 0.28 11 0.20 8
Ph -0.12 8 0.05 3 -0.02 7 0.10 10 0.43 7 0.12 10

4-step TS -0.11 7 0.01 4 -0.05 8 0.08 11 0.40 9 0.14 9
AC 0.03 2 -0.42 10 0.09 2 1.48 2 1.15 2 1.52 2
AFTER -0.05 4 -0.47 11 0.04 3 1.23 3 1.13 4 1.30 3
EW 0.34 1 -0.26 9 0.35 1 2.45 1 1.84 1 2.18 1
AIC -0.20 9 0.08 1 -0.14 10 0.28 5 0.33 10 0.36 6
SBC -0.20 10 -0.03 7 -0.14 11 0.28 6 0.53 6 0.36 7
HQ -0.20 11 0.05 2 -0.09 9 0.28 7 0.42 8 0.43 4

mean -0.06 -0.10 0.00 0.64 0.77 0.65
median -0.11 -0.02 -0.01 0.28 0.53 0.36

Model Rank Rank Rank Rank Rank Rank

ARMA -0.07 7 0.02 3 -0.05 7 0.14 8 0.73 2 0.09 9
BVAR -0.01 3 0.30 1 0.01 2 0.09 9 0.45 6 0.04 11
TVC 0.00 2 -0.04 6 -0.04 4 0.17 6 0.42 8 0.15 6
Ph -0.08 8 0.12 2 -0.05 6 0.06 10 0.61 4 0.14 8

8-step TS -0.07 6 -0.12 8 -0.01 3 0.15 7 0.63 3 0.15 7
AC -0.06 5 -0.14 11 -0.13 9 0.20 5 0.49 5 0.35 1
AFTER -0.04 4 -0.12 9 -0.04 5 -0.01 11 0.29 10 0.05 10
EW 0.07 1 -0.07 7 0.04 1 0.28 4 1.32 1 0.32 2
AIC -0.11 9 -0.02 5 -0.16 10 0.33 1 0.28 11 0.25 4
SBC -0.11 10 -0.13 10 -0.16 11 0.33 2 0.43 7 0.25 5
HQ -0.11 11 0.01 4 -0.10 8 0.33 3 0.39 9 0.28 3

mean -0.06 -0.02 -0.06 0.19 0.55 0.19
median -0.07 -0.04 -0.05 0.17 0.45 0.15

SIMPLE Factor

SIMPLE Factor
Sample 1969:4 - 1983:4

Panel

Sample 1984:1 - 1999:1
Factor

Sample 1970:4 - 1983:4
Panel

SIMPLE FactorPanel
Sample 1984:1 - 1998:1

Panel

Panel

Panel

Sample 1969:1 - 1983:4 Sample 1984:1 - 1997:1

SIMPLE SIMPLE Factor

FactorSIMPLE

1b 1b 1b 1b 1b1b

1b 1b 1b 1b 1b1b

1b 1b 1b 1b 1b1b

Table 17: In ation, Stability, pre- and post-84

Note: The columns labeled 1 illustrate for each forecasting horizon and for each model the OLS estimate

of the “pass-through” coe cient in equation (14). The columns labeled Rank simply order the models

according to the highest-to-lowest estimate. he same information set.
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Figure 1: The revision process

Note: Each box plot depicts the (annual averages of) minimum, maximum, interquartile range and the

median over all vintage realizations at each date.
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Figure 2: Standard deviation of the revisions
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Figure 3: First AR coe cient for in ation. Min and Max.
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Figure 4: CW test of equal accuracy

Note: For each model the bar represents the percentage of times that in bilateral comparisons (across models)

for all vintages we reject the null of equal predictive accuracy in favor of the model labeled on the horizontal

axis according to the Clark and West (2007) test. For all tests signi cance is set at 0.10 con dence level.
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Figure 5: Output growth - CW test of equal accuracy

Note: For each information set (Simple, Factor, Panel), the bar represents the percentage of times that in

bilateral comparisons (across information sets) for all vintages we reject the null of equal predictive accuracy

in favor of the information sets labeled on the horizontal axis according to the Clark and West (2007) test.

For all tests signi cance is set at 0.10 con dence level.
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Figure 6: In ation - CW test of equal accuracy

Note: For each information set (Simple, Factor, Panel), the bar represents the percentage of times that in

bilateral comparisons (across information sets) for all vintages we reject the null of equal predictive accuracy

in favor of the information sets labeled on the horizontal axis according to the Clark and West (2007) test.

For all tests signi cance is set at 0.10 con dence level.
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Figure 7: Predicted Uncertainty Output Growth

Note: Each graph reports (for all models and forecasting horizons) the evolution of the predicted uncertainty

for the three di erent information sets over the sample 1969q1-1997q1 for h=1, 1969q4-1998q1 for h=4,

1970q4-1999q1 for h=8 calculated as discussed in Section 4.2.
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Figure 8: Predicted Uncertainty In ation

Note: Each graph reports (for all models and forecasting horizons) the evolution of the predicted uncertainty

for the three di erent information sets over the sample 1969q1-1997q1 for h=1, 1969q4-1998q1 for h=4,

1970q4-1999q1 for h=8 calculated as discussed in Section 4.2.
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Figure 9: Actual Uncertainty Output Growth

Note: Each graph reports (for all models and forecasting horizons) the distribution of the actual uncertainty

for the three di erent information sets over the sample 1969q1-1997q1 for h=1, 1969q4-1998q1 for h=4,

1970q4-1999q1 for h=8 calculated as discussed in section 4.2.
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Figure 10: Actual Uncertainty In ation

Note: Each graph reports (for all models and forecasting horizons) the distribution of the actual uncertainty

for the three di erent information sets over the sample 1969q1-1997q1 for h=1, 1969q4-1998q1 for h=4,

1970q4-1999q1 for h=8 calculated as discussed in section 4.2.
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Figure 11: Stability - Output Growth

Note: Each graph reports (for all models and forecasting horizons) the evolution of the OLS estimate of the

"pass-through" coe cient in equation (14) for the three di erent information sets over the selected sample.
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Figure 12: Stability - In ation

Note: Each graph reports (for all models and forecasting horizons) the evolution of the OLS estimate of the

"pass-through" coe cient in equation (14) for the three di erent information sets over the selected sample.
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