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The dynamics of international trade patterns

by

Paulo Bastos and Manuel Cabral

Abstract

This paper introduces new dynamic measures for examining changes in international trade
patterns. Using data for 20 OECD countries over the 1980-2000 period, we show that inter-
industry trade changes contrary to countries’ previous specialisation are frequently the
dominant form of trade expansion. The econometric analysis indicates that the observed
changes in trade patterns were explained by initial endowments of human-capital and industry-
specific changes in labour productivity and labour costs. The results also suggest that trade
liberalisation induced an increase in the previous specialisation of larger OECD economies in
industries with increasing returns to scale.

JEL classification: F12, L13, L14
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Non-Technical Summary

It is well known that international economic integration has proceeded at a rapid pace in recent decades.
In spite of the potential benefits associated with this process, in recent years a growing number of
observers in the advanced nations started to reveal concerns about the adverse effects of increased
competition from developing countries, particularly in industries that typically belonged to developed
countries. These concerns are well represented by the following statement of Freeman (2005: 3):

“Diminished comparative advantage in high-tech will create adjustment problems for US workers, of which
the offshoring of IT jobs to India, growth of high-tech production and exports from China, and multinational
movement of R&D facilities to developing countries, are harbingers. The country faces a long transition to
a less dominant position in science and engineering associated industries, for which the U.S. will have to
develop new labor market and R&D policies that build on existing strengths and develop new ways of
benefiting from scientific and technological advances in other countries.”

How does the pattern of international specialisation evolve over time? Which are the drivers of the
observed changes? This paper investigates the dynamics of international trade patterns in 20 OECD
countries. Using new dynamic measures, we are able to distinguish between three types of trade change:
inter-industry flows that contribute to reinforce a country’s previous specialisation, marginal intra-industry
trade, and inter-industry flows that contribute to a decrease in a country’s previous specialisation (that we
name specialisation shifts).

Descriptive evidence for 20 OECD countries over the 1980-2000 period indicates that specialisation shifts
represented a significant part of the observed trade expansion, being often the dominant form of inter-
industry trade change. Indeed, we find that in many of the countries studied, the widely documented rise
in intra-industry trade did not occur mainly because of matched trade expansion but as a result of
specialisation shifts. Our results also indicate that trade liberalisation did not induce a generalised
increase in the degree of international specialisation in the OECD. On the contrary, we find evidence that
during the periods 1980-1985 and 1995-2000 most of the countries studied have experienced a decrease
in the degree of international specialisation.

The new measures of inter-industry trade dynamics are then used as the dependent variable in regression
analysis. Our main findings are as follows. Firstly, in accordance with the predictions of the new economic
geography models, our results indicate that increased openness contributed to an increase in the previous
specialisation of larger economies in industries with increasing returns to scale. Secondly, we find support
to the hypothesis that changes in relative labour productivity and labour costs are an important driver of
changes in trade patterns in the OECD. Finally, we find some evidence that initial endowments of human
capital are an important driver of trade expansion following trade liberalisation, but no evidence that
changes trade patterns were explained by changes in factor endowments.



1 Introduction

It is well known that international economic integration has proceeded at a rapid pace in
recent decades. Between 1970 and 2004, trade openness has increased sharply across the
globe, having more than doubled in many OECD countries (OECD 2005). In spite of
the potential benefits associated with this process, in recent years a growing number of
observers in the advanced nations started to reveal concerns about the adverse effects of
increased competition from developing countries, particularly in industries that typically
belonged to developed countries. These concerns are well represented by the following
statement of Freeman (2005:3):

“Diminished comparative advantage in high-tech will create adjustment prob-
lems for US workers, of which the offshoring of IT jobs to India, growth of
high-tech production and exports from China, and multinational movement
of R&D facilities to developing countries, are harbingers. The country faces
a long transition to a less dominant position in science and engineering asso-
ciated industries, for which the U.S. will have to develop new labor market
and R&D policies that build on existing strengths and develop new ways of

benefiting from scientific and technological advances in other countries.”

How does the pattern of international specialisation evolve over time? Which are
the drivers of the observed changes? Policy-oriented studies on trade liberalisation often
assume that this process can either lead to an increase in the previous specialisation
(inter-industry trade) or to matched trade expansion.! The first is the path predicted
by the standard trade model, the second that suggested by the models of intra-industry
trade. This paper starts by introducing evidence that an important part of the trade
expansion does not fit either of these two alternatives. It consists of trade expansion
such that net export decreases in net export sectors and net import decreases in im-
port competing sectors (which we call specialisation shifts). We report evidence that
specialisation shifts are very important in the OECD, being often the dominant form of
inter-industry trade expansion.

In the context of the Heckscher-Ohlin model, these changes in the pattern of trade
may be explained by shifts in the underlying determinants of comparative advantage,
that is, by unequal accumulation of factor endowments among trade partners. In contrast
to the traditional trade theory, the theoretical models of trade and growth (Krugman
1987; Lucas, 1988; Grossman and Helpman 1991; Redding 1999) and the models of the

!See, for example, Baldwin et al. (1997)



new economic geography (Fujita et al. 1999) offer a dynamic approach to explain the
evolution of international specialisation, providing interesting predictions about the evo-
lution of trade patterns. One important suggestion of the trade and growth literature is
that industry-specific learning by doing or cross-country differences in R&D investments
may produce self-reinforcing mechanisms that contribute to strengthen a country’s pre-
vious specialisation. Both these types of dynamic models, however, are consistent with
an increase or a decrease in the previous specialisation, depending for example on the
rate of innovation and technology transfer (for the models based on technology) or on
the complex relationship between transport costs to the periphery and relative factor
prices (in the case of the models of the new economic geography).

The present paper contributes to the empirical literature on the dynamics of trade
patterns in several ways. We start by introducing new dynamic indexes for analysing
changes in the pattern of trade. An important attribute of these measures is that they
reveal both the structure and the direction of the change in trade. More specifically, they
allows us to decompose the trade change into three different components: Inter-industry
trade change that contributes to an increase in a country’s previous specialisation, mar-
ginal intra-industry trade, and inter-industry trade change that contributes to a decrease
in a country’s previous specialisation (specialisation shifts). We then apply these mea-
sures to study the dynamics of trade patterns in 20 OECD countries over the 1980-2000
period. In line with the previous empirical research on specialisation dynamics (Amiti
1999; Proudman and Redding 2000; Redding 2002; Tingvall 2004), we find no evidence
of a generalised increase in specialisation among OECD countries. Indeed, we show that
specialisation shifts are very important, being often the dominant form of trade expan-
sion. We proceed in our investigation of changes in trade patterns by using the new
dynamic measures as the dependent variable in econometric analysis. Using data from
26 manufacturing industries in 20 OECD countries for the period 1980-1990, we analyse
the role played by regressors based on the neoclassical trade model, the new economic
geography and the models of trade and growth in explaining the observed changes in
the pattern of trade.

Our analysis builds on the empirical work of many predecessors. Kim (1995) exam-
ines the importance of industry characteristics associated with the Heckscher-Ohlin and
the ‘new economic geography’ models to explain the evolution of U.S. regional speciali-
sation. Kim finds evidence that scale economies explain industry localisation over time,
while resource intensity (which aims to capture the importance of the neoclassical trade
model) determines the pattern of localisation across industries. Amiti (1999) conducts

a related analysis for a set of E.U. economies. She finds evidence of increased concentra-



tion in industries with increasing returns to scale and mixed results for other industries.?

Redding (2002) examines the role of country-specific changes in endowments and com-
mon forces across countries in explaining changes in output shares across 20 industries
in 7 OECD countries. His results indicate that changes in countries’ factor endowments
are indeed an important determinant of specialisation dynamics, but only over relatively
long time horizons.

The present study differs from this literature in two important respects. Firstly,
we consider simultaneously industry- and country-specific independent variables to ex-
plain the observed changes in trade patterns. Secondly, by using a dynamic dependent
variable we are able to analyse the importance of both changes and initial levels of the
independent variables. In this regard, our approach is closely related to a recent study
by Tingvall (2004). Using data for 22 manufacturing industries in 10 European coun-
tries, Tingvall analyses the importance of changes and initial levels of industry- and
country-specific variables to explain changes in an industry-level coefficient of speciali-
sation. Tingvall’s study convincingly demonstrates the importance of considering both
these types of variables for explaining specialisation dynamics. Indeed, he finds that
scale economies, technology and factor endowments are important drivers of changes

3 Unlike his study, however, we consider a dependent variable that

in trade patterns.
indicates whether the trade expansion contributed to reinforce or weaken the countries’
previous specialisation. In addition, we use a sample that covers a larger set of OECD
countries, thereby comprising a more skewed distribution of factor endowments, and
comparably large divergence in productivity and market size. We find that industry-
specific changes in labour productivity and relative labour costs were important drivers
of changes in trade patterns in the OECD. Our results also indicate that trade liberalisa-
tion contributed to an increase in the previous specialisation of larger OECD economies
in industries with increasing returns to scale, a finding that is consistent with the new

economic geography models. Lastly, we find some evidence that initial endowments of

’In a related strand of research, Davis and Weinstein (1999) analyse the relative importance of
endowments and economic geography in explaining the production structure of Japanese regions. Davis
and Weinstein (2003) conduct a similar study using data for a set of OECD countries. Both studies
provide evidence that factor endowments and economic geography play an important role in explaining
the pattern of specialisation. However, by focusing on the determinants of specialisation patterns in a
moment of time, these papers do not provide direct evidence on the drivers of changes in specialisation.

3The importance of considering both industry and country-specific forces based on the insights of
different trade models to explain the dynamics of international specialisation is also highlighted by
Forslid et al. (2002). Using a large scale CGE-model to analyse the effects of European integration on the
location of industrial production, the authors find that the dynamics of specialisation that follows gradual
reductions in trade costs is determined by comparative advantage (based on differences in endowments
and technology across countries) and industrial characteristics such as scale economies and backward
and forward linkages.



human capital contributed to explain the pattern of trade expansion following trade lib-
eralisation. By contrast, we find no evidence that changes in factor endowments were
significant drivers of the observed dynamics of trade patterns. This may reflect the fact
that changes in endowments only become important drivers of specialisation dynamics
over relatively long time horizons. The remainder of the paper is organised as follows.
Section 2 introduces the new dynamic measures for analysing changes in international
trade patterns. Section 3 describes the data used. Section 4 presents descriptive evi-
dence on the dynamics of international trade patterns in 20 OECD countries over the
1980-2000 period. Section 5 describes the regression variables and outlines the estimates

on the determinants of inter-industry trade dynamics. Section 6 is the conclusion.

2 Measuring the Dynamics of International Trade Pat-

terns

In this section, we propose a set of new dynamic measures for investigating the dy-
namics of international trade patterns. An important attribute of the indexes proposed
below is that they capture both the structure and the direction of the trade expansion.
More specifically, they allow us to decompose the change in trade into three different
components: Inter-industry trade changes that contribute to increase a country’s previ-
ous specialisation, marginal intra-industry trade, and inter-industry trade changes that
contribute to weaken a country’s previous specialisation (specialisation shifts).

To construct these measures, we start from the marginal intra-industry trade index
(MIIT) proposed by Briilhart (1994). This measure consists of a transposition of the
Grubel and Lloyd (1975) intra-industry trade index (GL) to a dynamic setting, and is

defined as:
| A X — AgMij|

— 1
|A: Xij| + A M M)

MIIT =1—INTER;j; = 1

where A;X;; and A;M;; represent, respectively, the change in exports and imports in
industry ¢ from country j in period ¢.* The MII T;; index gives the proportion of trade
change that is matched in each sector. Like the GL index, it can take any value between
0 and 1. If MIIT;;; = 0, all marginal trade in industry 7 from country j is of the
inter-industry type. By contrast, when MIIT;;; = 1 trade expansion is entirely of the
intra-industry type.

Since its introduction, the MIIT index has been widely used in the literature on

*This contribution followed the pioneer work of Hamilton and Kniest (1991), the first study pointing
out the importance of using dynamic measures to study the dynamics of intra-industry trade.



trade-induced labour market adjustment.® Despite its dynamic nature, however, the
usefulness of this measure for the purposes of this paper is limited. This is because the
unmatched component of marginal trade aggregates, and hence does not distinguish be-
tween, two opposite changes in the pattern of trade: Inter-industry flows that contribute
to an increase in the previous specialization (I PS), and inter-industry movements that
contribute to weaken a country’s previous specialisation, which we name specialisation
shifts (SS). In order to investigate the dynamics of international trade patterns, we
decompose the unmatched (inter-industry) marginal trade of industry 4 from country j

into these two different components:

IPSijt Zf sign (AtXij — AtMij) = sign(Xijo — Mijg)

s 4 (2)
SSije if sign(AeXiyj — AeMyj) # sign(Xijo — Mijo)

INTER;;; = {
where X;jo and M;;o represent, respectively, the exports and imports of industry 4 from
country j at the beginning of period ¢. From (2) it stands clear that, in each period ¢,
the unmatched marginal trade in industry 4 from country j is either IPS;;; or SS;j.
Specialisation shifts may be caused either by a decrease in net exports in net exporting
industries or by a fall in net imports in import competing sectors. Conversely, an increase
in the previous specialisation may be caused either by a rise in net exports in net export
industries or by an increase in net imports in import competing industries.

In Sections 4 and 5, these measures are used, inter alia, to describe the dynamics
of trade patterns in 20 OECD countries and as the dependent variable in econometric
analysis. In the econometric analysis, we aim to investigate the role of both industry-
and country-specific regressors in explaining the observed changes in the pattern of trade.
For this purpose, we shall define a dependent variable that captures the change in trade
at the level of the industry, for each of the countries studied. In addition, we seek
to use a dependent variable that captures the direction of the change in international
specialisation. For these reasons, it is convenient to define the dependent variable as
(IPS — SS);ji. Note that, in a given period ¢, the marginal inter-industry trade in
industry ¢ from country j consists of either IPS;;; or SS;j;. Therefore, (IPS — S5);j
captures simultaneously the magnitude and the direction of the change in trade in each
industry. A value close to 1(—1) indicates that most marginal trade in industry ¢ was
unmatched and that the trade expansion contributed to reinforce (weaken) the country’s
previous inter-industry specialisation. A value close to 0 indicates that most trade

expansion consisted of matched flows, and hence that inter-industry specialisation did

’See, for example, Briilhart et al. (1999), Briilhart (2000), Briilhart and Elliot (2002), Cabral and
Silva (2006).



not change significantly.
For undertaking descriptive analysis on the dynamics of trade patterns, it is more
convenient to report country-level weighted averages of (IPS — 5S5);;;. A country-level

weighted average of these measures can be obtained by applying the following formulas:

IPSj =Y kilPSije, MIIT; = kyMIITj; and SS; =Y keSS  (3)
=1 =1 =1

where,

|A X5 | + | Ay My
; (A XG5 + Ay M)

Thus, by using (1)-(4) we may compute a set of country-level weighted measures of I PS,
MIIT and SS where the weights ( k;;) are simply the shares of the industries in the

country’s total trade change.

3 Data

In the descriptive analysis conducted in Section 4, we make use of data for multilateral
exports and imports from manufacturing in 20 OECD countries over the 1980-2000 pe-
riod. Our trade data come from two sources. The first is the World Bank’s Trade and
Production Database, covering 28 industries at the 3-digit international standard indus-
trial classification (ISIC), as described in Nicita and Olarreaga (2001). The second is
the OECD’s International Trade by Commodities Statistics, which comprises more dis-
aggregated data at the 3 and 4-digit levels of standard international trade classification
(SITC). Because of missing data for the independent variables, in the econometric analy-
sis we are forced to restrict the sample to 26 manufacturing industries from 20 OECD
countries over the 1980-1990 period (divided in two five-year intervals).% Industry-level
data for the dependent and independent variables come from the Trade and Production
Database. The sources of the country-level data for the explanatory variables are the 5.6
and 6.1 versions of the Penn-World Tables and the Barro-Lee Database on educational

attainment.

®The industries ISIC “Petroleum refineries” and ISIC 354 “Miscellaneous petroleum and cool prod-
ucts’ were excluded because of missing data for the regressors.



4 Descriptive Empirics

Descriptive statistics on MIITj;, IPS;; and SSj; are presented in Tables 1 and 2. As
can be seen, specialisation shifts represent a significant part of the trade expansion in
most of the countries studied. Indeed, particularly over the periods 1980-1985 and 1995-
2000, their relative importance has often revealed to be greater than that of increase
in the previous specialisation. In addition, it is clear that, as the level of statistical
disaggregation increases, the importance of MIIT tends to decrease in favour of IPS
and SS.

These results therefore indicate that in many OECD countries increased openness
to trade did not induce an increase in the overall degree of international specialisation.
Indeed, over the periods 1980-1985 and 1995-2000, most of the countries studied have
experienced a decrease in the degree of international specialisation. Although based
on different data and methods, these results are consistent with the previous empirical
research on specialisation dynamics. Amiti (1999) examines the evolution of the Gini
coefficient of industrial concentration for a sample of EU countries and industries. She
finds evidence of increased specialisation in 6 of the 10 countries studied and increased
concentration in less than half of the 65 industries analysed. Proudman and Redding
(2000) investigate the evolution of international trade patterns in the G-5 economies over
the 1970-1993 period by examining changes in the distribution of a modified version of
the Balassa (1965) RCA index across 22 manufacturing industries. They show that trade
patterns experienced substantial mobility over time but find no evidence of an increase
in the degree of international specialisation in four of the five countries studied. Brasili
et al. (2000) extend this analysis by considering two groups of countries, at different
stages of economic development. They find that, by comparison with advanced nations,
the ‘new industrialised countries’ included in the sample exhibited a higher degree of
mobility in trade patterns. In addition, they find that none of these groups of countries
experienced an increase in the degree of international specialisation during 1970-1995.
Redding (2002) uses a similar methodology to analyse changes in output shares across
20 industries in 7 OECD countries. Once again, he finds no evidence of an increase in
the degree of overall specialisation in most of the countries studied.

In line with this evidence, several papers have documented a sharp rise in intra-
industry trade in most OECD countries (see, for example, Fontagné et al. 1997). One of
the main contributions of the present analysis is to show that, in many of these countries,
the observed rise in intra-industry trade did not occur mainly because of matched trade

expansion but indeed because of specialisation shifts. This is an interesting finding as



the existence of specialisation shifts cannot be explained in the context of static intra-
industry trade models with identical countries (e.g. Krugman 1979; Brander 1981).
Furthermore, the dominance of specialisation shifts in the trade expansion of several
countries indicates that the self-reinforcing mechanisms highlighted by the theoretical
models of trade and growth (Krugman 1987; Lucas 1988; Grossman and Helpman 1995;
Redding 1999) do not find convincing support in the data. By contrast, it suggests
that other forces, such as factor accumulation and international knowledge spillovers,
may be more important drivers of the observed changes in the pattern of trade. The
present analysis, however, also documents important differences among periods. Indeed,
during 1985-95, the I PSj; component dominated the trade expansion in several OECD
countries, indicating that they have experienced an increase in the degree of international

specialisation in this period.

5 Explaining the Dynamics of Trade Patterns

What are the fundamental drivers of the observed changes in the patterns of trade? We
investigate this question by considering both industry- and country-specific explanatory
variables motivated by the traditional and the new trade theories. Based on the stan-
dard Heckscher-Ohlin model, we consider the importance of both changes and initial
levels of countries’ factor endowments. Motivated by the models of the new economic
geography, we analyse the role played by increasing returns to scale, market size and
intensity in intermediate goods. In line with the models of trade and growth, we examine
the role played by industry-specific changes in relative labour productivity and labour
costs in explaining the observed changes of trade patterns. The construction of each of
these explanatory variables and its expected relationship with the dependent variable is

discussed below.

5.1 Explanatory Variables

Trade liberalisation, industry factor intensity, and country initial endowments

In the context of the Heckscher-Ohlin model, in a world of fixed endowments, trade
liberalisation is expected to induce an increase in a country’s net exports (imports) in
the industries that are intensive in a country’s abundant (scarce) factor endowments. As
shown by Helpman (1981) and Helpman and Krugman (1985), comparative advantage
according to the neoclassical trade theory is expected to dominate the trade expansion

in the presence of significant differences between countries’ relative endowments. By



contrast, when countries have similar relative factor supplies, intra-industry trade ex-
pansion is expected to dominate. Hence, if industries are sensitive to the neoclassical
determinants of international specialisation and trading partners differ widely in terms
of relative endowments, trade liberalisation is expected to induce an inter-industry trade
expansion that reinforces the countries’ previous specialisation.

To investigate this hypothesis, we construct an interaction term that aims to capture
all these three elements. Firstly, we shall proxy trade liberalisation with the variation
in the industry’s openness to trade (AtOpenij).7 Secondly, following Amiti (1999), an
industry’s sensitiveness to the neoclassical determinants is captured by the deviation of

its factor intensity from the country mean

Fact(eijt) =

o
| )
ejt

where e;j; represents industry’s ¢ factor intensity and €j; the average industry factor
intensity in the corresponding country. We consider intensity in physical (ejj; = kijt)
and human capital (e;;y = hyj¢). Physical capital intensity is measured by the ratio
between fixed capital formation and the number of employees. As in Amiti (1999), we
shall proxy intensity in human capital with average wages per employee. Lastly, in order
to capture differences in countries’ initial endowments, we shall use the variable

Ej

Initial(Ej) = ’ B 1‘ (6)

where Fjo represents the relative factor endowments of country j at the beginning of
period t, and Ejy is the average of this variable in all countries (Ey = % > Ejo). We
consider two relative factor supplies: Physical capital stock per worker (Ej; = Kj;) and
human capital stock per worker (E;; = Hj;). Our data on physical capital per worker
come from the Penn World Tables. Human capital per worker is measured by the
proportion of the population over 25 years with at least some higher education. Data for
this variable come from the Barro-Lee dataset. For the reasons outlined above, the effect
of increased industry openness on the degree of international specialisation is expected to
be jointly influenced by the industry’s sensitivity to neoclassical determinants, and the
country’s relative position in terms of initial endowments. In other words, the impact
of increased openness on the dependent variable is expected to depend positively upon

the level of the interaction term Fact(ei;) * Initial(Ej;). Hence, we expect a positive

7Where AtOpenij = Open,'jp — Openijo, With Opemjp = (XijF + MZ]F)/Y;]F and Openijo =
(XijF + Mijo)/Yijo.



relationship between the three-way interaction term A;Openj; x Fact(e;j) * Initial(Ejt)

and the dependent variable.®

Industry factor intensity and changes in country factor endowments

In the context of the Heckscher-Ohlin model, changes in relative factor endowments
can contribute either to reinforce or to attenuate countries’ previous international spe-
cialisation, depending upon whether they lead to a process of divergence or convergence
of relative factor supplies among trade partners. In order to investigate the effect of
changes in relative endowments on inter-industry trade dynamics, we consider the inter-
action term Fact(e;j;) * Diverg(Ej:). As defined in (5), the variable Fact(e;j;) aims to
capture the industry’s sensitivity to the Heckscher-Ohlin determinants. Diverg(Ej;), in
turn, is intended capture the effect of changes in endowments. This variable is defined

as

JF et L Eo _
1‘ ‘ 1’ if szgn(TD 1>—szgn<EO 1)

Diverg(Eye) = 1‘ 1’ if sign <E—F — 1) # sign ( - 1) ")

where F;r represents the relative factor endowments of country j at the end of period
t, and Er is the average of this variable in all countries (Ep = % > Ejr). A positive
sign for this variable indicates that the relative factor supplies of country j diverged
from the OECD mean during period t. Conversely, a negative sign indicates a change
in the opposite direction that may (or not) lead to a reversion of the country’s initial
relative position. Therefore, we expect a positive relationship between the interaction

term Fact(e;j;) * Diverg(Ej;) and the dependent variable.

Trade Liberalisation, Increasing Returns to Scale, Market Size and Intensity in In-
termediate Goods

In a nutshell, the models of the new economic geography suggest that a fall in trade
costs may contribute to the agglomeration of industries with increasing returns to scale
in larger economies (Krugman and Venables 1990) and to an increase in the degree of ge-
ographical concentration of industries linked by the use of intermediate goods (Krugman
and Venables 1995; Venables 1996). These models also predict, however, that agglom-
eration may be reversed once trade costs fall below a critical level. Therefore, under

this framework, the direction of inter-industry trade dynamics depends upon whether a

8Note that this hypothesis is made under the assumption that relative factor supplies are fixed. For
this reason, when these variables are included in regression analysis we control for its change during
period t.

10



reduction in trade costs induces agglomeration or dispersion of manufacturing activities
across countries. While agglomeration would contribute to an increase in the previous
specialisation, dispersion would explain specialisation shifts. In order to investigate these
effects, we consider two interaction terms. Firstly, the interaction between the change
in industry ¢’s trade openness, the degree of scale economies and the market size of the
corresponding country (A;Open;;* Scale;j x M Sizej;). Following Kim (1995) and Amiti
(1999), the degree of scale economies in industry ¢ from country j is measured by the

average firm size

L
Scale;j; = (Firms) (8)
ijt

where L;;; is the number of employees in the industry and F'irms;;; the number of firms.
Market size is measured by the country’s initial GDP. If trade expansion induces an
increase in the previous specialisation of large economies in scale intensive industries
we would expect the sign of the coefficient associated with this interaction terms to be
positive. Secondly, we shall consider the interaction between A;Openj; and a variable
that measures each industry’s intensity in intermediate goods Interms;j;. As in Amiti
(1999), intensity in intermediate goods is measured by:

9)

<Y - VA)
Intermij; = | ———
19t

Y

where Y;;; and V A;j;;, are, respectively, the mean of production and value added of in-
dustry i from country j over period t.” If an increase in openness induces an increase
(decrease) in the degree of geographic concentration of industries with high use of inter-
mediate goods, we would expect a positive (negative) sign for the coefficient associated

with A;Openj; x Interm;;q.

Changes in relative labour productivity and wages

Dynamic models of trade and growth examine the impact of changes in labour pro-
ductivity on the evolution of international specialisation. One strand of this theoretical
literature (Krugman, 1987; Lucas, 1988; Redding, 1999) argues that sector-specific learn-
ing by doing (national in scope) produces self-reinforcing mechanisms that contribute to
increase countries’ initial comparative advantage. This is because sector-specific learning
by doing leads to an increase in labour productivity in the industries in which countries

were already relatively more productive (and hence specialised). Other models, however,

Tn contrast with Amiti (1999), in the present study the variables Scale;;; and Interm.;; are computed
with country- -specific data for each industry. We use the average of the individual terms that compose
these variables over the corresponding five-year period.

11



suggest that international knowledge spillovers and technology transfer may induce a rise
in labour productivity in the industries in which countries were previously relatively less
efficient. In such a case, changes in labour productivity would contribute to weaken (or
even reverse) the previous patterns of international specialisation.

Therefore, depending on its direction, industry-specific changes in labour produc-
tivity may explain either IPS;;; or SS;j;. In order to capture the influence of these
mechanisms in explaining the dynamics of international trade patterns, we construct an
indicator of comparative advantage based on the relationship between relative labour

productivity and relative labour costs in industry ¢ from country j:

(VA/L)ije (W/L)
(VA/L);,  (W/L),

(10)

it =

where (VA/L);j; and (W/L);; are, respectively, labour productivity and wages in indus-

try ¢ from country j, while (V.A/L);; and (W/L);; represent, respectively, the average
of labour productivity and wages in industry ¢ in the 20 OECD countries included in
the sample. To analyse the effect of changes in this indicator on inter-industry trade

dynamics, we construct the following variable:

|Pijr| — |Pijo|l if sign(Pijr) = sign(Pjjo)

L : (11)
—|Pijr| — |Pijo| if sign(Pyr) # sign(Pijo)

Diverg(Pyj) = {
A positive sign for this variable indicates a change in the indicator of comparative ad-
vantage that tends to reinforce the initial relative position of country j in industry .
Conversely, a negative sign indicates a change that contributes to weaken (or even re-
verse) the country’s previous specialisation in that industry. Hence, we expect a positive

relationship between this variable and the dependent variable.

5.2 Econometric Model and Results

To investigate the dynamics of trade patterns in the OECD, we use the panel structure

of the data in the following general equation:
(IPS — SS)ije = f(Cjt, Lijt, 65, Viy Tt, €ijt) (12)

where i € {1,...,26} denotes industries, j € {1,...,20} countries, and ¢ = {1,2} peri-
ods. C}j; is a vector of country-specific observable characteristics and I;j; is a vector of

industry-specific observable attributes, as defined in the previous sub-section. J; is an

12



unobservable country-specific effect, 7; is an unobservable industry-specific effect, and
7¢ is an unobservable period-specific effect. €;;; is an error term.

Descriptive statistics on the regression variables are reported in Table 3. A potential
problem of performing regression analysis with (IPS —55);;; as the dependent variable
is that it is bounded by construction in the interval [—1, 1]. Under these circumstances,
the OLS estimator may lead to predictions of the dependent variable outside the ex-
treme points. Furthermore, when there are many observations lying at the boundaries
of the interval (or near them), linear regression is likely to produce biased estimates
due to its inability to deal with the inherent nonlinearities around those regions. We
shall address this problem by employing the quasi-likelihood method of estimation for
bounded dependent variables proposed in Papke and Wooldridge (1996). This method-
ology integrates the Generalised Linear Model (GLM) from the statistical literature
(McCullagh and Nelder, 1989) and the quasi-likelihood method from the econometric
literature (Gourieroux et al. 1984).!1% In line with Moulton (1986, 1990), adjustment
is made for within correlation between error arising from country-level variables being
combined with data on individual industries.!!

We start by estimating the basic model, including only independent variables based
on the H-O theory. The model is then augmented to examine the role played by variables
based on the new economic geography and the trade and growth literature. For each
set of explanatory variables, we report the estimated results with and without the inclu-
sion of industry- and country-dummies. As discussed above, to investigate some of the
hypotheses formulated in the previous sub-section we are interested in the coefficients
associated with two- and three-way interaction terms. This is because the effect of one
explanatory variable on the dependent variable depends in part on the level of a second
explanatory variable (in the case of a two-way interaction term) or upon the level of two
other explanatory variables (in the case of a three-way interaction term). To capture
the unique effect of a higher-order interaction term, we shall include simultaneously in
the regressions all lower-order interaction terms and the corresponding individual vari-
ables (see Aiken and West 1991). For the sake of brevity, only the coefficients and the
marginal effects of the interaction terms of interest are reported. The main regression

results are shown in Table 4. We then check the sensitivity of the estimates to differ-

10For a recent application of this methodology in a trade context see, for example, Kneller and Pisu
(2004). This method is only applicable when the dependent variable is bounded in [0,1]. For this
reason we transform the dependent variable in order to lie in this interval by applying the formula
(1/2)[1+(IPS—SS)iﬁ].

"1n all regressions, the standard errors are clustered by country and period using the option “cluster”
in Stata.

13



ent specifications by including the regressors based on different theoretical frameworks
separately. Table 5 presents the corresponding results. As can be seen, the results are
robust to different specifications. Therefore, our main findings are summarised in Table
4.

The econometric results give some support to the hypothesis that initial levels of
human capital are an important determinant of the observed dynamics of trade patterns.
The coefficient associated with the interaction term ArOpenj; x Fact(h;ji) * Initial(H;t)
presents, as expected, a positive sign and is statistically significant at the 10% level in
all specifications.

The finding that initial factor endowments are an important factor driving changes
in trade patterns is consistent with the results of Tingvall (2004) and Forslid et al.
(2002). Using a sample for 22 industries in 10 EU countries, Tingvall finds that initial
endowments of physical capital are a significant determinant of changes in the Euro-
pean industrial structure. Forslid et al (2002) use a large scale CGE model to analyse
the effects of European integration on industrial location and find that industries rel-
atively more sensitive to comparative advantage become monotonously more concen-
trated as trade costs fall. This evidence does not stand, however, for initial levels of
physical-capital per worker. As can be seen in Table 4, the coefficient associated with
A¢Openjix Fact(kgje)* Initial (K ;) is always insignificant. The result that human capital
endowments are more important than supplies of physical capital for explaining inter-
national specialisation in developed countries is consistent with the findings of Harrigan
(1997). Using a sample of ten OECD countries for 1970-1990, Harrigan finds robust
evidence that human capital endowments (but not physical capital) are significantly
associated with countries’ production structure in manufacturing.

As can be seen in Table 4, the econometric results do not provide support to the
hypothesis that the observed changes in trade patterns were driven by changes in relative
factor endowments. The coefficients of the interaction terms Fact(ki;t) * Diverg(Kj;)
and Fact(h;j;) * Diverg(Hj.) present the expected sign but are statistically insignificant
in all regressions. In this regard, our results contrast with those of Tingvall (2004),
who finds significant effects of changes in human and physical capital endowments on
changes in trade patterns of 10 EU countries. A possible justification for the insignificant
coefficients is that five-year intervals may not be sufficiently long to capture the effect of
changes in endowments on trade patterns. Consistent with this explanation, Redding’s
(2002) study of 7 OECD economies finds that changes in endowments only become
relatively important drivers of specialisation dynamics over longer time horizons.

Turning to the variables based on the new economic geography, our results indicate
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that trade liberalisation contributed to reinforce the previous specialisation of countries
with larger markets in industries with increasing returns to scale. The coefficient of
the interaction term A;Open;; * Scale;j; + M Sizej; is positive and strongly significant
in all specifications. These results are therefore consistent with Davis and Weinstein
(1999, 2003) who find evidence in support of economic geography effects using data,
inter alia, for Japanese regions and OECD countries. Our results are also consistent
with those of Kim (1995) and Amiti (1999) who report that industries with increasing
returns to scale exhibited a tendency for increased concentration within the US and
the EU. By contrast, Tingvall (2004) finds no evidence of increasing concentration of
scale intensive industries on large markets, using the industry’s value added as proxy for
market size. Therefore, when taken together, this evidence seems to suggest that the
country, rather than the industry, is the relevant measure of market size when searching
for economic geography effects. Also in the context of the economic geography literature,
we find no evidence that trade liberalisation induced increased specialisation in sectors
with high intermediate goods usage. The coefficient associated with the interaction term
A¢Openj; x Interm;;; is insignificant in all specifications.

Lastly, we analyse the effects of changes in labour productivity and labour costs at
the level of the industry. Our results give strong support to the argument that industry-
specific changes in labour productivity and labour costs are an important determinant
of inter-industry trade dynamics. As expected, the sign of the coefficient associated with
the variable Diverg(P;j;) is positive and statistically significant in all specifications.!?
This result is in accordance with Harrigan (1997), who shows that Ricardian effects are

an important determinant of international specialisation in the OECD.

6 Summary and Conclusions

In this paper, we investigate the dynamics of international trade patterns in 20 OECD
countries. Using new dynamic measures, we are able to distinguish between three types
of trade change: Inter-industry flows that contribute to reinforce a country’s previous
specialisation, marginal intra-industry trade, and inter-industry flows that contribute to
a decrease in a country’s previous specialisation (that we name specialisation shifts).
Descriptive evidence for 20 OECD countries over the 1980-2000 period indicates that

specialisation shifts represented a significant part of the observed trade expansion, be-

12 As pointed out by a referee, changes in labour productivity and labour costs at the level of the
industry may also reflect changes in the human capital composition of the workforce. Unfortunately,
because of data unavailability, we are not able to account for these changes in the present analysis. This
issue deserves to be explored in future research.

15



ing often the dominant form of inter-industry trade change. Indeed, we find that in
many of the countries studied, the widely documented rise in intra-industry trade did
not occur mainly because of matched trade expansion but as a result of specialisation
shifts. This is an important finding as the existence of specialisation shifts cannot be
explained in the context of static intra-industry trade models with identical countries.
Our results also indicate that trade liberalisation did not induce a generalised increase
in the degree of international specialisation in the OECD. On the contrary, our results
suggest that during the periods 1980-1985 and 1995-2000 most of the countries studied
have experienced a decrease in the degree of international specialisation.

The new measures of inter-industry trade dynamics are then used as the dependent
variable in regression analysis. Our main findings are as follows. Firstly, in accordance
with the predictions of the new economic geography models, our results indicate that
trade liberalisation contributed to an increase in the previous specialisation of larger
economies in industries with increasing returns to scale. Secondly, we find support
to the hypothesis that Ricardian effects are an important driver of changes in trade
patterns in the OECD. Finally, we find some support to the hypothesis that initial
endowments of human capital are an important driver of trade expansion following trade
liberalisation, but no evidence that changes trade patterns were explained by changes in
factor endowments. Although this may indicate that factor accumulation is not a strong
force driving changes in trade patterns in the OECD, it may also simply reflect the fact
that changes in endowments only become an important driver of specialisation dynamics

over relatively long time horizons.
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Table 1: Different components of trade change in 20 OECD countries, 1980-1990

Period 1980-1985 1985-1990
Country ISIC 3-dig SITC 3-dig SITC 4-dig ISIC 3-dig SITC 3-dig SITC 4-dig

MIIT,, IPS, SS;, MIT; IPS, SS; MIIT, IPS; SS, |MIIT; IPS, SS, MIIT, IPS, SS;, MIIT; IPS, SS;
Australia 1.6 568 41.6| 51 512 438]| 42 407 550(462 507 32 [31.0 402 288|239 353 40.7
Austria 372 64 565|321 168 51.1] 265 150 58.6]849 134 1.7 1693 265 42 |608 277 115
Canada 75.6 99 140|524 270 20.6]| 41.5 359 225|582 393 25487 350 163|379 272 350
Denmark 33.0 143 527|230 348 421|235 313 452]733 229 38 |61.1 273 11.6|533 330 13.6
Finland 189 31 780|154 220 627] 131 225 644|620 293 87 |43.8 457 10.6]36.6 49.6 13.8
Germany 39.6 13.8 46.6| 341 16.6 493 322 186 49.1180.5 186 1.0 | 705 262 33663 283 55
Greece 9.6 116 788125 21.8 657 11.0 21.8 671|386 557 57 [21.6 599 185|178 61.7 205
Treland 300 6.1 639|372 270 358|332 283 385|68.0 288 32 |558 374 68 |43.6 41.6 149
Ttaly 36.1 291 348|262 242 496 25.6 232 512|676 291 33 |574 338 88 |521 346 134
Japan 150 734 115109 51.5 376 94 519 387|454 471 75 |355 524 121|323 527 151
Mexico 147 13 839| na. na na | na na na |537 275 188| na. na na | na na na
New Zeland | 32.8 41.8 254|115 40.5 480 9.1 425 484|335 539 12.6]194 578 228|165 595 24.1
Norway 50.6 31.6 17.819.7 57.0 234 17.2 537 29.1|588 329 83 |27.1 492 237|234 485 281
Portugal 53 304 643]167 27.6 556]| 163 27.7 56.0(509 468 23 [388 521 9.1 [329 558 113
South Korea | 58.9 247 1641267 228 50.6| 246 259 495|542 391 6.7 | na. na na | na na na
Spain 251 342 407|321 178 50.1| 27.6 187 537|656 225 119|578 281 142|538 305 157
Sweden 31.6 106 578 na. na na [ na na na | 790 189 20 |61.8 30.8 7.5 541 303 156
Turkey 43.6 339 225|251 476 272|200 294 50.6|363 545 92 (188 66.6 14.6| 153 589 257
UK 37.6 55 569|399 134 46.6( 372 128 500|850 129 21 |71.0 170 120|624 221 155
USA 20.7 534 26.0|284 325 39.1| 223 341 436|811 107 81 [621 261 119 51.6 239 244
Mean 257 205 37.1|187 230 333]| 164 222 363|510 273 51 (355 388 120/ 30.6 30.0 175

Table 2: Different components of trade change in 20 OECD countries, 1990-2000

Period 1990-1995 1995-2000
Country ISIC 3-dig SITC 3-dig SITC 4-dig ISIC 3-dig SITC 3-dig SITC 4-dig

MIIT, TIPS, SS, MITT; IPS, SS, MIIT, IPS, SS;, [MITT; 1PS, SS, MITT, IPS, SS, MIIT, IPS, SS,
Australia 484 478 38356 525 118292 567 140]326 515 159306 448 246294 187 520
Austria 735 203 6.2 | 587 247 166 480 281 240(641 75 284|467 136 396|427 185 388
Canada 718 270 12 | 443 487 70 | 384 488 128|679 236 85569 253 17.8|514 286 19.9
Denmark 760 217 23 |533 352 115|453 392 156475 131 394|362 103 535|302 138 56.0
Finland 370 236 388|222 499 279|186 512 302|305 348 348|331 393 276|298 372 330
Germany 815 135 5.0 | 622 237 141|548 282 170|534 158 308|540 249 211|512 254 234
Greece 473 412 115|292 524 183|249 511 240|268 464 268 (229 461 310|197 459 344
Treland 640 347 13 |586 348 66 | 444 383 173[428 506 65 | 449 460 9.1 [364 486 150
Traly 551 29.6 152|445 408 147|371 417 212|414 47 539350 331 31.9[330 302 368
Japan 499 478 22 342 529 129]301 572 128[169 65 765231 359 41.0]238 338 425
Mexico 69.1 182 127|537 251 212|477 294 229(802 157 41 |553 372 74 476 412 112
New Zeland | 500 472 28 | 301 592 107|227 605 168|272 243 485|184 309 507|158 319 523
Norway 30.5 419 27.6|269 547 184|233 571 196|401 355 244| 93 676 232|105 599 206
Portugal 67.6 228 9.6 | 470 355 175|362 409 229|460 358 182351 293 355|303 286 41.1
South Korea | 60.7 300 9.3 | 475 291 234|432 311 257[121 178 701|312 290 398|265 272 463
Spain 707 192 101|513 303 185 435 319 246|647 169 184|488 313 200|403 356 241
Sweden 456 233 312|403 406 191 348 412 241367 341 293353 300 347|209 316 385
Turkey 490 460 50 | 227 597 176|186 598 21.6]386 435 179253 563 184|212 561 227
UK 829 95 7.6 |672 147 182|572 203 226|687 194 119|571 277 153|469 345 186
USA 751 180 6.9 | 599 307 94 | 521 344 135[609 330 61 |505 393 102|456 412 13.2
Mean 502 243 88 [371 331 131312 353 168[375 221 238]312 291 230[276 287 27.1

Note: Due to data availability, the indexes computed data for the ISIC classification in the later period refer to

1995-1999.
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Table 3: Descriptive statistics: Regression Data

Variable Mean Std. Dev.
(IPS-S8);, 0.066 0.663
(1/2)*(1+(IPS-SS);) 0.533 0.33
Initial (K);, 0.358 0.243
Diverg (K);; -0.006 0.060
Initial (H); 0.547 0.438
Diverg (H);, -0.043 0.106
MSize;, 529.946 943.800
AOpen;; 0.099 0.616
Fact(k;,) 0.555 0.785
Fact(hyy,) 0.171 0.130
Scalej, 0.058 0.126
Intermy;, 0.581 0.115
Diverg(P;) 0.011 0.171
Observations 1040

Note: The vatiables Scale;, and MSize,, have
been divided, respectively, by 10 and 109.

Table 4: Regression results. Dependent variable (1/2) [1 +(IFS = SS) ]

Variable E Sign ) @) G) %) ) ©) @ ®) )
coef. 0002 -0.130 -1.240 0207  -0203 -1.246 0070 0070  -0.336

AOpen;Fact(k;)*Initial () [+] marg 0000 -0.032 -0308 0052 -0051 -0310 0018  -0.084 -0.336
zstat. (0.00)  (0.13) (112 (015  (0.16)  (1.09) (005  (0.05)  (027)

coef. 4374 4380 4849 4562 4727 5066 4655 4655 4819

A Open;*Fact(hy)*Initial(H,) [+] marg 1.089 1.090 1206 1137 1178 1262 1160 1201  1.284
zstat. (L65)*  (L71*  (1.83)% (1.80)* (1.82*  (L.78)% (183)*  (1.83)*  (1.85)*

coef. 1517 1269 1261  1.612 1351 1314 1571 1571 1321

Fact(k;)*Diverg(K;) [+] marg 0378 0316 0314 0402 0337 0327 0391 0329 0318
zstat. (154)  (1.26)  (121)  (1L67)% (1.33)  (129)  (1.60)  (1.60)  (1.29)

coef. 2446 2762 0509 1875 2567 1030 1768 1768 2443

Fact(h;)*Diverg(H;,) [+] marg. 0.609  0.687 0.127 0.467 0.640 0.256 0.441 0.609 0.224
z-stat. (0.93)  (0.99) (0.18) (0.81) (1.10) (0.39) 0.77) 0.77) (1.05)
coef. 0.033 0.032 0.022 0.033 0.033 0.032
AOpen;*Scale; *MSize;, ]  marg. 0.008 0.008 0.005 0.008 0.008 0.006
z-stat. (3.35)FFF (3.13)%kE (2.00)%F  (3.43)%FF*  (3.43)FrE (3.22)%kk
coef. -0.881 -0.817 -0.506  -0.842 -0.842  -0.794
AOpen;*Intermy;, ]  marg. -0.220  -0.204 -0.12592 -0.21 -0.198  -0.116
z-stat. (1.22) (1.07) (0.69) (1.15) (1.15) (1.03)
coef. 0.560 0.560 0.559
Diverg(Py,) [+]  marg. 0.140 0.139 0.128
z-stat. (2.05)%*  (2.05)%F  (1.99)**
All regressions include the lower-level interaction terms and the individual variables corresponding to the higher-level interactions
considered.
Country dummies no no yes no no yes no no yes
Industry dummies no yes yes no yes yes no yes yes
Log Pseudo Likelihood -549.05 -540.76  -520.6 -543.253 534238 -512.805 -542.227 53326 -512.05
Observations 1040 1040 1040 1040 1040 1040 1040 1040 1040

Note: Absolute values of robust z-statistics in parenthesis. *, **  *** indicate significance at the 10, 5 and 1
significance level. Standard errors clustered by country and period. Period dummies and a constant included in
all models. The variables Scale,, and MSize have been divided, respectively, by 10* and 109.
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Table 5: Sensitivity analysis. Dependent variable (1/ 2)[1+ (IFS - SS)ijt]

Variable E Sign (10) a1 12) (13) (14) (15)

coef.
A Open;*Fact(k;,) *Initial (IS, [+] marg,.

z-stat.

coef.
A Open;*Fact(hy,) *Initial (H;) [+] marg.
z-stat.
coef.
Fact(k;,) *Diverg(I;) [+] marg.
z-stat.
coef.
Fact(hg)*Diverg(Hy) [+] marg,
z-stat.
coef. 0.027 0.028 0.023
A Open;*Scale; *MSize;, [l marg. 0.007 0.007 0.006
z-stat. (2.76)*F% (2.64)*FF (2.35)%*
coef. -0.290 -0.205  -0.038

A Open;g*Intermy, 7] marg,. -0.072 -0.051  -0.010
z-stat. 0.34) 0.24) (0.05)
coef. 0.492 0.516 0.416
Diverg(Py) [+] marg,. 0.122 0.128 0.103
z-stat. (2.05)* 217y (1.64)*

All regressions include the lower-level interaction terms and the individual variables corresponding to the higher-level interactions
considered.

Country dummies no no yes no no yes
Industry dummies no yes yes no yes yes
Log Pseudo Likelihood -550.261 -540.82 -522.22 -558.33 -548.574 -530.32
Observations 1040 1040 1040 1040 1040 1040

Note: Absolute values of robust z-statistics in parenthesis. *, **, *** indicate significance at the 10, 5 and 1
significance level. Standard etrors clustered by country and period. Period dummies and a constant included in
all models. The variables Scale,, and MSize i have been divided, respectively, by 10* and 109.
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