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#### Abstract

Despite the increased attention to students leaving secondary education without a diploma, numerous students dropout yearly. This paper makes a distinction between the 'individual perspective' and the 'institutional perspective' of dropping out. The individual perspective considers the probability of an individual student to drop out. It is explored by multinominal logit models, with and without accounting for unobserved heterogeneity. We observe that particularly motivation of the student and interest in schooling of his/her parents are crucial predictors of the individual dropout decision. The institutional perspective focusses on contextual factors and is examined by ordered logit models, both with and without accounting for unobserved heterogeneity. In particular, we discuss the influence of the first year of secondary education by analysing the large differences in the number of dropouts in Dutch first year classes. We observe that, more than motivation, conditions in the first year of secondary education are crucial in shaping the dropping out decision.
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## 1 Introduction

The decision of the European Council to half by 2010 the number of students withdrawing from school without a higher secondary degree, significantly increased the attention of both practitioners and academics to school dropout. There is indeed a sense of urgency as the literature rigorously shows that students dropping out at secondary education have only bleak prospects (Pascarella and Terenzini, 1991). The consequences of school dropouts are situated at three levels. Firstly, there are private costs such as, in comparison to non-dropouts, higher unemployment risks (e.g., Psacharopoulos and Layard, 1979), lower health status (e.g., Groot and Maassen van den Brink, 2007) or lower educated children (e.g., Bowles, 1972). Secondly, there are increased costs to society by increased risk for criminal activities (e.g., Lochner and Moretti, 2004), lower social cohesion (e.g., Milligan et al., 2004) or lower rate of economic growth (Hanushek and Wößmann, 2007). Finally, there are fiscal consequences due to lower tax revenues, higher unemployment allowances or higher health costs (for an overview, Psacharopoulos, 2007).

Following the European Council, we define a dropout student as a young person between the age of 12 and 23 who leaves education without a degree or with only a lower-secondary level degree (European Commission, 2006). In this sense, the definition represents an outputoriented indicator (i.e., a simple head count indicator) and does not reflect the cognitive skills of pupils. As such, a graduating student with very low cognitive skills will not be considered as a dropout (Psacharopoulos, 2007).

Examining the individual dropout decision boils down to estimating those influences which significantly increase the probability that a student will leave secondary education without a diploma. However, as an outsider, who tries to obtain insights in the dropout decision of the average student by mimicking his/her way of thinking (i.e., by selecting a broad set of both exogenous and motivational factors), we should be aware that, in the end, it is the individual student who decides to leave or to stay in school. As such, even the broadest specified model will suffer from a large noise term which captures the unobserved heterogeneity among the individuals in the sample. We explicitly account for unobserved heterogeneity in the estimated multinominal and ordered logit models. Presenting the outcomes for both estimation assumptions allows us to obtain insights in the size of the unobserved heterogeneity bias.

Similar as in Rumberger (2001), we make a clear distinction between the 'individual perspective' of dropping out and the 'institutional perspective'. Whereas the former focusses on the factors which shape the individual decision to drop out (i.e., individual background and motivation), the latter focuses on the contextual factors (i.e., characteristics of the class and peers) which might influence the dropout decision. The contribution of this paper arises from examining the background characteristics which constitute the individual and institutional
perspective.
Firstly, within the individual perspective, we mimic as well as possible the way of thinking of the individual student. These thoughts create heterogeneity among students as they differ because of their own exogenous characteristics (e.g., gender, ethnicity, age, etc.), the background of their parents (e.g., schooling of the parents, interest in schooling, etc.), and the influence of the schooling environment (e.g., rural versus urban, school track, etc.). Each of those deterministic background characteristics shape the individual motivation of the student. We capture motivation by, e.g., the student's opinion about the teachers, the opinion of teachers about the student, their attention during classes, the number of times they are truant or their school career. To empirically test the individual decision to dropout, we use an exceptionally rich and large sample on the Dutch secondary education (in particular Voortgezet Onderwijs Cohort Leerlingen; VOCL).

Secondly, based on results for post-secondary education, we pay within the institutional perspective special attention to the conditions in the first year of secondary education. In particular, we observe that for some first year secondary education classes none of the students is (later) dropping out, whereas in other classes up to seven students drop out. As the literature on post-secondary education (e.g., Tinto, 1975; Pascarella and Terenzini, 1980; Bowlby and McMullen, 2002; Jansen and Bruinsma, 2007) and on middle education (Alexander et al., 1997; Garnier et al., 1997) shows, this is not a coincidence: the first year of (secondary) education is crucial. In the fourth section of the paper, we examine the probability that a student belongs to a class with many dropout students. As such, we determine the conditions which go along with making good first year classes (i.e., classes with few dropouts) and bad first year classes (i.e., with higher dropout levels). To do so, we focus on class characteristics such as number of students in the class, average ability, standard deviation of the abilities, percentage of boys, or ethnicity at school level. ${ }^{1}$ It is remarkable to observe that, while the dropout decision at the individual level is largely driven by motivational factors, at a class level individual motivation becomes insignificant while class determinants are important. In this sense, our results are close to the observation of Alexander et al. (1997, p.98): "In the present instance, all these themes come into play long before anyone is thinking about dropout per se. We are not saying that what happens in first grade necessarily seals children's fates, but prospects for "re-engagement" later are not good when children are plagued early in their school careers".

The remainder of the paper is structured as follows. Section 2 briefly reviews the data at hand and discusses some conceptual models. In Section 3 we use a multinominal logit model, with and without unobserved heterogeneity, to examine the drivers of the individual decision
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Figure 1: Systematic presentation of dropout students (percentage of sample population in brackets)
to drop out. On the contrary, Section 4 is concerned about the collective 'peer' decision. We examine whether conditions (where class characteristics serve as a proxy) in the first year secondary education influence the dropout. In a final section we offer our (policy) conclusions.

## 2 How to look at dropping out?

### 2.1 The data

To examine the dropout decision of students in secondary education, we use the Dutch VOCL data (Voortgezet Onderwijs Cohort Leerlingen). This paper does not attempt to describe the Dutch school system (see Tieben and Wolbers, 2008; Dodde and Leune, 1995), but only takes advantage of the rich VOCL data set. The VOCL data, collected by Statistics Netherlands and financed by the government, follow a cohort of pupils from the first year of secondary education until they leave school (either with or without a degree). The data consist of a representative sample of 20,331 students in 330 schools and contain various questions on (1) the class and school type the pupil is taking, (2) the educational attainments (e.g., test scores), (3) attitude of the pupils (e.g., attention to homework, extra-curriculum activities, attitude towards schooling), (4) attitude of parents (e.g., interest in schooling, who takes which decision within the household) and (5) socio-economic variables (e.g., country of birth,


Figure 2: Potential drivers for dropout
education of parents, socio-economic status). ${ }^{2}$ The data are collected immediately from the schools, and from surveys from pupils and parents in the beginning of the first and third cohort year. In the current study, we use variables which are gathered in the first cohort year (unless differently noted). Currently, the VOCL is at its third round (although the last cohort, started in 1999, is still ongoing). In the current study, we use in particular the second round, the 1993 cohort (as this is the most recent, fully completed round).

The cohort starts in the first year of secondary education and follows the students throughout their academic career. This is systematically presented in Figure 1. Students who died, had a protracted illness or moved abroad were removed from the sample. ${ }^{3}$ As such, we obtain a sample of 17,697 students. The paper at hand assumes that every student has a choice option of (1) obtaining a diploma, (2) dropping out, (3) entering an apprenticeship program and (4) staying at school (due to repeating classes). The choice options are often restricted by conditions beyond the control of the individual (e.g., the apprenticeship program is only available for vocational education students). On top of that, the actual decision (within the feasible option) is determined by both individual (e.g., ability) and background (e.g., parents) conditions. In Section 4 we explore this interplay with the conditions of the first year of secondary education.

Consider the four groups of students. Firstly, about $88 \%$ of the students in the sample take and pass the end exam. We observe from Table 1 that the majority of students with a diploma leave school between the age of 16 and 20 . This is not surprising as compulsory education was until the age of 16 (since 2003, this changed to age of 18). Therefore, students could leave school at the age of 16 with a diploma. Remark that some students are younger than the other students in their class, and as such, can take the end exam at the age of 15 .

A second group of students leave school without a secondary education diploma and are defined as dropouts. As is visualized in Figure 1, those students left school either without taking an exam or after (frequently) failing the exam. In total, there are 1,148 dropout students $(6.49 \%)$. As presented in Table 1, the majority of the dropouts leave education between the third and the sixth cohort year, between the normal age of 15 (third cohort year) and 18 (sixth cohort year). Again, given the age limit of compulsary education, this is not surprising.

Thirdly, we consider students who leave regular education to start a 'learning on the job' program. In our sample, $5.09 \%$ of the students enter an apprenticeship program, from which

[^2]Table 1: Age of students at the event time

| Age | Diploma Number | \% | Dropout Number | \% | Apprentice <br> Number | \% | Stay in school Number | \% | Total Number | \% |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 12 | 0 | 0\% | 10 | 1\% | 2 | 0\% | 0 | 0\% | 12 | 0\% |
| 13 | 0 | 0\% | 32 | $3 \%$ | 9 | 1\% | 0 | 0\% | 41 | 0\% |
| 14 | 1 | 0\% | 95 | 8\% | 47 | 5\% | 0 | 0\% | 143 | 1\% |
| 15 | 1,022 | 7\% | 226 | 20\% | 232 | 26\% | 0 | 0\% | 1,480 | 8\% |
| 16 | 2,303 | 15\% | 335 | 29\% | 276 | 31\% | 0 | 0\% | 2,914 | 16\% |
| 17 | 2,180 | 14\% | 251 | 22\% | 203 | 23\% | 0 | 0\% | 2,634 | 15\% |
| 18 | 1,938 | 12\% | 126 | 11\% | 104 | 12\% | 0 | 0\% | 2,168 | 12\% |
| 19 | 5,589 | 36\% | 58 | 5\% | 22 | 2\% | 80 | 69\% | 5,749 | 32\% |
| 20 | 2,341 | 15\% | 14 | 1\% | 5 | 1\% | 34 | 29\% | 2,394 | 14\% |
| 21 | 150 | 1\% | 1 | 0\% | 0 | 0\% | 2 | 2\% | 153 | 1\% |
| 22 | 7 | 0\% | 0 | 0\% | 1 | 0\% | 0 | 0\% | 8 | 0\% |
| 23 | 1 | 0\% | 0 | 0\% | 0 | 0\% | 0 | 0\% | 1 | 0\% |
| Total | 15,532 | 100\% | 1,148 | 100\% | 901 | 100\% | 116 | 100\% | 17,697 | 100\% |

$1.51 \%$ after one or several failed exams. The typical age to start an apprenticeship is similar to the age of dropping out: between 15 and 18 years old. As the apprenticeship program is only a choice option for students in vocational training, we control in the analysis for learning subject.

Finally, there is a minority of students ( $0.66 \%$ of the sample population) who are still enrolled at school by the end of the cohort study. As it can be interesting to examine why those students did not dropout, we include them in the analysis (robustness analysis indicates that removing these 116 students from the sample, does not significantly change our results).

### 2.2 Conceptual dropout model: A brief review

In the examination of the dropout decision of students, the (academic) literature is dramatically suffering from unobserved heterogeneity (DesJardins et al., 1999). Indeed, if asked to individual students about their reasons for dropping out, they always point to a mixture of causes (e.g., Bowlby and McMullen, 2002; Bridgeland et al., 2006). In this paper, we do not attempt to fully review the extensive literature on dropout (for an excellent review see Rumberger, 2001), but we combine two conceptual models in our analysis. On the one hand, started from Spady (1970) and Tinto (1975), the student integration model focusses on school related factors (i.e., institutional factors) such as motivation, ability and school characteristics. On the other hand, initiated by Bean (1978), the student attrition model discusses the importance of non-institutional influences outside the school environment. We believe that it is a combination of institutional and non-institutional factors that shape the decision to dropout. In an attempt to combine the student integration and student attrition model, we suggest a vertical and horizontal classification (see Figure 2).

The vertical classification corresponds to the difference between the exogenous background characteristics and the motivational influences, what is labeled by Roemer (1998) as 'circumstances' versus 'effort'. While the exogenous background characteristics are deterministic to
the students, the motivation is shaped and influenced by the exogenous environment. The horizontal classification makes a distinction between influences arising from the students, the parents and the school. The vertical and horizontal dimension are undoubtly related. Firstly, background characteristics of the students result in motivational factors which we classify as push and pull factors (following Rumberger, 1987). Push factors arrive from the absence in motivation to stay at school and 'push' the student away from school. In a different nuance (and obviously closely related), pull factors originate from the school environment and 'pull' the students away from school. ${ }^{4}$ Although the literature suggests that student background characteristics as, e.g., gender have a significant effect on dropout, it is arguable that the dropout decision does not originate from the gender (i.e., being male or female) but rather from the student's motivation (which is often correlated to students' gender). If in a multivariate analysis, where the researcher controls for other influences, gender turns out to have a significant effect on the individual dropout decision, the effect is probably driven by unobserved heterogeneity in gender. ${ }^{5}$ Secondly, education and social class of the parents influence the parents' interest and aspirations. Similar to the student's characteristics, it can be argued that the social class itself is of minor importance in comparison to the motivation of the parents. Finally, school characteristics as location shape the peer group effects. To obtain some insights in the data, we present them bivariately in Table 6 in Appendix.

## 3 Blaming the environment? - A multinominal logit

### 3.1 Multinominal logit

To analyse the magnitude and direction of the influence of explanatory variables on the decision to leave school with or without a diploma, or to enter the apprenticeship program, we estimate a multinominal logit (Mlogit) model (McFadden, 1973). The Mlogit model is used to estimate relationships between (ordered or unordered) polytomous dependent variables and multivariate explanatory variables. In particular, it estimates the probability of an event occurring. As such, it is a straightforward extension of the logistic model, which estimates the model by maximum likelihood after transforming the dependent variable into a logit variable (i.e., the log of the odds of the dependent occurring or not) (e.g., Train, 2003).

Suppose there are $J(k=1, \ldots, j, \ldots, J)$ different events which may be chosen by individual $i$. Given the (exogenous) characteristics of individual $i\left(X_{i}\right)$, the probability of selecting event $j$ equals:

$$
\begin{equation*}
\operatorname{Pr}\left(y_{i}=j \mid X_{i}\right)=\frac{\exp \left(X_{i} \beta_{j}\right)}{\sum_{k=1}^{J} \exp \left(X_{i} \beta_{k}\right)} \tag{1}
\end{equation*}
$$

[^3]where $\beta$ denotes the unknown (to be estimated by maximum likelihood) parameter which presents the log odds of being in the target group relative of being in the reference group. However, this set of equations will be unidentified (i.e., there are infinite solutions). Therefore, we make one of the categories a reference category (say, category 1) and set its coefficients equal to 0 . This brings us to the following model:
\[

$$
\begin{align*}
& \operatorname{Pr}\left(y_{i}=1 \mid X_{i}\right)=\frac{1}{1+\sum_{k=2}^{J} \exp \left(X_{i} \beta_{k}\right)}  \tag{2}\\
& \operatorname{Pr}\left(y_{i}=j \mid X_{i}\right)=\frac{\exp \left(X_{i} \beta_{j}\right)}{1+\sum_{k=2}^{J} \exp \left(X_{i} \beta_{k}\right)} . \tag{3}
\end{align*}
$$
\]

In the remainder we will express the estimated coefficients immediately in relative risk ratios, i.e., in the $\exp \left(\beta_{k}\right)$ rather than $\beta_{k}$. A relative risk of $\exp \left(\beta_{k}\right)=1$ denotes that there is no difference between the reference group and the evaluated group. A relative risk larger (smaller) than 1 indicates that the event will occur more (respectively, less) likely in the evaluated category than in the reference category.

In our application, we assume students with a diploma as reference category. As such, we can compare the probability of belonging to another group (in casu: dropout, apprenticeship or staying) with the probability of belonging to the reference group (i.e., leaving school with a diploma).

### 3.2 Multinominal logit - Results

The results of the multinominal logit regression are presented in Table 2. It is interesting to observe that, once controlled for motivation, gender does not have a significant effect on belonging to one or another group. In other words, given the background and motivation of the students, males do not dropout more frequently than females. ${ }^{6}$ This contrasts to previous work of Fernandez et al. (1989), Goldschmidt and Wang (1999) and Rumberger (2001). We can make a similar observation for Moroccan students, truants and work of the parents. Concerning the latter, it is notable and intuitively explainable that students whose parents work in one-man businesses or are self-employed enter significantly more frequently an apprenticeship program. Increasing abilities of students (as proxied by the average of the cito-standarized test scores for math, languages and information; cito-test is a national and standardized test at the end of the primary school which is used as an advisory tool for the school track) initially reduces the probability of dropping out (entering an apprenticeship program, respectively), however, as revealed by the squared term, this impact fades out for smarter students. As a last exogenous student characteristic, students who are older at the

[^4]start of the cohort drop out significantly more than younger students (similar for entering the apprenticeship program).

All push factors have a significant effect on dropout. Students who like school, have a favorable opinion about their teachers in general and about their math teacher in particular, have a normal school career, have teachers who are pleased with their results and pay attention during classes have a lower probability of dropping out. The pull factors point out that the longer it takes before a student is starting his/her homework, the higher the dropout probability is.

Besides the characteristics of the student, also the opinion and background of the parents is important. More highly educated parents, who attend parents' evenings, talk about school at home and think that a high degree is important (i.e., educational aspirations), have a lower probability that their children will drop out (cf. Kalmijn and Kraaykamp, 2003). Indeed, it has been argued by, among others, de Graaf et al. (2000) that children from highly educated parents receive cultural resources as knowledge, tastes and preferences which favor the educational career. Inversely, extensive parental control on homework and extensive affiliation with homework, the higher the probability is that their child will drop out. It seems that parental care is important, however, students should make their homework themselves. ${ }^{7}$ Neighbourhood significantly affects the dropout decision as students are dropping out more frequently in more urban areas. Finally, our results confirm the trend which is observed by de Graaf and Ganzeboom (1993) in that occupational status is becoming less important (they examined the period 1891-1960). In this 1993 wave of data, the occupational status of the parents does not influence the dropout decision. Nevertheless, the literature shows that effective programs to reduce dropout in high schools are often a collaboration with the school and the parents (e.g., van Heusden Hale, 2000; Gandara et al., 1998).

In sum, with regard to students' individual decision to drop out of school, the estimation results in Table 2 reveal that particularly motivation is crucial. In this sense, our results follow the conclusions of Dekkers and Driessen (1997) who observe that students decide to dropout on the basis of emotional aspects rather than performance aspects. Therefore, it can be interesting to examine why students become unmotivated. In the remainder of the paper, we explore two potential explanations. Firstly, although we tried to control for a broad set of exogenous variables (in an attempt to mimic a student's way of thinking), as a rule, there is still unobserved heterogeneity among students because we cannot explicitly include all determinants in the analysis. In the next subsection, we explicitly control for this unobserved heterogeneity. ${ }^{8}$ Secondly, and following the literature in post-secondary dropping

[^5]out, in Section 4 we explore the influence of first year high school characteristics on the (later) dropout decision.

### 3.3 Multinominal logit with unobserved heterogeneity

To model a multinominal logit with unobserved heterogeneity (also known as variance of the disturbances), we add unobserved individual effects $\alpha_{i}$ to the probability in equation (1):

$$
\begin{equation*}
\operatorname{Pr}\left(y_{i}=j \mid X_{i}, \alpha_{i}\right)=\frac{\exp \left(\alpha_{i j}+X_{i} \beta_{j}\right)}{\sum_{k=1}^{J} \exp \left(\alpha_{i k}+X_{i} \beta_{k}\right)} \tag{4}
\end{equation*}
$$

Similar as before, the unknown coefficients ( $\alpha_{i}$ and $\beta_{j}$ ) are estimated by maximum likelihood. In contrast to the situation without unobserved heterogeneity, we now have to estimate the likelihood by integrating over the distribution of the unobserved heterogeneity (see, e.g., Haan and Uhlendorff, 2006). Due to the unobserved character of $\alpha_{i}$, there is no analytical solution to this integration such that an approximation is needed. As the adaptive quadrature approximation (i.e., a proxy of the integral by a specified number of discrete points after which a distribution of the unobserved heterogeneity is made) is the most accurate way to approximate the unknown integral, we use this procedure.

If in the multinominal logit model we account for unobserved heterogeneity among schools (and, as such, acknowledge that we cannot fully capture the students' way of thinking) we observe from Table 3 that the estimations do not dramatically change. In contrast, variables that have a significant influence on the decision in the traditional multinomial logit, do still have a significant influence when allowing for unobserved heterogeneity. Also the direction of the effects is similar. Additionally to the traditional multinominal logit estimations from Table 2, we observe that females choose less to dropout, as do children from middle employees.

The strong similarities between the estimations give us confidence on the estimations. This confirms the conclusion that in the individual decision to dropout particularly motivational factors are important. This motivation should come from both the students and their parents, although the latter should not exaggerate: a too strict control on homework inhibits the students so that, in the end, they have a higher probability of dropping out.

## 4 Blaming the school? - An ordered logit

Section 3 has suggested, by using a multinominal logit, that motivation is a crucial factor in the individual choice of students to drop out. As in the current debate dropout students (those leaving school without a diploma) obtain the highest attention, in the remainder of the paper we exclusively focus on this group. At first sight, the importance of motivation seems frustrating for schools, teachers and policy makers as motivation is often intrinsic, coming from the immediate environment and, as such, difficult to influence. Nevertheless, there might be a large influenceable factor at class level which arises from three issues. A

Table 2: Multinominal logit regression

|  | Dropout |  | Apprenticeship |  | Stay in Sample |
| :---: | :---: | :---: | :---: | :---: | :---: |
| A. Characteristics students |  |  |  |  |  |
| A1. Exogenous characteristics students |  |  |  |  |  |
| Gender (male $=$ ref $)$ | $\begin{aligned} & 0.8889 \\ & (-0.1209) \end{aligned}$ |  | $\begin{aligned} & 1.0239 \\ & (-0.765) \end{aligned}$ |  | $\begin{aligned} & 0.8408 \\ & (-0.4069) \end{aligned}$ |
| Homeland mother (NE = ref) ** |  |  |  |  |  |
| Morocco | 1.1592 |  | 1.0307 |  | 4.8803 ** |
|  | (-0.4681) |  | (-0.9038) |  | (-0.013) |
| Surinam / Antilles | 1.4282 | * | 1.354 |  | 2.0801 |
|  | (-0.0712) |  | (-0.1604) |  | (-0.2324) |
| Turkey | 1.5603 | ** | 1.1217 |  | 1.2407 |
|  | (-0.0106) |  | (-0.6069) |  | (-0.8354) |
| Other | 2.0633 | *** | 1.3998 | ** | 1.5022 |
|  | (0.0001) |  | (-0.0154) |  | (-0.3119) |
| Ability | 0.8945 | *** | 0.9082 | *** | 1.0775 |
|  | (0.0001) |  | (0.0001) |  | (-0.2917) |
| Ability * ability | 1.0014 | *** | 1.0014 | *** | 0.9997 |
|  | (0.0001) |  | (0.0001) |  | (-0.7556) |
| Age | 1.3221 | *** | $1.3763$ | *** | 0.7031 |
|  | (-0.0002) |  | $(-0.0001)$ |  | (-0.1303) |
| A2. Ideas and behavior students |  |  |  |  |  |
| A21. Push factors |  |  |  |  |  |
| "I like school" | 0.8533 | *** | 0.9494 |  | 0.9181 |
|  | (-0.0001) |  | (-0.2320) |  | (-0.4931) |
| "Opinion about math teacher" | 0.7479 | *** | 0.8776 |  | 0.7377 |
|  | (-0.0007) |  | (-0.1328) |  | (-0.1247) |
| "Teachers do their best at school" | 0.8247 | *** | 0.7568 | * | 1.0986 |
|  | (-0.0018) |  | (0.0001) |  | (-0.6381) |
| Number of retentions | 0.7261 | *** | 0.8556 |  | 1.4199 |
|  | (-0.0005) |  | (-0.1242) |  | (-0.3322) |
| "Teachers are pleased with my results" | 0.8034 | *** | 0.8665 | ** | 0.8829 |
|  | (-0.0001) |  | (-0.0174) |  | -0.4916 |
| "I pay attention during explantions" |  | ** |  |  | $1.3332$ |
|  | $(-0.0225)$ |  | $(-0.2964)$ |  | $(-0.0983)$ |
| A22. Pull factorsTruant |  |  |  |  |  |
|  | 0.9107 |  | 0.9609 |  | 1.1149 |
|  | (-0.2883) |  | (-0.6428) |  | (-0.5808) |
| Start homework after | 1.1144 | *** | 1.1124 | *** | 0.9055 |
|  | (0.0001) |  | (0.0001) |  | (-0.3119) |
| B. Characteristics environment |  |  |  |  |  |
| B1. Exogenous characteristics parents ${ }_{\text {a** }}$ |  |  |  |  |  |
| Education parents | 0.8572 | *** | 1.0295 |  | 0.8539 |
|  | (-0.0021) |  | (-0.5577) |  | (-0.2125) |
| Work (worker $=$ ref)One-man business |  |  |  |  |  |
|  | 1.1619 |  | 1.4407 | ** | 1.507 |
|  | (-0.2736) |  | (-0.0116) |  | (-0.3713) |
| Self-employed | 1.0859 |  | 1.2207 | * | 1.6948 |
|  | (-0.3737) |  | (-0.0549) |  | (-0.1008) |
| Lower employee | 0.9391 |  | 0.8203 |  | 1.5713 |
|  | (-0.6838) |  | (-0.2329) |  | (-0.258) |
| Middle employee | 0.7935 |  | 0.9615 |  | 1.7698 |
|  | (-0.1102) |  | (-0.7781) |  | (-0.115) |
| Higher employee | 0.8821 |  | 1.0761 |  | 1.6006 |
|  | (-0.4750) |  | (-0.6488) |  | (-0.257) |
| B2. Interest in schooling and aspirations Attended parents' evening | parents |  |  |  |  |
|  | 0.3874 | *** | 0.5607 | *** | 1.0921 |
|  | (0.0001) |  | (0.0001) |  | (-0.7899) |
| "A high degree is important" | 0.9115 | * | -1.0303 |  | 0.8301 |
|  | (-0.0966) |  | (-0.604) |  | (-0.1667) |
| "Affiliation with homework" | 1.1964 | *** | 1.2299 | *** | 1.258 |
|  | (-0.006) |  | (-0.0017) |  | (-0.1673) |
| "Talking about school at home" | 0.9124 | * | 0.9472 |  | 1.1686 |
|  | (-0.0927) |  | (-0.3483) |  | (-0.3153) |
| Checking homework | 1.1521 | *** | 1.1208 | *** | $0.8053$ |
|  | (-0.0006) |  | (-0.0099) |  | (-0.1212) |
| B3 Country side | 0.8532 | *** | 0.8391 | *** | 0.7960 *** |
|  | (0.0000) |  | (0.0000) |  | (0.0052) |

$\chi^{2}=1.4 \mathrm{e} 3(\mathrm{p}=0.0000) ; p$-values between brackets; ${ }^{* * *}, * *, *$ denote significance at, respectively, 1,5 and $10 \%$.

Table 3: Multinominal logit regression with unobserved heterogeneity

|  | Dropout |  | Apprenticeship |  | Stay in Sample |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A. Characteristics students |  |  |  |  |  |  |
| A1. Exogenous characteristics students |  |  |  |  |  |  |
| Gender $($ male $=$ ref $)$ |  |  | 0.8698 | * | 1.0011 |  | 0.8285 |  |
|  | (0.0729) |  | (0.9890) |  | (0.3685) |  |
| Homeland mother ( $\mathrm{NE}=$ ref) |  |  |  |  |  |  |
| Morocco | 1.0941 |  | 0.9710 |  | 4.6343 | ** |
|  | (0.6673) |  | (0.9083) |  | (0.0175) |  |
| Surinam / Antilles | 1.3162 |  | 1.2421 |  | 1.8427 |  |
|  | (0.1752) |  | (0.3254) |  | (0.3215) |  |
| Turkey | 1.4736 | ** | 1.0565 |  | 1.1487 |  |
|  | (0.0310) |  | (0.8091) |  | (0.8939) |  |
| Other | 2.0254 | *** | 1.3746 | ** | 1.4566 |  |
|  | (0.0000) |  | (0.0235) |  | (0.3512) |  |
| Ability | 0.8926 | *** | 0.9057 | *** | 1.0728 |  |
|  | (0.0000) |  | (0.0000) |  | (0.3234) |  |
| Ability * ability | 1.0014 | *** | 1.0014 | *** | 0.9997 |  |
|  | (0.0000) |  | (0.0000) |  | (0.7503) |  |
| Age | 1.3195 | *** | 1.3734 | *** | 0.7048 |  |
|  | (0.0003) |  | (0.0001) |  | (0.1335) |  |
| A2. Ideas and behavior students |  |  |  |  |  |  |
| A21. Push factors |  |  |  |  |  |  |
| "I like school" | 0.8620 | *** | 0.9610 |  | 0.9324 |  |
|  | (0.0002) |  | (0.3651) |  | (0.5753) |  |
| "Opinion about math teacher" | 0.7375 | *** | 0.8678 |  | 0.7409 |  |
|  | (0.0005) |  | (0.1094) |  | (0.1336) |  |
| "Teachers do their | 0.8306 | *** | 0.7625 | *** | 1.1027 |  |
| best at school" | (0.0030) |  | (0.0001) |  | (0.6254) |  |
| Number of retentions | 0.7199 | *** | 0.8480 |  | 1.3996 |  |
|  | (0.0004) |  | (0.1075) |  | (0.3522) |  |
| "Teachers are pleased with my results" | 0.8018 | *** | 0.8658 | ** | 0.8900 |  |
|  | (0.0001) |  | (0.0177) |  | (0.5217) |  |
| "I pay attention during explanations" | 0.8816 | ** | 0.9422 |  | 1.3373 | * |
|  | (0.0293) |  | (0.3338) |  | (0.0948) |  |
| A22. Pull factors |  |  |  |  |  |  |
| Truant | 0.9087 |  | 0.9533 |  | 1.0935 |  |
|  | (0.2864) |  | (0.5866) |  | (0.6534) |  |
| Start homework after | 1.1174 | *** | 1.1141 | ** | 0.9065 |  |
|  | (0.0000) |  | (0.0000) |  | (0.3194) |  |
| B. Characteristics environment |  |  |  |  |  |  |
| B1. Exogenous characteristics parents |  |  |  |  |  |  |
| Education parents | 0.8598 | *** | 1.0257 |  | 0.8495 |  |
|  | (0.0028) |  | (0.6119) |  | (0.1973) |  |
| Work (worker = ref)One-man business |  |  |  |  |  |  |
|  | 1.1739 |  | 1.4680 | *** | 1.5214 |  |
|  | (0.2476) |  | (0.0085) |  | (0.3620) |  |
| Self-employed | 1.1040 |  | 1.2385 | ** | 1.7026 | * |
|  | (0.2965) |  | (0.0426) |  | (0.0991) |  |
| Lower employee | $0.9367$ |  | $0.8240$ |  | 1.5769 |  |
|  | (0.6745) |  | (0.2469) |  | (0.2557) |  |
| Middle employee | 0.7707 | * | 0.9451 |  | $1.7534$ |  |
|  | (0.0748) |  | (0.6875) |  | (0.1219) |  |
| Higher employee | 0.8666 |  | 1.0538 |  | 1.5616 |  |
|  | (0.4203) |  | (0.7478) |  | (0.2844) |  |
| B2. Interest in schooling and aspirations parents |  |  |  |  |  |  |
| Attended parents' evening | 0.3739 | *** | 0.5399 | *** | 1.0507 |  |
|  | (0.0000) |  | (0.0000) |  | (0.8816) |  |
| "A high degree is important" | 0.9004 | * | 1.0182 |  | 0.8247 |  |
|  | (0.0627) |  | (0.7555) |  | (0.1536) |  |
| "Affiliation with homework" | 1.1983 | *** | 1.2293 | *** | 1.2603 |  |
|  | (0.0061) |  | (0.0019) |  | (0.1646) |  |
| "Talking about school at home" | 0.9105 | * | 0.9468 |  | 1.1642 |  |
|  | (0.0890) |  | (0.3494) |  | (0.3291) |  |
| Checking homework | 1.1489 | *** | 1.1180 | ** | 0.8018 |  |
|  | (0.0009) |  | (0.0124) |  | (0.1148) |  |
| B3. The neighborhood Country side |  |  |  |  |  |  |
|  | 0.8569 | *** | 0.8467 | *** | 0.8144 | ** |
|  | (0.0000) |  | (0.0000) |  | (0.0133) |  |
| Constant | 58.3678 | *** | 1.5144 |  | 0.0049 | ** |
|  | (0.0000) |  | (0.5296) |  | (0.0121) |  |

first issue originates from the extensive literature on post-secondary and middle education which showed that the first year of a new education level is crucial to dropout. Indeed, in the first year of a new education level a heterogeneous group of students is put together in a new school and a new class. The students are unknown to each other, have different backgrounds and experiences, and most importantly, differ in terms of educational knowledge. Moreover, the students, coming from a relatively well protected and structured environment in primary education, are entering a new environment which requires more initiative and independence and is (slightly) less structured. The literature shows (for post-secondary education) that students who are struggling in the first year, have a significant higher probability of dropping out in their later school career (e.g., Tinto, 1975; Pascarella and Terenzini, 1980; Alexander et al., 1997; Garnier et al., 1997; Bowlby and McMullen, 2002; Wilcox et al., 2005; Jansen and Bruinsma, 2007). The arguments that apply for post-secondary education could also go for secondary education; in fact, given the crucial age of the students ( 12 versus 18 years old) the arguments might even be more pronounced. A second issue arises from the particular application, the Dutch education system. As indicated by Dodde and Leune (1995), the Dutch educational system is typically tracked with a strong selection barrier between primary and secondary education. This barrier makes the first year of secondary education even more crucial. A third reason why class level might be important is to do with peer effects. Carbonaro (1998) showed that a student whose friends drop out has an increased likelihood of dropping out of school himself.

Following previous literature, we assume that the impact of an early stage of secundary education is large. From the data, we observe that some first year classes have only few (or non) dropouts, whereas other classes have a very high (absolute) number of dropouts (note that the students are not necessarily dropping out in the first year). The clustering of dropouts in particular classes is presented in Table 4. We observe that $34 \%$ of the students in the first year were in a class in which, in the end, everybody obtained a diploma. For 280 first year classes, only 1 student dropped out (later on). In the remaining 306 classes there was more than one student who left school without a degree; therefore we label these classes 'dropout classes'. As the dropout classes are a typical problem in vocational education, we estimated several robustness checks with only students from vocational training. The outcomes, available upon request, show a high robustness of the results with all observations (and controlling for the subject the student is taking).

To examine the probability of a student to be part of a class with a high drop out propensity, we estimate an ordered logit model which conditions on individual and class characteristics. As an extension of the traditional logit model, the ordered logit estimates ordinal dependent variables. Modelling the number of dropouts in a class as a dependent variable against various explanatory variables allows us to analyse what drives the probability

Table 4: Number of dropouts per class

| Number of dropouts <br> in first year class | Number of students <br> in a class with x dropouts | Percentage | Number of classes |
| ---: | ---: | ---: | ---: |
| 0 | 6,034 | 34.14 | 284 |
| 1 | 5,630 | 31.85 | 280 |
| 2 | 3,078 | 17.41 | 152 |
| 3 | 1,764 | 9.98 | 91 |
| 4 | 740 | 4.19 | 39 |
| 5 | 271 | 1.53 | 16 |
| 6 | 106 | 0.6 | 5 |
| 7 | 52 | 0.29 | 3 |

for a student to belong to a class with more dropouts. Before we are explaining our results, we provide a brief methodological background on the ordered logit model.

### 4.1 Ordered logit

In contrast to Section 3, in this section we consider a discrete independent variable which is ordinal (i.e., the categorical variable is ordered). In particular, we would like to estimate the impact of exogenous influences $X_{i}$ (i.e., estimate $\beta$ ) on the ordinal $y_{i}$ (where $y_{i}$ represents the number of students in the first year of secondary education who (later) dropout of school). Whereas multinominal logit models fail to account for the ordinal nature of $y$, an ordered logit model is the appropriate technique (Greene, 2003).

To capture the ordinal nature of the response variable, the ordered logit model starts from the cumulative probability, i.e., the odd that an individual $i$ is in category $j$ or higher:

$$
\begin{equation*}
\operatorname{Pr}\left(y_{i} \leq j \mid X_{i}\right)=\sum_{k=1}^{j} \operatorname{Pr}\left(y_{i}=k\right) \tag{5}
\end{equation*}
$$

The ordered logit model is obtained by translating the cumulative probability into a cumulative logit:

$$
\begin{align*}
\operatorname{Pr}\left(y_{i} \leq j \mid X_{i}\right) & =\log \frac{\operatorname{Pr}\left(y_{i} \leq j\right)}{1-\operatorname{Pr}\left(y_{i} \leq j\right)}  \tag{6}\\
& =\gamma_{j}-\beta X_{i} .
\end{align*}
$$

From equation (6) we can observe that ordered logit models are proportional odd-models in the sense that the odds ratio of the event is independent of the category $j$. In other words, we assume that for each of the categories the coefficients $\beta$ are equal (i.e., an increase in $X_{i}$ affects the log-odds similarly), while the intercepts $\gamma$ may differ (i.e., these so-called cutpoints estimate the logit of the odds of being equal or less than category $j$ ).

Interpretation of the ordered logit is similar as before, although the dependent variable now counts $J$ groups. An odds ratio (i.e., $\exp (\beta))$ larger than 1 denotes a higher likelihood of belonging to a higher (ordinal) category.

### 4.2 Ordered logit - results

In the analysis, the first set of explanatory variables correspond to the background and motivational characteristics of previous estimations. Basically, this yields two advantages. On the one hand, it allows us to examine the similarities between the individual decision to drop out and the collective number of dropouts at class level. On the other hand, by including individual and class characteristics in the ordered logit regression, class characteristics are distinguished from individual differences among students. The class characteristics can be divided into three subgroups. Firstly, variables capturing the heterogeneity in abilities as a proxy for student composition (cf. Bryk and Thum, 1989; McNeal, 1997; Rumberger, 1995). This group of variables consist of (1) the mean of student abilities in the class, (2) the standard deviation of abilities, (3) the skewness of abilities, and (4) the track of secondary education (pre-university education (vwo), senior general secondary education (havo), and prevocational secondary education (mavo), or, as this is possible in the first year, a combination of these tracks). Secondly, we include variables capturing heterogeneity in student and parental (exogenous and motivational) characteristics: (1) standard deviation of the age of the students in the class, (2) the percentage of boys in the class, and (3) whether for the parents the school quality was important in determining the school choice. Finally, we proxy some school characteristics as (1) the class size, and (2) the ethnicity at school by including the percentage of Dutch students at school (relative to the total number of students). ${ }^{9}$ The results are presented in Table 5.

Looking at the determinants of higher and lower dropout rates yields interesting insights. The exogenous and motivational factors that determined the individual decision to drop out become mostly insignificant when assessing the peer dropout. ${ }^{10}$ From the original exogenous variables, only six variables remain significant. The variables can be interpreted as generators of positive or negative externalities as they estimate the odds of belonging to a class with, respectively, less or more dropouts. For example, if the individual student likes school, he/she generates positive externalities to the other students as less students drop out of his/her class (i.e., given that all other variables are held constant, an increase of one unit in 'like school' reduces the odds of being in a higher group by 0.94 ). Similarly, if the teachers are considered to do well, the number of students dropping out of the class reduces. In a sense, this confirms previous work of Mainhard (2009) who found that the relationship between teacher and student is very stable over time. A truant seems to have a negative externality on his/her fellow students, as does the delay with which students start with homework. Finally, if the

[^6]parents are concerned about students' homework, the student significantly ends up more in a class with fewer dropouts (remark that we control for the parental opinion of school quality).

In contrast to the poor explanatory value of students' motivation on the number of dropouts per class, the class characteristics of the first year of secondary education predict the number of future dropouts relatively well. ${ }^{11}$ Classes located on the countryside have less future dropouts. Higher average abilities in the class (i.e., on average smarter students) decrease also the number of dropouts. This is in line with Hanushek et al. (2003) who found a linear relationship between peer group quality and student performance. Surprisingly, if students more from each other in terms of abilities (i.e., a higher standard deviation) the number of dropouts does not increase, but, in fact decreases. It seems that intelligent students in the class generate positive externalities for the other students. The more the students differ in age, the higher the number of (future) dropouts. Similarly, even controlled for the individual gender and school track of the student, classes with more boys do worse than classes with more girls. This suggests that boys are more impressionable to peer effects. Following the literature, we find that class size has a negative impact on the number of dropouts, as does an increased ethnicity in the school. If, on average, the parents in the class consider the quality of the school as an important factor in determining the school choice, the number of dropouts in the class is lower. Finally, controlled for the ability of the student, school track does not have a significant influence. This confirms previous research (Hanushek and Wößmann, 2006). Particularly in the Dutch situation, it can be explained by large mobility between the tracks, in a sense that the better students, even when they originally entered a less requiring track, can quite easily change to a higher track (Jacobs and Tieben, 2009).

### 4.3 Ordered logit with unobserved heterogeneity

To make sure that our estimations are not biased by unobserved school characteristics, we estimate the ordered logit model with unobserved heterogeneity at school level. Similar as in the multinominal logit with unobserved heterogeneity, we assume in the ordered logit model with unobserved heterogeneity an additional intercept which captures the latent variable (for a methodological description, Rabe-Hesketh et al., 2004). The results, estimated by the Stata Gllamm routine, are described in the third model of Table 5.

When we account for unobserved heterogeneity at school level, the outcomes differ only slightly from the original outcomes. In particular the influence of the motivation variables is further reduced as only 'teachers are doing their best at school' and 'time to start homework' remains significant. It is interesting to observe that if the students consider in the first class of secondary education that the teachers are doing their best, the number of later dropout students decreases. Having motivating teachers in the first class creates a benevolent school

[^7]Table 5: Characteristics of dropout classes


Table 5: Characteristics of dropout classes - continued

$p$-values between brackets; ${ }^{* * *},{ }^{* *}, *$ denote significance at, respectively, 1,5 and $10 \%$
career. Concerning the class specific variables, all variables, expect for ethnicity, have a significant effect on the dropout decision. In the model with unobserved heterogeneity, both skewness and standard deviation of the abilities are significant but differ in sign. From the estimations we learn that some heterogeneity in abilities decreases the number of dropouts in the class (i.e., from the standard deviation in abilities), however, the smartest students should not dramatically outperform the other students (i.e., from the skewness). In other words, intelligent students motivate their class-mates, but highly gifted students have the opposite effect.

## 5 Policy conclusions

This paper examines the drivers of students who leave secondary education without a diploma at two levels: (1) what are the determinants behind the decision of the individual student to dropout?, and (2) why do some first year secondary education classes have multiple dropouts while others do not?

To analyse the first research question, we make a distinction between students who leave secondary education (a) with a diploma, (b) without a diploma, (c) in an apprenticeship program, or (d) those who were still at school by the end of the survey.

The results of the multinominal logit model reveal a significant influence of motivational factors on the individual decision to leave school without a diploma. This observation confirms previous findings in the literature (e.g., Dekkers and Driessen, 1997). Students' ideas and behavior, as well as influence from the environment (i.e., the parents and the school) are crucial. Students who like attending school, who have a favorable opinion about their teachers, who have a lower number of retentions and who pay attention during classes, have a lower probability of dropping out. Even controlled for unobserved heterogeneity in the sample, similar results are obtained.

Subsequently, it is interesting to examine what drives motivated students? Based on results for post-secondary education, we discuss the significant influence of the first year of secondary education. A simple tabulation shows that some first year classes do not have students who (later) dropout, while other classes have a large number (up to 7!) of dropouts. By using an ordered logit regression with and without controlling for unobserved heterogeneity, we can relate both individual variables (e.g., motivation, background, parents) and class variables (e.g., mean abilities, standard deviation abilities, class size, ethnicity) to the number of students dropping out of the class. It turns out that, controlled for individual characteristics of the students, parents and school, and for the individual motivation, first year class characteristics have an important impact on the number of students dropping out.

Similar to the review of Rumberger (2001), our findings suggest that policy makers can
influence the dropout decision at two interrelated levels. ${ }^{12}$ A first intervention strategy could focus on the individual student's motivation. Triggering motivation of the individual student will reduce the number of dropouts. A second intervention alters the institutional environment. Particularly the first class of secondary education turns out to be extremely important. Intuitively, in the first year of education students with different background characteristics and with a different educational knowledge are put together. Our results suggest that it would be advisable to make smaller first year classes, with better (i.e., more motivating) teachers and within each class some outstanding students.

The outcomes of this study deliver additional research questions. Firstly, it would be interesting to focus on particular groups with higher dropout rates (e.g., based on the school track or ethnicity) and examine whether our results apply to these groups. Secondly, further research is needed to analyse the drivers of motivation and to see where in time motivation changes. We are particularly interested in motivation drivers which can be influenced by the school or policy makers. Thirdly, it would be interesting to complement the quantitative results by a qualitative research. A qualitative research could compare good and bad practice schools and test the validity of our empirical results. Finally, this research focusses on the characteristics of the first year of secondary education, but prevention strategies at that stage may already come late. As Rumberger (2001, p. 22) notes, "dropout prevention strategies can and should begin early in a child's educational career ${ }^{\prime \prime}$. Further research will definitely yield additional insights.
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[^8]Table 6: Bivariate analysis

|  |  | With diploma \% | Dropout $\%$ | Apprenticeship | Stay in Sample | Total |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A. Characteristics students |  |  |  |  |  |  |
| A1. Exogenous characteristi | students |  |  |  |  |  |
| Gender | Male | 86.46 | 7.40 | 5.46 | 0.67 | 9,198 |
|  | Female | 89.18 | 5.49 | 4.69 | 0.64 | 8,499 |
| Ethnicity | the Netherlands | 89.57 | 5.26 | 4.54 | 0.63 | 15,574 |
|  | Morocco | 72.08 | 17.53 | 9.09 | 1.30 | 308 |
|  | Surinam / Antilles | 76.42 | 13.35 | 9.38 | 0.85 | 352 |
|  | Turkey | 72.38 | 18.41 | 8.44 | 0.77 | 391 |
|  | Other | 75.14 | 14.74 | 9.36 | 0.76 | 1,058 |
| Ability | Average | 35.21 |  | Minimum | 6.00 |  |
|  | Standard Deviation | 11.34 |  | Maximum | 60.00 |  |
| A2. Ideas and behavior students |  |  |  |  |  |  |
| A21. Push factors |  |  |  |  |  |  |
| "At school, one | Totally disagree | 74.67 | 16.00 | 9.33 | 0.01 | 150 |
| can learn | Partly disagree | 86.64 | 7.42 | 5.80 | 0.13 | 741 |
| interesting things" | Partly agree | 89.18 | 5.62 | 4.49 | 0.71 | 10,098 |
|  | Totally agree | 88.15 | 6.01 | 5.25 | 0.59 | 5,806 |
| "I like school" | Totally disagree | 80.84 | 11.73 | 7.09 | 0.34 | 1,185 |
|  | Partly disagree | 86.62 | 7.26 | 5.51 | 0.61 | 2,630 |
|  | Partly agree | 89.36 | 5.40 | 4.46 | 0.78 | 6,408 |
|  | Totally agree | 90.04 | 4.82 | 4.57 | 0.57 | 6,474 |
| "Opinion about math teacher" | Average | 2.74 |  | Minimum | 1.00 |  |
|  | Standard Deviation | 0.47 |  | Maximum | 4.00 |  |
| "Teachers do their best at school" | Totally disagree | 69.06 | 17.96 | 12.98 | 0.00 | 362 |
|  | Partly disagree | 79.72 | 11.61 | 8.36 | 0.30 | 2,308 |
|  | Partly agree | 90.24 | 4.79 | 4.24 | 0.74 | 10,195 |
|  | Totally agree | 91.56 | 4.00 | 3.78 | 0.66 | 3,624 |
| Number of retentions | 4 or more times | 35.71 | 28.57 | 35.71 | 0.00 | 14 |
|  | 3 times | 44.44 | 33.33 | 22.22 | 0.00 | 27 |
|  | 2 times | 58.23 | 28.92 | 12.85 | 0.00 | 249 |
|  | 1 time | 78.59 | 13.32 | 7.91 | 0.18 | 2,718 |
|  | regular career | 90.09 | 4.78 | 4.37 | 0.76 | 14,361 |
|  | 1 year ahead | 90.24 | 4.27 | 4.88 | 0.61 | 328 |
| "Teachers are pleased with my results" | Totally disagree | 75.17 | 14.57 | 9.77 | 0.50 | 604 |
|  | Partly disagree | 82.04 | 10.27 | 7.27 | 0.42 | 2,133 |
|  | Partly agree | 89.85 | 5.05 | 4.44 | 0.66 | 9,801 |
|  | Totally agree | 91.05 | 4.38 | 3.88 | 0.69 | 4,045 |
| "I pay attention during explanations" | (Almost) never | 70.48 | 12.38 | 17.14 | 0.00 | 105 |
|  | Sometimes | 84.15 | 9.46 | 5.96 | 0.42 | 2,600 |
|  | Often | 89.24 | 5.50 | 4.65 | 0.61 | 9,665 |
|  | Always | 90.27 | 4.55 | 4.31 | 0.88 | 4,222 |
| A22. Pull factors |  |  |  |  |  |  |
| Truant | Never | 87.25 | 6.86 | 5.27 | 0.62 | 15,371 |
|  | Only few times | 92.26 | 3.28 | 3.47 | 0.99 | 2,015 |
|  | Once every month | 86.57 | 7.41 | 6.02 | 0.00 | 216 |
|  | Once every week | 84.13 | 11.11 | 4.76 | 0.00 | 63 |
|  | About every day | 58.33 | 25.00 | 16.67 | 0.00 | 12 |
| Not concentrated during classes | Never | 89.54 | 5.17 | 4.59 | 0.71 | 3,249 |
|  | Sometimes | 89.48 | 5.42 | 4.45 | 0.64 | 10,710 |
|  | Often | 85.07 | 8.13 | 6.21 | 0.59 | 2,190 |
|  | (Almost) always | 78.33 | 11.59 | 9.87 | 0.21 | 466 |
| Time spend on | Average | 5.18 |  | Minimum | 1.00 |  |
| homework (in quarters) | Standard Deviation | 2.10 |  | Maximum | 9.00 |  |
| Start homework after | Less 30 minutes | 91.53 | 4.05 | 3.71 | 0.71 | 9,189 |
|  | 1 hour | 87.54 | 6.21 | 5.63 | 0.63 | 3,835 |
|  | 2 hours | 84.00 | 9.43 | 5.89 | 0.68 | 1,325 |
|  | 3 hours | 84.21 | 8.55 | 6.64 | 0.60 | 994 |
|  | 4 hours | 81.16 | 11.97 | 6.51 | 0.35 | 568 |
|  | 5 hours | 76.15 | 13.30 | 10.55 | 0.00 | 218 |
|  | More than 5 hours | 71.63 | 17.70 | 10.67 | 0.00 | 356 |

Table 6: Bivariate analysis - continued

| B. Characteristics environment <br> B1. Exogenous characteristics parents |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |
| Highest degree parents | Primary | 80.19 | 12.76 | 6.56 | 0.50 | 1,615 |
|  | Lower secondary | 83.09 | 9.77 | 6.56 | 0.58 | 5,730 |
|  | Higher secondary | 91.77 | 4.01 | 3.54 | 0.68 | 6,756 |
|  | First step higher | 91.79 | 3.01 | 4.45 | 0.74 | 2,559 |
|  | Second step higher | 89.99 | 3.34 | 5.96 | 0.72 | 839 |
|  | Third step higher | 86.87 | 3.03 | 8.08 | 2.02 | 198 |
| Work of parents | Worker | 87.56 | 7.45 | 4.62 | 0.37 | 4,822 |
|  | One-man business | 86.33 | 7.13 | 6.02 | 0.51 | 1,361 |
|  | Self-employed | 82.36 | 9.95 | 6.93 | 0.77 | 4,433 |
|  | Lower employee | 91.46 | 4.41 | 3.43 | 0.70 | 1,722 |
|  | Middle employee | 91.87 | 3.42 | 3.89 | 0.82 | 3,160 |
|  | Higher employee | 91.50 | 2.89 | 4.78 | 0.83 | 2,177 |
| B2. Interest in schooling and aspirations parents |  |  |  |  |  |  |
| Attended parents' evening | None | 89.80 | 6.09 | 3.70 | 0.41 | 4,250 |
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[^1]:    ${ }^{1}$ Note that, due to data limitations, we do not attempt to solve the causality issue. However, as the schools have no a priori information on the motivation of the students, we can argue that conditions in the first year of secundary education determine dropout probability and not the other way around.

[^2]:    ${ }^{2}$ Although students cannot refuse to be included in the VOCL sample, they can refuse to fill in the student survey. This could potentially create a selection bias. However, only very few students refused to fill in the survey (less than $1.5 \%$ of the 20,000 students refused during the 8 cohort years), such that the sample is representative.
    ${ }^{3}$ Students who moved to schools not belonging to the original VOCL sample were further followed on these schools.

[^3]:    ${ }^{4}$ As we assume that both the push and the pull factors are student-initiated, our distinction is different from the 'voluntary withdrawal' and 'involuntary withdrawal' of Rumberger (2001).
    ${ }^{5}$ In the multivariate analysis, we run logit models with and without controlling for unobserved heterogeneity at school level.

[^4]:    ${ }^{6}$ Although in a multivariate analysis we control for the mutual influence of the variables, due to a potential correlation between the unobserved characteristics (captured in the error term) and the observed characteristics, the estimation outcomes could be biased. An instrumental variable approach may be appropriate, yet due to data limitations the proper instruments are not available.

[^5]:    ${ }^{7}$ It is likely that extensive parental control is a consequence of weak performance at school, and not a cause for drop out an se.
    ${ }^{8}$ We insist on presenting the results without accounting for unobserved heterogeneity as (1) the model without unobserved heterogeneity is common practice in the literature, and (2) the comparison allows the reader to obtain insights on the extent to which the results differ.

[^6]:    ${ }^{9}$ We do not include school size because of potential endogeneity: as parents can choose the school, the as better perceived school will attract more students.
    ${ }^{10}$ Extensive robustness analyses show that this is not an artifact of the modelling technique (ordered logit versus multinominal logit before), nor from the additional independent variables (we added class characteristics). Indeed, estimating the impact on the individual dropout levels by multinominal logit while adding the class characteristics as explanatory variables, delivers similar (both in significance and in level) results for the exogenous and motivational independent variables. These results are available upon request from the author.

[^7]:    ${ }^{11}$ Robustness tests show that this result is also obtained when a class specific variable (cf. multilevel model) is added.

[^8]:    ${ }^{12}$ Note, however, that this paper does not attempt to consider the causality of dropout influences. To do so, one would need an experimental setting or an instrumental variable approach, which are due to data limitations not available.

