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Abstract: 
Operational risk management and measurement has been paid an increasing 
attention in last years. The main two reasons are the Basel II requirements that were 
to be complied with by all international active financial institutions by the end of 
2006 and recent severe operational risk loss events. This paper focuses on 
operational risk measurement techniques and on economic capital estimation 
methods.  A data sample of operational losses provided by an anonymous Central 
European bank is analyzed using several approaches. Multiple statistical concepts 
such as the Loss Distribution Approach or the Extreme Value Theory are 
considered. One of the methods used for operational risk management is a scenario 
analysis. Under this method, custom plausible loss events defined in a particular 
scenario are merged with the original data sample and their impact on capital 
estimates and on the financial institution as a whole is evaluated. Two main 
problems are assessed in this paper – what is the most appropriate statistical method 
to measure and model operational loss data distribution and what is the impact of 
hypothetical plausible events on the financial institution. The g&h distribution was 
evaluated to be the most suitable one for operational risk modeling because its 
results are consistent even while using a scenario analysis method. The method 
based on the combination of historical loss events modeling and scenario analysis 
provides reasonable capital estimates for the financial institution and allows to 
measure impact of very extreme events and also to mitigate operational risk 
exposure. 
 
Keywords: operational risk, scenario analysis, economic capital, loss distribution 
approach, extreme value theory 
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1. Introduction 
 

The New Basel Capital Accord (Basel II) valid since January 2007 for international active 
banks newly introduced a capital requirement for operational risk (in addition to credit and 
market risk). This fact has further fostered the focus of financial institutions on OR management. 
Moreover, high losses stemming from operational risk have been recorded in financial 
institutions in the last years (e.g. Societe Generalé  in 2008 ($7.3 billion), Sumitomo Corporation 
in 1996 ($2.9 billion) or Barings Bank in 1995 ($1 billion)). In this paper we focus on modeling 
and stress testing of economic and regulatory capital set aside to cover unexpected losses of an 
anonymous Central European bank (BANK). There are two main questions this paper is aimed 
to answer: 

1. What is the appropriate statistical method to model operational risk (OR) loss data 
distribution and measure reasonable capital estimates for the institution? 

2. What is the impact of extreme events defined in particular extreme case scenarios on the 
capital estimates and on the financial institution? 

 Firstly, the risk measurement statistical techniques are evaluated and the most suitable 
ones used further for scenario analysis method in order to test whether those methods provide 
consistent results even if original data sample is enriched by adding a few extreme losses. The 
best method for capital estimate computation is then chosen and effects of scenarios to the 
financial institution are assessed. 

 Several statistical distributions are used to model loss severity distribution and compute 
capital estimates. It is expected that the best results will be provided by a distribution that can 
reasonable model body as well as the heavy right tail of the data sample. On the other hand, 
techniques that focus just on the tail of the distribution might not provide consistent results if the 
tail is contaminated by loss events defined during scenario analysis. The distribution that is 
expected to be the most suitable for modeling the operational risk data is the g&h distribution 
used by Dutta, Perry (2007). So the test hypotheses can be stated as: 

H0: The g&h distribution provides consistent capital estimates for scenario analysis 
method  

 H1: Extreme Value Theory (EVT) provides consistent capital estimates for scenario 
analysis method. 

 Once this hypothesis is assessed the effects of extreme events on the financial institution 
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can be evaluated. It might be assumed that the bank will not be able to cover the worst case 
joint scenario losses, because the loss amounts will be too high to be covered by the bank 
capital. On the other hand, the bank should be able to cover average joint scenario losses. 

First rigorous studies on OR management were provided already in late 1990s, e.g. 
works from Prof. Embrechts such as Embrechts et al. (1997), Embrechts et al. (2003) or 
Embrechts et al. (2006). Given the scarcity and confidentiality of OR loss data, there are only 
few papers that explores specifics of OR data and are able to measure OR exposure with the 
accuracy and precision comparable with other sources of risk, however. The most 
comprehensive studies are de Fountnouvelle (2006), Degen (2006), Embrechts (2006), 
Mignolla, Ugoccioni (2006), Chernobai (2007) and Dutta, Perry (2007). A scenario analysis 
method, a method used in this paper, is just very briefly mentioned in papers from Cihak (2004), 
Arai (2006) or Rosengren (2006). 1  

This paper is organized as follows: The second section provides an overview of 
operational risk concepts and related to Basel II requirements. The following section provides an 
overview of methodology used. Section 4 analyzes the data sample of BANK and proposes 
distributions that can best model the data sample. The fifth section provides a theoretical 
overview of stress testing and scenario analysis methodology. In the sixth section the loss 
events defined in particular scenarios are merged with original data sample and new capital 
estimates are computed. Finally, the last part makes conclusion and proposes ideas for future 
research. 

2. Operational Risk Background and Basel II requirements 

2.1 Basic terms 
The most common definition of OR is given in Basel II as “the risk of loss resulting from 

inadequate or failed internal processes, people and systems or from external events. This 
definition includes legal risk, but excludes strategic and reputational risk.” However, other 
definitions exist as well. A very general definition says that OR is a consequence of doing 
business. OR thus bundles relatively broad area of risks which differs it from market and credit 
risk. The common idea is that operational risk encompasses those risks, not covered under 
credit and market risk that have a measurable financial impact. Table 1 categorizes OR by its 
main drivers. 

 

 

 

 

 

 

                                                 
1 For a detailed overview of the OR literature see Chalupka, Teply (2008) or Chernobai (2007). 
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Table 1: Main factors of operational risk 

 

Source: Based on Chalupka,Teply (2008) 

 

There are some specifics of OR in comparison to market and credit risks that in general 
make OR more difficult to manage. “The main differences are the fact that operational risk is not 
taken on a voluntary basis but is a natural activity performed by a financial institution”2 and a 
noticeable lack of hedging instruments. The main differences are summarized in Table 2. 

Table 2: Risk types comparison 

 

Source: Based on Chalupka,Teply (2008) 

There are some widely known and severe magnitude of OR events that happened in 
recent years – the most publicly known examples of OR would be those caused by fraud, natural 
disaster or unauthorized trading – one very recent OR event from the Czech Republic is the theft 
of USD 31 million in the G4S Cash Services from late 2007. The other example would be a 
failure of internet banking of Ceska Sporitelna in 12/2007, or a loss of USD 12 million suffered by 
BANK due to improper rounding in interbank transactions.   The mostly know foreign OR events 
starts with a large loss in the amount of USD 7.5 billion caused to Socié té  Gé né rale  by 
unauthorized derivatives trading by Jerome Kerviel. Another category of events is connected 
with terrorist acts or natural disasters – like losses caused by 9/11 or hurricane Katrina. Each of 
those events exceeds loss amount of USD 1 billion. It is clear that those events are the most 
                                                 
2 Chalupka,Teply (2008). 
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severe but very infrequent ones. They represent high risk and in some cases can be destructive 
for a financial institution. There are other loss events that are more common but cause much 
smaller loss to a bank – like an input error caused by an employee, a credit card fraud or a 
failure of a supplier.  

Figure 1: Classification of bank’s requirements according to risk  

Probability of loss

Loss in CZK

Regulatory capital

Economic capital

Risk capital with   99.9 
% scenarios

Capital for 
extreme events

Expected 
losses

Unexpected losses

VARMean

 

Source: Based on Chalupka,Teply (2008) & BCBS(2006) 

 For OR modeling it is crucial to distinguish between regulatory and economic capital. 
Regulatory capital is the amount of capital necessary to provide adequate coverage of banks’ 
exposures to financial risks as defined in the capital adequacy rules set by the Basel II. “A one-
year minimum regulatory capital is calculated as 8% of risk-weighted assets.”3  Empirical studies 
show that operational risk regulatory capital, in general, constitutes 10%-25% of overall capital 
adequacy requirements.  

 On the other hand, economic capital “is a buffer against future, unexpected losses 
brought about by credit, market, and operational risks inherent in the business of lending 
money”4 or alternatively economic capital might be defined as the amount necessary to be in the 
financial business. 

 Further we will focus on modeling both regulatory and economic capital for OR because 
this concept is to be used for the Advanced Measurement Approach (AMA) as it should cover all 
unexpected losses – even the extreme events with the Value at Risk (VaR) higher than 99.9%. 
Regulatory capital covers expected losses and unexpected losses only to a certain confidence 
level and it does not consider the extreme events5 like economic capital does. The regulatory 

                                                 
3 Chernobai (2007) 
4 Mejstrik (2008) 
5 Under AMA expected losses can be covered by provisions and can be excluded from regulatory capital 
charge 
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capital will be further defined as the VaR0.999 measure and the economic capital as the CVaR0.99 
measure.6  

 

2.2 Basel II operational risk measurement techniques 
Basel II sets three operational measurement methodologies for calculating operational 

risk capital charge “in a continuum of increasing sophistication and risk sensitivity”7. The first two 
approaches – Basic Indicator Approach (BIA) and Standardized Approach (SA) - are top-down 
approaches, because the capital charge is allocated according to a fixed proportion of gross 
income. The third approach – Advanced Measurement Approach (AMA) - is a bottom-up 
approach, because the capital charge is estimated based on actual internal OR loss data8. 

The motivation for banks to move from a less advanced to a more advanced technique is 
the increased risk sensitivity and in general lower expected capital requirement. Once a bank 
chooses to move to a more sophisticated approach there is no option to revert back.  

The most advanced Basel II approach for operational risk assessment is called 
Advanced Measurement Approach (AMA). “Under the AMA, the regulatory capital requirement 
will equal the risk measure generated by the bank’s internal operational risk measurement 
system using the quantitative and qualitative criteria9” that are given in Basel II. The use of AMA 
is subject to a supervisory approval. Under the AMA the OR data are divided into the seven 
event type classes and eight business lines. So the particular AMA technique chosen by a bank 
should work with a matrix of seven event types and eight business lines. 

Since the operational risk measurement techniques are still under development, Basel II 
does not set any standard technique the for AMA, thus the banks are allowed to develop their 
own models. Basel II encourages the banks to further develop increasingly risk sensitive OR 
allocation techniques, that will correspondent with the empirical loss data for the particular bank. 
The AMA thus provides significant flexibility to banks – on the other hand, regulators are given 
better control than the AMA techniques used by a particular financial institution. This paper 
focuses on Loss Distribution Approach (LDA), which is detailed below. 

 

2.3 Common OR management and measurement techniques 
 The other measurement methods not specifically mentioned in Basel II are also being 
used by financial institutions. There are four main techniques used to measure OR. The basic 
features of those techniques are listed in the following table. 

 

 

 

                                                 
6 For more info on VaR and CVaR measures see chapter 2 
7 BCBS (2006) 
8 Since the first two approaches are not sensitive to the operational risk events they are not used further 
on in this paper. More details on BIA and SA can be found in BCBS (2006) or Rippel (2008) 
9 BCBS (2006) 
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Table 3: OR measurement techniques 

 

 Source: Authors 

 The most theoretical measurement approach is the LDA. This method was already 
explained above and will be discussed in more details in the following chapter. Because of the 
fact, that the OR management is a relatively new concept, there are not enough historical OR 
events in internal loss database of a financial institution and thus statistical methods applied on a 
limited data sample may provide biased or inconsistent results. It is assumed that as the number 
of events in internal and external databases will grow, the LDA approach will become the 
prevalent one. Some other disadvantages of the LDA exist. The LDA is purely based on 
historical OR events that might not be the best predictor of the future and might reflect crucial 
changes in OR exposure of a financial institution with a several years gap. So even if the LDA is 
the most advanced, objective and theoretical method it is still useful to combine it with other 
approaches in order to control OR exposure of a financial institution. 

 The second method is the Scenario Analysis (SCA). This method can be classified as a 
stress testing method. A financial institution can obtain valuable results from analyzing scenarios 
that cover infrequent but severe risks that can have severe impact on bank operations. The 
other reason is to measure the exposition to plausible risks that has not happened so far and 
thus are not registered in the internal OR loss database.  

 The other two methods – Key Risk Indicators and Risk Control Self Assessment are 
discussed in more details in Rippel (2008).  

 Once a financial institution determines the specifics of its OR exposure, its managers can 
take several actions to manage OR. There are five ways to manage OR – they are described in 
Table 1.6. The aim of a financial institution is to minimize the amount of residual OR. The 
procedure is to identify the level of inherent risk, implement risk mitigation techniques and then 
evaluate the level of residual risk. If some risk is not controllable by internal means, then the risk 
should be transferred either to insurance company,10 to a 3rd party using outsourcing or such an 
activity should be limited.  

 

                                                 
10 Basel II allows insurance coverage up to 20% to be considered for regulatory capital estimates 
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Table 4: Risk mitigation techniques 

 Source: Authors 

3. Methodology 

3.1 General remarks 
Empirical evidences prove that OR data have certain specifics, as mentioned above, 

which distinguish them from credit and market risks data and that causes techniques used for 
assessment of credit and market risks unsuitable for OR management. From this point of view, 
OR management has something in common with insurance mathematics and so some of the 
insurance methodology can be applied to OR assessment – e.g. Extreme Value Theory (EVT). 

The OR data are specific by the fact that there exist events that cause very severe losses 
to a financial institution, but they are not so frequent. For example, there is a very low probability 
that Czech Republic would be affected by a thousand-year flood – but it did happen in 2002 and 
this event had negative consequences for all Czech banks. Example of distributions of OR loss 
severity data is shown on Figure 2. The x-axis denotes the loss amount and the y-axis shows 
the frequency of events for different loss amount levels.  

OR data suggest that there exists two kinds of events – the first category consists the 
losses of high frequency/low severity that are relatively unimportant for a bank and can often be 
prevented using risk mitigation techniques and covered by provisions. The second category 
consists of the low frequency/high severity events that are more important for a bank. “Banks 
must be particularly attentive to these losses as these cause the greatest financial 
consequences to the institutions.”11 

If we consider statistical distribution of OR loss severity data the “existing empirical 
evidence suggest that the general pattern of operational loss data is characterized by high 
kurtosis, severe right-skewness and a very heavy right tail created by several outlying events.”12  
Distributions fitting such data are called leptokurtic. As will be shown later, the data sample 
provided by BANK exhibits the same characteristics. 

 

 
                                                 
11 Chernobai (2007) 
12 Chernobai (2007) 
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Figure 2: Example of OR severity distribution 

 

 Source: Chernobai (2007) 

 Another important feature of OR is the scarcity of available historical data. As of now, the 
banks usually do not have more than five years of loss data in their OR loss data internal 
databases – the tail of the distribution cannot be modeled with a sufficient statistical fit, if only 
very few extreme events were recorded. So the limited data sample lacks sufficient explanatory 
power. There were some methods proposed to reduce this limitation – the most common one is 
to pool internal data with external ones.13 

 

3.2 Models for OR measurement 
 There exist two fundamentally different approaches to develop models for OR : 

• The top – down approach 
• The bottom-up approach 

 The first one quantifies operational risk without attempting to identify the events or 
causes of losses while the second one quantifies operational risk on a microlevel being based 
on identified internal events. The top-down approach group includes, among others, the Risk 
indicator models that rely on a number of OR exposure indicators to track operational risks and 
the Scenario Analysis and Stress Testing models that are “estimated based on the what-if 
scenarios generated with reference to expert opinion, external data, catastrophic events 
occurred in other banks, or imaginary high-magnitude events. 

 The bottom-up approaches include actuarial type models that will be further discussed in 
this chapter. Those models have two key components – frequency and loss severity distributions 
that model historical OR loss data sample. The capital charge is then computed as the value of 
VaR0.99 measure of the one-year aggregate distribution loss. 

 

3.3 Frequency distributions 
 

                                                 

13 Chernobai (2007) 
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 The studies based on empirical data suggest that choice of frequency distribution is not 
as much important as an appropriate choice of loss severity distribution.14 The banks should 
develop a solid mechanism for recording OR data. The most common frequency distributions 
are the Poisson distribution and the negative binomial distribution. The survey of studies done by 
Chernobai (2007) suggest that the Poisson distribution will be a reasonable solution for modeling 
OR data. We will use the Poisson distribution later on for modeling frequency distribution of the 
data sample provided by BANK. Features of Poisson distribution are explained in Rippel (2008). 

 

3.4 Extreme Value theory 
  

The EVT is a branch of statistics that is focused on the study of extreme phenomena – 
the rare events that are situated in a tail of a particular probability distribution. Based on the 
knowledge of OR data distribution, it is assumable that the EVT would be an ideal tool for OR 
capital charge estimation.  There are several techniques for the EVT – each of them uses 
different method to pick up the low frequency/high severity loss events. They differ in the way 
how they set a threshold to cut loss data distribution into two parts – the body and the tail. Under 
the EVT, the body is being modeled using a different method (e.g. empirical sampling) and the 
tails are being modeled using specific EVT methods. The EVT relies on a sufficiently large data 
sample. This is not always the case for OR data, therefore the results can be biased.  There are 
two ways to select tail observations from a data sample – Block Maxima method (BMM) and 
Peak Over Threshold method (POTM).  

3.4.1 Block maxima method 
The BMM divides data into independent blocks of the same size and considers the 

highest observation from such a block. “For very large extreme loss observation x, the limiting 
distribution of such normalized maxima is the Generalized extreme value (GEV).”15  

The block maxima method (BMM) divides data into independent blocks of the same size. 
This model would be useful, if the extreme events were equally distributed over the whole time 
interval. However, this is not usually the case in practice. “For very large extreme loss 
observation x, the limiting distribution of such normalized maxima is the Generalized extreme 
value (GEV).”16 The probability density distribution function of GEV distribution has a form of: 

 for , 

where x refers to block maxima observations,   is the location parameter,   is 
the scale parameter and    is the shape parameter. The GEV is supported under these 
conditions: 

 if  

 if  

                                                 
14 De Fontnouvelle (2003) 
15 See Chernobai (2007) for  more details on  features of GEV distribution 
16 Chernobai (2007) 
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 if  

The GEV distribution can be divided into three cases based on the value of the shape 
parameter.17  The most important case called the Fré chet or the type II extreme value (EV) 
distribution is for . The tail of the Fré chet distribution is slowly varying and thus suitable for 
modeling high severity OR data. The other two cases (the Gumbel or the type I EV distribution 
for  and the Weibull or the type III EV distribution for ) are of a less importance for OR 
data modeling because they do not fit the tail as well as in the Fré chet case. 

Chalupka, Teply (2008) further details parameter estimation methods for the GEV 
distribution using the probability-weighted moments (PWM). A GEV random variate can be 
simulated using the inverse transform method where U is distributed 
uniformly on (0,1) interval.18 

3.4.2 Peak over threshold method 
 The POTM uses all observations that exceed certain high threshold level. As argued by 
Embrechts (2005), these models are more frequently used in practice for OR exposure 
measurement. The limiting distribution for the POTM is the generalized Pareto distribution (GPD) 
with the probability density function in the form of: 

  , 

where x refers to the data exceeding the threshold,      is the location parameter,19  
 is the scale parameter and    is the shape parameter. GPD is supported under these 

conditions: 

if  

if  

 Similarly to the GEV, also the GPD has special cases based on the value of the shape 
parameter. The most important case from OR modeling point of view is when .20 In this 
case the GPD has very heavy tails.  

 The GPD parameters can be again estimated by using either the MLE or the PWM 
methods – for more details see Teply, Chalupka (2008). A GDP random variate can be 
simulated by using the inverse transform method in the form of .21 

 A critical task for designing the GPD distribution is to set an appropriate threshold level. 
This level should be set to be sufficiently high to fit extreme events. But on the other hand, the 
filtered data sample should not be limited too much in order to provide reasonable statistical 
evidence. Several approaches to solve this optimization task exist. The most commonly used 

                                                 
17 Chalupka, Teply (2008) 
18 This form holds when  
19 The location parameter is usually assumed to be 0 which reduces number of parameters to two 
20 The GPD in this case is a reparameterized Pareto distribution (Chernobai 2007) 
21 In the case when  
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one relies on “the visual observation of the mean excess plot,”22 which is defined as the mean of 
all differences between the values of the data exceeding threshold level u and u. In case of the 
GPD the empirical mean excess function can be formalized into the following equation: 

 

where v is the value above threshold level u. “Threshold values against mean excess values 
provide the mean excess plot. If the data supports a GPD model, then this plot should become 
increasingly linear for higher values of v “23. A general practice is then to choose such u for 
which the mean excess plot is roughly linear. Several other approaches for choosing the 
threshold exist – the most simple one is just to define the right tail as five or ten percent of the 
largest observations. 

 

3.5 Goodness of fit tests 
 

 The fit of distributions chosen should be tested by a set of goodness of fit tests (GOFT) in 
order to avoid model risk – risk of choosing bad distribution for the LDA approach. “An 
underestimated VaR would jeopardize the long-term ability of a bank to maintain a sufficient 
amount of capital reserves to protect against catastrophic operational losses, while a severely 
overestimated VaR would limit the amount of funds available for investment.”24 There are two 
ways how to assess the GOFT – either by using in-sample GOFTs or backtesting.  Backtesting 
is the opposite approach to stress testing which questions validity of a chosen model.  

 GOFTs are divided into two classes – visual tests and formal tests. Visual GOFTs 
compare empirical and hypothesized distributions by plotting them to a chart and comparing 
their characteristics. One of the tests is the mean excess plot. 

 The most commonly used visual test is Quantile-Quantile (QQ) plot which plots empirical 
data sample quantiles against the quantiles of the distribution that is being tested for fit. If such a 
distribution fits the data well then the QQ-plot would follow a 45-degree line. The QQ plot is 
especially important in case of small sample sizes. “The reason is that as the sample size 
shrinks, formal statistical tests become more likely to fail to reject the fit of a distribution.”25 

 Formal GOFTs test whether the data sample follows a hypothesized distribution. The null 
and the alternative hypothesis are stated as:26 

   H0 : The data sample follows the specified distribution 

   H1 : The data sample does not follow the specified distribution  

 Because of the OR the data specifics, the tests that are based on empirical distribution 
function27are adequate measures for testing the GOF of particular distribution for OR loss 
                                                 
22 Chernobai (2007) 
23 Based on Teply, Chalupka (2008) 
24 Chernobai (2007) 
25 Dutta, Perry (2007). For more details on QQ plot see Rippel (2008) 
26 Chernobai (2007) 
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severity modeling. “Empirical distribution function-based tests directly compare the empirical 
distribution function with the fitted distribution function.”28  The tests belonging to this group are 
the Kolmogorov-Smirnov test (KS) and the Anderson-Darling (AD) test. All of them state the 
same hypothesis but uses different test statistics.29  

3.6 Aggregate loss distribution and capital charge estimates 
 

Figure 3: Aggregation of operational loss and frequency distributions 

 

 Source: Samad-Khan (2006) 

 Once the frequency and severity loss distributions are evaluated, an aggregated risk 
exposure of the bank should be estimated. Both types of distributions are to be aggregated to a 
single model which estimates the total loss over a one-year period. The measure used for the 
estimation of required capital charge is the Value-at- risk (VaR). “In the context of operational 
risk, VaR is the total one-year amount of capital that would be sufficient to cover all unexpected 
losses with a high level of confidence such as 99.9%.”30 

 The aggregation process is shown on figure 3. Mathematical derivation of the aggregate 
loss distribution function is further discussed in Chernobai (2007).  Due to the fact that the 
cumulative distribution function is not linear in X nor in N, analytic expressions for the compound 
distribution function do not exist and thus the function must be evaluated numerically. 

                                                                                                                                                              

27 An empirical distribution function is a cumulative distribution function that concentrates probability  at 
each n observations in a sample 
28 Chernobai (2007) 
29 See Rippel (2008) for more details on  KS and AD tests 
30 Chernobai (2007). 
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 The most common technique relies on numerical approximation of the compound 
distribution function using the Monte Carlo simulations of loss scenarios. The algorithm is as 
follows:31 

i. Simulate a large number of Poisson random variates and obtain a sequence n1, n2, …  
nMC representing scenarios of the total number of loss events in a one-year period. 

ii. For each of such scenarios nk simulate nk number of loss amounts using a specified loss 
severity distribution 

iii. For each of such scenarios nk  sum the loss amounts obtained in the previous step in 
order to obtain cumulative one-year losses 

iv. Sort the sequence obtained in the last step to obtain the desired aggregate loss 
distribution 

 The number of simulated observations differs. We will use 50,000 simulations for the 
purposes of this paper.  

 Many empirical studies show that in case of OR only few rare events account for the 
major part of the VaR.32 Because of that even while using a high confidence level such as 
99.9%, the VaR measures would not be able to account for extreme loses. And so the VaR can 
be used for estimation of required capital charge but not for estimation of required economic 
capital. Because of those facts, alternative risk measures, which are able to account even for 
extreme events, were designed. The most common one is the Conditional Value at Risk (CVaR). 
“CVaR determines the amount of money one is expected to lose if an event in the right tail of the 
distribution beyond VaR takes place.”33 In case of OR modeling CVaR is the corresponding 
percentile of a right tail aggregate loss distribution, where right tail is defined as a 1 - confidence 
level used for the VaR. 

4. Empirical data sample analysis 
 
 The data sample provided by BANK consists of 657 loss events. The following 
assumptions about the data sample were made: 

• Exchange rate and inflation impacts are not considered, nominal values in EUR are used 
• The data sample is truncated from below, but the threshold is set to a very low value, so 

we do not use corrections for left truncation bias 
• The impact of insurance is not considered – neither from the time or magnitude points of 

view – because only the actual loss amount is important for a financial institution 
• Only internal loss data are used and thus estimates provided by using the LDA might be 

underestimated because no external loss data were employed 

                                                 

31 Chernobai (2007) 
32 Ebnother, Vanini, McNeil, Antolinez-Fehr (2001) 
33 Chernobai (2007) 



 

 Page 15 

 

• While the SA uses 15% of gross income as a regulatory capital charge it might be 
assumed that by using the LDA approach the reasonable interval for capital charge is 5-
15% 

Table 5: Data sample statistics –  whole sample 

Mean Median Std. 
deviation 

Skewness Kurtosis 
41,738 3,114 280,538 14 225 

 Source: BANK data sample 

 The common statistics for the whole sample show a significant difference between the 
mean and the median and a very high standard deviation which signals a heavy right tail. The 
same information is given by the skewness measure. The high value of the kurtosis measure 
signals that the high standard deviation is caused by infrequent extreme observations. These 
findings suggest that the data sample provided by the BANK exhibits the specific features of OR 
data described in the other papers. 

 Due to the low threshold value, there is a quite significant group of losses lower than 
EUR 1,000. This fact might have impact on results of the LDA approach while using some less 
advanced distributions, because more weight is put to the left tail of the data sample. It might be 
a good idea to exclude these low amount observations from the data sample in order to increase 
the statistical fit but on the other hand, a number of observations would decrease by one third.34  

 The procedure described in section 3.6 was used to aggregate the loss frequency and 
the loss severity distributions. The Monte Carlo simulation method with 50,000 trials was used 
for the parameter estimation as well as for the aggregation function. The regulatory and the 
economic capital estimates are provided as a percentage relative to the BANK average gross 
income over the last three-year period. The fit of the distributions to the sample data is 
evaluated by using the QQ plot, the KS and the AD tests. If the test statistics are higher than the 
critical value, then the null hypothesis that the particular distribution is able to model the OR data 
sample cannot be rejected. 

 The distributions mentioned above were used for modeling of loss severity distribution – 
namely the Empirical Sampling method, lognormal, Weibull, exponential, gamma and g&h 
parametric distributions and also EVT approaches – BMM and its two ways to set block maxima 
(Max per month and Max per quarter) and POTM with three ways to cut the extreme 
observations (max 5%, max 10% and the threshold method). Details are provided in Rippel 
(2008). 

 

 

 

                                                 

34 See Chalupka, Teplý  (2008) for more details on this approach 
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Table 6: Comparison of the regulatory and economic capital estimates 

Distribution Regulatory Capital Economic Capital 
Empirical 2.31% 1.51% 

G&H 4.43% 6.71% 
BMM –  Month 14.95% 48.58% 

POT –  5% 9.32% 18.89% 
 Source: Authors 

 The conclusion for the LDA approach on the institution level is that only the g&h, the 
BMM – Max quarter and the POTM – Max 5% methods seem to be suitable for modeling the OR 
data for Basel II purposes and thus these methods will be used for the stress testing purposes.35 
The results of these three methods plus the ESM are provided in the following table. The 
regulatory capital is being measured as the ratio of VaR0.99 / Gross Income and the economic 
capital is being measures as the ratio of CVaR0.99 / Total Equity. 

 While employing the very high significance levels for EVT methods, the economic capital 
is being overestimated. But even despite of the overestimation, it was shown that BANK would 
be able to survive those very severe OR events. Because of the high sensitivity of the EVT 
methods, it can be concluded that the g&h method provides more reasonable estimates than 
any EVT method used.  

 

5. Stress testing and scenario analysis 
 

 Because of the fact that the LDA approach is a historical one – the capital charge is 
estimated based on historical loss events - alternative methods for the OR management were 
developed. One of those methods is the scenario analysis or, generally, the stress testing. This 
method is supposed to examine whether a financial institution would be able to undergo 
exceptional risk losses. Stress testing can be defined as “the examination of the potential effects 
on a bank’s financial condition of a set of specified changes in risk factors, corresponding to 
exceptional but plausible events.”36 An alternative definition is given by Chernobai (2007): 
“Stress tests are intended to explore the effect of low probability events that lie outside the 
predictive capacity of any statistical model on VaR” or the one used by the BIS Committee on 
the Global Financial System, where stress testing is defined as “a generic term describing 
various techniques used by financial firms to gauge their potential vulnerability to exceptional, 
extreme or simply unexpected but plausible events.”37 The stress testing should be used as a 
complementary approach to the VaR based LDA approach in order to ensure that a bank would 

                                                 
35 For more details on the results see Rippel – DT (2008) 
36 Illová  (2005) 
37 BCFGS (2000) 
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be able to cover the losses even if a bank faces more severe risk events – such as the worst-
case scenario. “Whenever the stress tests reveal some weakness, management must take steps 
to manage the identified risks. One solution could be to set aside enough capital to absorb 
potential large losses. Too often, however, this amount will be cripplingly large, reducing the 
return on capital.”38  

 The field of stress testing in the area of OR are still being developed, so there is a high 
flexibility of choosing specific methods that would best fit the financial institution. On the other 
hand, stress testing methods are not comparable with each other. Neither the applications of the 
same stress tests to different financial institutions are comparable with each other, because the 
results are always bound to the specific risk profile of a financial institution. The stress testing 
methods are thus subjective. Adopting bad assumptions or using irrelevant scenarios would lead 
to irrelevant losses. 

 Since the stress tests often define events with a very low probability of occurrence39, the 
results become difficult to interpret and it is not clear which actions should be taken by the 
management in order to mitigate the risks. Quite often the results of stress tests appear 
unacceptably large and they are just ignored and dismissed as irrelevant. As Jorion (2007) 
states, a financial institution is not supposed to handle all the possible states of the world like a 
widespread nuclear war. The central banks are supposed to support financial institutions in case 
of systematic crisis. Other actions besides increasing economic capital were proposed – such as 
insurance for the extreme events, business restructuralization in order to achieve better 
diversification and lower exposure to the risks in question or developing a special plan for 
corrective actions.  However, “a general way” to interpret results of stress tests does not exist, 
because the results are highly subjective and they depend on the choice of the test methods and 
the scenarios. This differs stress testing from the LDA approach. 

 The scenarios can be divided into two groups based on the type of event they define. 
The first group uses historical events like 9/11 terrorist attacks or unauthorized trading that 
happened in Societé  Generalé  in 2007. Risk managers study a potential impact of those events 
on the financial institution. The second group, which is more widely used in practice, uses 
hypothetical scenarios. The scenarios are based on some plausible risk events that have not 
happened yet, but a non-zero probability of their occurrence exists. A scenario can also be 
based on an analysis of a new product a bank is going to implement.  

 A typical scenario consists of the description of a complex state of the world that would 
impose an extreme risk event on a financial institution, including probabilities and frequencies of 
occurrence of the particular state of the world, business activities impacted by the event and 
maximum internal and external loss amounts generated by occurrence of such event, possible 
mitigation techniques including insurance against such an extreme event. Even though such a 
scenario claims to be realistic, it is not possible to comprise all possible risk factors and features. 
However, risk managers are trying to define the scenarios, so that they correspond to the reality 

                                                 
38 Jorion (2007) 
39 Or in the case of hypothetical scenarios this probability is defined very merely 
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as much as possible. It is clear that “the generation of relevant scenarios is a time-consuming 
process that requires quantitative skills as well as good economic understanding of the factors”40 
financial institution are exposed to.  

  If a financial institution is able to implement appropriate scenario analysis policy, then 
this method provides a comprehensive overview of the impact of plausible events. It provides 
creditable quantitative basis, where the results can be further aggregated with the LDA methods 
on a company or business line levels and impact of such a scenario on the economic capital and 
the regulatory capital charge can be estimated. Concrete scenarios, together with its integration 
process with the method based on historical loss data, will be described and analyzed in the 
following section. 

 BANK combines all four main approaches for the OR management – including the 
scenario analysis. The aim of using scenarios is, as explained above, to get an overview about 
low frequency events that might have severe impact on BANK. BANK was using eight complex 
scenarios, which satisfy all the qualitative measures. The details on scenario definitions are 
provided in Rippel  (2008).   

Figure 4: Scenario analysis process 

 

 Source: Authors based on the BANK 
 The results of the eight scenarios will be aggregated with the capital estimates based on 
the original data sample using the LDA method and the results will be evaluated in the following 
section. The process of aggregation is shown on Figure 4. 

 There exists a unified form used for a scenario definition. The process of scenario 
definition is shown on Figure 5.  

 

 

 

 

 

 

 
                                                 
40 Jorion (2007) 
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Figure 5: Scenario creation method –  BANK form 

 

 Source: Rippel (2008) 
 

6.  Applied scenario analysis  
 

 The scenario analysis method was used to examine the impact of plausible events on the 
regulatory capital and the economic capital estimates and also on the business continuity plan of 
BANK. Two main approaches were used to aggregate losses generated by the scenarios with 
the database of historical events. The first one uses a set of the worst-case losses defined by a 
particular scenario and aggregates these losses to the historical loss data sample. The second 
approach calculates an average loss given by probability distribution of the loss amounts defined 
by a particular scenario and aggregates those average losses to the historical loss data sample. 
In both cases the statistical distributions mentioned above, the g&h, the POT – Max 5% and the 
BMM – Max quarter, were used for the severity distribution of the aggregated loss sample. The 
Poisson distribution was used for the loss frequency. Both distribution were then aggregated and 
the economic and regulatory capital estimates were computed by using the VaR and the CVaR 
measures. 

 In case of the g&h loss severity distribution, the aggregation method of losses generated 
by the scenarios with the historical data sample is straightforward, because the additional losses 
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are simply added to the database. However, in the of the EVT approaches, where the body and 
the tail of the distribution are being modeled by using a different statistical distribution, the 
aggregation algorithm is more complicated, because all of the losses generated by the scenarios 
belong to the tail of the aggregated database distribution and thus it directly impacts the EVT 
methods. The most complicated case is the BMM, for which an additional algorithm had to be 
used in order to randomly distribute the additional losses over the whole four-year period. 

 Multiple scenarios are combined together. It should be noted, that the probability, that the 
worst-case joint scenario combination would occur to BANK during the observed four-year 
period, is very low. Further details are provided below.  

 In section 6.2 scenarios are combined into several packages, denoted by test IDs. Both 
the worst-case and the average losses are considered. We merge those losses with the original 
loss database and then estimate the VaR and the CVaR regulatory and economic capital 
estimates using the aggregation method described above. The tests differ by the number of 
scenarios they use – at first all scenarios defined by BANK as well as the custom scenarios are 
considered.41 Then the number of scenarios considered is gradually decreased. Separate tests 
are run for the custom scenarios and for more frequent BANK scenarios. 

 

6.1 Scenario definitions 
 

 There are two groups of scenarios – first group consists of 8 scenarios (denoted as ID 1-
8) defined by BANK. The second group consists of 4 scenarios that were created for the 
purpose of this paper.  

 The losses generated by the 8 scenarios defined by BANK were merged with the 
historical loss events from the years 2003-2007 using the method explained above.  The 
average loss amounts for all of the scenarios are comparable to the other tail losses from the 
original historical data sample, thus these eight losses just enrich the original tail of the data. On 
the other hand, the magnitudes of the worst-case losses are apparently higher than the 
magnitude of the highest historical losses and so the right tail of such merged sample is much 
heavier than for the case of the historical data sample. The most severe worst-case losses are 
about 20 times higher than the most severe average loss magnitude. However, one has to 
consider the probability that the worst-case scenario happens. 

 A financial institution should evaluate, whether it would be able to survive even the most 
extreme cases of the scenario it assesses or not. The probability that all the worst-case events 
defined by the joint scenario combination occur during the observed period limits to zero. But if 
this happens, then it can be rightly expected that the impact on a financial institution would be 
very severe. In some cases a financial institution might even default, because it would not be 
able to cover those extreme losses. 

                                                 
41 “Custom” denotes a scenario defined for the purpose of this paper 
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 The following sections list custom scenarios defined by the author. Three different 
historical scenarios were defined – the first one is based on an unauthorized trading, the second 
one is based on an external fraud and the third one is based on process management failure 
loss even types. All of those scenarios are based on concrete historical events – the loss 
amounts are rescaled to fit the size of BANK. 

Table 7: Historical scenarios list –  loss amounts in EUR ths 

ID Scenario name Estimated 
loss 9 Unauthorized trading –  Kerviel 112,000 

10 Process management failure –  
software loss 

7,300 
11 External fraud –  Prochazka 21,180 

Note: Scenarios 1-8 were took from BANK.  

Source: Authors 

 The historical scenarios are based on three operational risk events that happened in the 
recent years. Since the historical events will not reoccur in the future, we have not estimated the 
frequency of those events. The estimated losses are quite high and thus they will be treated as 
the worst-case losses. The historical scenarios will not be used for tests based on average 
losses.  

 The first historical scenario ID9 is based on a recent unauthorized trading of Jerome 
Kerviel in Socié té  Gé né rale. The trader was concluding hidden deals on security trading, hoping 
to reverse losses from the past trading. At the end of his actions the loss amounted to EUR 5 
billion. This event was the most severe OR loss event ever happened – the loss amount was 
four times higher than the loss caused by Nick Leeson to the Barings bank in 1995. The loss 
amount was rescaled to fit the BANK size.  

 The second historical scenario ID10 is based on a recent process management failure – 
software loss event that happened directly to BANK. The interbank transaction fees were 
rounded to a slightly lower value (1/100 of 1 CZK). Given the huge number of transactions and 
the four years duration of this incorrect system settings, the total loss to BANK amounted to CZK 
200M which is about EUR 7.3 million.  

 The last historical scenario ID11 is based on a recent external fraud – robbery event. 
Frantisek Prochazka, an employee of a Czech security agency, stole cash in the amount of CZK 
564 million. More than half of these money belonged to a competitor of BANK. This event was 
the biggest robbery event ever happened in the Czech Republic. The loss amount in EUR is 
21.2 million. 

 The hypothetical scenario of BANK employee strike that would hit all the regions is 
considered. This type of scenario was chosen because of the fact that historical evidence of 
similar events exists. Such scenario belongs to the Employment Practices and Workplace safety 
Basel II event category. 
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 The frequency of the scenario assessment was estimated to 1 per 40 years based on the 
following facts: according to the historical data there were several bank employee strikes in 
recent years - two of them in India, one in Canada TD Trust bank, one in Greece national bank. 
The duration of the strike ranged from 1 day to 1 week. It is assumed that the frequency of 
strikes would be quite low in the region of Central Europe. Usually the duration of such strike is 
limited only to several hours. There are none recent examples of an employee strike in a Czech 
bank.  

 The other important feature of a strike is its extent – a strike can range from one branch 
to a countrywide strike. A strike can also hit either one particular company or it can be an 
industry-wide. The reasons why employees decide to go on include a disagreement with 
changes in law or working conditions, pension funds, compensations or organizational changes 
etc. Several internal controls that may contribute to reduce the frequency of such event might be 
considered.  

 For the purpose of this paper it was assumed, that the employee from all regions would 
go on strike. Such a scenario has a very low probability, but if it occurred it would have 
significant negative impact on the bank. The severity impact of the scenario depends on two 
factors – the extent and the duration of the strike. The extent was set to the whole country. The 
duration is assumed to range from one hour strike to five business days strike and the probability 
for each class was estimated according to the assumptions stated above. 

 A strike was assumed to cause four types of losses – the direct loss of lost revenue from 
branches was estimated based on the list of BANK branches and their revenues per day.  The 
second source of loss are the costs connected with expenses on substitute employees that 
would be hired in order to maintain the bank critical operations. These costs increase with the 
duration of the strike and were estimated as a certain percentage of the direct loss of revenue. 
The third and the most severe type of loss is the loss of clients that was estimated as a 
proportion of yearly revenue from branches. While a 1-hour strike is not considered to have 
impact on customer satisfaction, in case of a whole week strike up to 5% of customers might 
decide to move to competitors. The last but not least type of the loss is the costs connected with 
commercial disputes. The losses were estimated based on interest costs from non-realized 
transactions and estimated amount of dispute penalties.  After taking into account all the 
assumed loss sources, the total loss was computed. The loss amounts and the probability 
distribution are listed in Table 8 – the loss amount grows as the duration of the strike increases. 
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Table 8: Strike duration probability distribution42 

Probability Duration Estimated loss (EUR) 
70% 1 hour 138,515 
25% 1 day 3,750,446 
4% 2-4 days 9,056,450 
1% 5 days 20,890,382 

 Source: Authors 

 The worst-case scenario is a strike that lasts five days. Under this case the loss amount 
reaches EUR 20 million. Such strike is considered to cause significant harm to BANK – 
especially by the loss of 5% customers. Such scenario would also have very negative impact on 
the brand image and the banks reputation would be severely harmed. The average loss size is 
significantly lower though – EUR 1.6 million. 

Table 9: Custom hypothetical scenario details –  loss amounts in EUR ths 

ID Scenario name Worst-case 
loss 

Average loss 
12 Employee strike –  whole state 20,890 1,606 

 Source: Authors 

 

6.2 Tests – Scenario combinations and loss aggregation estimates 
 

 In total six tests were run. The aim was to analyze, whether BANK would be able to 
handle particular combinations of events defined in the scenarios employed for a particular test 
combination. The impact of such joint scenario was evaluated. Scenarios were denoted by the 
IDs assigned above. For the hypothetical scenarios (ID 1-8 and 12) two level of loss were 
considered – the worst-case level and the average level. For historical scenarios (ID9-11) only 
the worst-case loss amount is defined. The dates of event occurrence were set by a random 
number generator. Three statistical approaches were used to model the merged data sample – 
the g&h, the EVT – BMM Max Quarter and the EVT – POT 5% methods. Each of the scenarios 
defines an extreme event that is expected to have significant impact on the capital estimates – 
and so the loss events belong to the tail of the data sample. 

 The 12 OR scenarios were combined to 6 joint scenario combinations. The impact of 
such scenarios on the regulatory and economic capital estimates was analyzed. Two loss 
amounts for the additional events were used – the extreme worst-case and the average loss 
observations. The observations were merged with the original data sample and the aggregated 
loss distribution was constructed using the MC simulation.  The results are provided in Table 10. 

                                                 
42 The estimated loss amounts are based on concrete data – for more details see Rippel (2008) 
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Table 10: Comparison of regulatory capital estimates –  average/worst loss scenarios 

Test Scenario IDs BMM –  Max M 

Avg/Worst case 

POTM –  5% 

Avg/Worst case 

G&h 

Avg/Worst case 

Original n.a. 14.95% 9.32% 4.43% 
Test I ID1-12 4.1%/245% 4.3%/207% 11.7%/91% 
Test II ID1-8 4%/136% 5.2%/129% 10%/35.7% 
Test III ID3-5,7-8 4.6%/148% 6.6%/145% 8.8%/20.4% 
Test IV ID9-12 8.8%/178% 8.5%/200% 5.3%/21% 
Test V ID3-5,7-12 4.8%/199% 5.4%/320% 9%/70% 
Test VI ID3-5,7-8,12 5.1%/153% 5.4%/123% 9.3%/30% 

 Source: Authors 

 All the tests suggest that the EVT method is not an appropriate one to model the OR 
data, because the results provided by both EVT methods (the BMM – Max quarter and the 
POTM 5%) were very sensitive to the number of the tail observations and to the length of the 
tail. If there is such extreme observation as the one defined by scenario the ID9, then the capital 
estimates given by the EVT method would be unreasonably high and in some cases reaching 
the amount of BANK total assets. On the other hand, if the less extreme average loss case 
events are added to the data sample, then the capital estimates provided by both EVT methods 
are unreasonably low. The EVT method is thus providing inconsistent results, and thus it cannot 
be considered as the best approach to model the OR data – even though the theory suggests 
that the EVT might be beneficial for the OR measurement. The application of the EVT methods 
to the empirical data provides overestimated results for the worst-case scenarios and 
underestimated results for the average loss scenarios. However, it might be expected that 
the results provided by the EVT method would improve the consistency, as the number of 
observations, both from the body and the tail of the empirical distribution, increases – but even 
though it might be assumed that the EVT results would still be less consistent than those 
provided by the g&h method. 

 The g&h distribution proved to be a very suitable one. Its results were consistent, as the 
extreme worst case and the average loss custom events were being added to the data sample – 
this conclusion corresponds with the findings of Degen (2007). The parameter estimates differ 
based on the number of the additional extreme events used for the scenario analysis – the more 
extreme losses were added to the data sample the higher the estimate for  and  was and so 
the higher the losses generated during the loss aggregation procedure were.  

 The g&h distribution is, unlike the EVT, consistent even if less extreme but more frequent 
average loss cases are added to the data sample. In the average loss case the custom losses 
were of very similar magnitude as the most severe empirical losses. So the length of the tail 
remained the same – it was only made heavier. The parameter estimates are very similar to 
each other and so are the regulatory capital estimates. Even if all the scenarios were 
considered, the estimated regulatory capital would not exceed 12% of the gross income 
suggesting that BANK would be able to handle the losses of such high magnitude.  

 The statistical fit of the EVT and the g&h distribution was not considered while running 
the scenario analysis tests. It is rightly to assume that the degree of the fit would be 



 

 Page 25 

 

approximately the same for the average loss joint scenarios, while it can differ for the worst-case 
joint scenarios that add more extreme losses. It is also rightly to assume that the degree of the fit 
for the EVT methods would be generally higher than the degree of the fit of the g&h distribution – 
but it must be considered that the EVT is fitted just to the tail of the data while the g&h works 
with the whole sample.   

  

6.3 Implications for the financial institution 
 

 As mentioned above, the scenario analysis added the custom hypothetical losses to the 
original loss database. Six tests were run in order to evaluate the effects of those plausible 
events on the financial distribution. Since all those events impose extreme losses, it was 
assumed that the estimates of the regulatory capital charge as well as of the economic capital 
would significantly increase. The statistical distribution that was finally considered to be the most 
suitable to measure the capital required to cover the OR losses – the g&h distribution – provided 
reasonable estimates for all the tests run.  

 In the cases where extreme worst-case losses were considered the final estimates for 
regulatory capital charge spiked up to 90% of the gross income. Such huge amount of capital 
cannot be set aside to cover risks, because it would make the financial institution noncompetitive 
- the cost of its capital would be much higher than the industry average. On the other hand, it is 
hardly to expect that all the worst case scenarios will ever happen in such short time period that 
was considered throughout this paper – 4 years. But even if a longer time period - like 10 or 20 
years – would be considered, the probability that the worst case joint scenario from Test I would 
occur limits to zero. 

 From this point of view it seems more reasonable to work with average loss joint scenario 
cases, which have a higher probability of occurrence – in some cases over 2%. The tests that 
employed the average losses provided a higher but still affordable level of capital estimates – up 
to 12% of the gross income for the capital charge and 19% of the total equity for the economic 
capital estimate defined as the CVaR0.99 measure.  

 And so the combination of the scenario analysis and the LDA approach can improve 
applicability and soundness of the capital estimates over the methods, where just historical data 
are used. Since new internal and external OR data will be added to the loss databases in the 
future, the quantitative LDA techniques will be more important. But for now it is valuable to 
consider plausible events and evaluate, what would be the impact of these events. After all of 
the tests were run we can say that BANK would be able to survive losses imposed by the 
average joint scenario combination. The losses defined in the worst-case scenarios are such 
extreme, that the bank would have to take the risks in order not to increase the cost of capital to 
an unacceptable level. 
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7. Conclusion 
 

 The main aim of this paper was to evaluate the appropriateness of capital estimates 
based on historical loss events and to measure the impact of plausible OR events that were 
added to the empirical loss data sample provided by an anonymous Central European bank. The 
technique presented in this paper claims to be consistent and applicable for other financial 
institutions. There were two main questions the paper was aimed to answer: 

• What is the appropriate statistical method to model the OR loss data distribution and to 
measure reasonable capital estimates for the institution? 

• What is the impact of extreme events defined in extreme case scenarios on the capital 
estimates and on the financial institution? 

 The evaluation of the OR exposure measurement employed different statistical methods 
and distributions – the most important ones were the EVT and the g&h distribution. For the 
original data sample the results for the EVT seemed consistent, statistically significant and 
economically reasonable. However, after the custom extreme events were added to the data 
sample, both EVT methods started to provide very inconsistent estimates – the inconsistency is 
most visible while comparing the estimates provided by tests, where very extreme worst-case 
events were considered to tests, where less extreme average case events were considered. 
While in the first case the estimates were unreasonably high, in the second case the estimates 
were even lower than in case of the original data sample. So the EVT method does not seem 
suitable to model the OR data even if it is widely favored by many researchers such as 
Embrechts (2006) or Chernobai (2007) – its main disadvantage is its sensitivity to the threshold 
choice. The appropriate threshold is very difficult to find given the limited historical data samples. 
Thus the EVT results were not robust to the data contamination and the outlier observations.  

 The alternative method to the EVT was the g&h distribution, which was evaluated as the 
most suitable from all the parametric distributions used, what confirms findings of Embrechts 
(2006) or Dutta, Perry (2007). It proved itself very consistent to contamination and outlier 
observations and it provided very reasonable results even while very extreme worst-case losses 
were considered.  So the answer to the first question would be that the most suitable method to 
model the operational risk loss data distribution is to use the g&h distribution which is able to 
model the whole data sample “without trimming or truncating the data in an arbitrary or 
subjective manner” as suggested by Dutta, Perry (2007).  The null hypothesis stated in the 
introduction thus cannot be rejected, because the g&h proved consistent over all scenarios that 
were considered. There might be other statistical distributions that are able to measure and 
model the tail structure of the OR data – we believe that a further research will be devoted to this 
issue and even more suitable measurement methods will be developed. 

 In order to answer the second question, the original data sample was enriched by adding 
events defined in 12 scenarios. The impact of these events was assessed. Given the fact that 
the original data sample was very limited and it consisted only of internal loss events, it is 
beneficial for the financial institution to measure the impact of such plausible event as an 
employee strike. In total six tests were run. The assumptions, that by adding an outlier event the 
capital estimate would increase, was fulfilled for all tests while using the g&h distribution. If the 
very low probability joint combination of the worst-case events was considered, the estimated 
level of the capital required to cover such losses would too high for the bank to set aside - over 
90% of gross income for the 99.9% confidence level. It is not expected that such combination of 
extreme events occur in limited time period, so the only reasonable solution for the bank is to 
take this risk.  However, if a joint combination of extreme loss events with a higher 
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probability of occurrence – the average loss scenarios – were considered, the estimated 
regulatory and economic capital levels would be very reasonable capital estimates – 12% of the 
gross income for 99.9% confidence level. The financial institution should employ these OR 
events, while considering which level of capital to hold to cover the risk.  

 And so the answer to the second question is that, given the reasonable definition of the 
scenario analysis and the loss amounts defined under this scenario, the estimated regulatory 
charge has increased significantly but still to a level which is acceptable for the financial 
institution. The OR assessment method should be reasonable for the regulator as well and so 
this paper provides a framework of how to combine the scenario analysis with the LDA 
approach. Using the scenario analysis can also help the financial institution to mitigate the OR 
and to decrease the impact of potential losses. This framework can be used for future 
application and the impact of other scenarios can be assessed. 

 Some further questions and tasks remain open, however. The external data could be 
merged with internal data in order to better capture the potential impact of events that have not 
happened to the financial institution yet. Statistical differences the between business lines and 
the event types should be analyzed. Robust methods or alpha stable distributions can be used 
as suggested by Chernobai (2007). Other EVT methods, particularly for the threshold estimation, 
could be used. The number of the Monte Carlo simulations can be further increased in order to 
achieve higher statistical relevance. However, this issue goes beyond the scope of this paper 
and is left for future consideration 



 

 Page 28 

 

8. References 
Arai (2006): Takashi Arai: Key points of scenario analysis, Bank of Japan, 2006, 
http://www.boj.or.jp/en/type/release/zuiji_new/data/fsc0608be2.pdf  

BCBS (2001a): Operational Risk. Consultative document, Basel Committee on Banking Supervision, 
Basel January 2001, http://www.bis.org/publ/bcbsca07.pdf  

BCBS (2004): International Convergence of Capital Measurement and Capital Standards, Basel 
Committee on Banking Supervision (BCBS), Basel June 2004, ISBN 92-9197-669-5, 
http://www.bis.org/publ/bcbs107.pdf  

BCBS (2006): International Convergence of Capital Measurement and Capital Standards, A Revised 
Framework, Comprehensive Version, Basel Committee on Banking Supervision, Bank for International 
Settlement, Basel June 2006, http://www.bis.org/publ/bcbs128.pdf  

CGFS (2005):  Stress testing at major financial institutions: survey results and practice, Committee on the 
Global Financial System, Basel 2005, http://www.bis.org/publ/cgfs24.pdf   

Chalupka, Teply, (2007): Petr Teply, Radovan Chalupka: Modeling Operational Risk of a bank, ELBF 
seminar, Dec 2007,  http://ies.fsv.cuni.cz/storage/sylab/133_2007ws_petrteply+radovanchalupka.pdf 

Chalupka, Teply (2008): Petr Teply, Radon Chalupka: Operational Risk and Implications for Economic 
Capital –  A Case Study, IES FSV UK, June 2008, working version 

Chernobai (2005): Anna Chernobai, Christian Menn, Svetlozar Rachev, Stefan Truck: Estimation of 
Operational Value-at-Risk in the Presence of Minimum Collection Thresholds, University of California, 
Santa Barbara 2005,   http://www.bus.qut.edu.au/paulfrijters/documents/jbf_cmrt_2006.pdf  

Chernobai (2007): Chernobai, Rachev, Fabozzi: Operational Risk. A Guide to Basel II Capital 
Requirements, Models and Analysis, John Willey & Sons, Inc., March 2007, ISBN: 0470148780  

Cihak (2004): Martin Č ihák:  Designing Stress Tests for the Czech Banking System, CNB Internal 
Research and Policy Note 03/2004, 
http://www.cnb.cz/en/research/research_publications/irpn/download/irpn_3_2004.pdf  

Dutta, Perry (2007): Kabir Dutta, Jason Perry: A Tale of Tails: An Empirical Analysis of Loss Distribution 
Models for Estimating Operational Risk Capital,  Working Paper 06-13, Federal Reserve Bank of Boston, 
Boston January 2007, http://www.bos.frb.org/economic/wp/wp2006/wp0613.pdf  

de Fontnouvelle (2005): Patrick de Fontnouvelle, Eric Rosengren, John Jordan: Implications of 
Alternative Operation Risk Modeling Techniques, NBER Working Paper Series, Cambridge February 2005 
http://www.nber.org/papers/w11103.pdf 

de Fontnouvelle (2003): de Fountnouvelle, P., De Jesus-Rueff, V., Jordan, J., Rosengren, E.: Using Loss 
Data to Quantify Operational Risk, Technical report, Federal Reserve Bank of Boston and Fitch Risk 

Degen (2007): Matthias Degen, Paul Embrechts, Dominik Lambrigger: The Quantitative Modelling of 
Operational Risk: Between g-and-h and EVT, ETH Zurich 2007, http://www.math.ethz.ch/~degen/g-and-
h.pdf  

Ebnother (2001): Silvan Ebnö ther, Paolo Vanini, Alexander McNeil, Pierre Antolinez-Fehr,: Modeling 
Operational Risk, December 2001, http://ssrn.com/abstract=293179 

Embrechts (1997): Paul Embrechts, P., C. Klü ppelberg, and T. Mikosch: “Modelling Extremal Events for 
Insurance and Finance”. Springer. 



 

 Page 29 

 

Embrechts (2005): Paul Embrechts, Alexander McNeil, Rudiger Frey: Quantitative Risk Management: 
Concepts, Techniques and Tools, Princeton Series in Finance 2005 

Embrechts (2006): Embrechts, P., Degen M., Lambrigger D.: “The quantitative modelling of operational 
risk: between g-and-h and EVT”. Technical Report ETH Zurich. 

EP directive (2006): Směrnice Evropského parlamentu a rady 2006/48/ES o přístupu k činnosti 
úvěrový ch institucí a o jejím vý konu,  http://eur-
lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2006:177:0001:0200:CS:PDF 

Guidici (2003): Paolo Guidici: Statistical models for operational risk management, Frontier Science 2003, 
http://www.pv.infn.it/~frontier/2003/talks/Giudici.ppt  

Illova (2005): Lucie Illova: Stress Testing of Bank Risks, Diploma Thesis, IES FSV UK, 
http://ies.fsv.cuni.cz/storage/work/528_lucie_illova.pdf 

Jenkinson (2007) : Nigel Jenkinson: Developing a framework for stress testing of financial stability risks, 
ECB Conference July 2007, http://www.bis.org/review/r070716g.pdf  

Jobst (2007): Andreas A. Jobst: Operational Risk –  The Sting is Still in The Tail But the Poison Depends 
on the Dose, IMF 2007, http://ssrn.com/abstract=1087157 

Jorion (2007): Philippe Jorion: Value at Risk: The New Benchmark for Managing Financial Risk, 3rd 
edition, McGraw-Hill 2007 

Kuhn, Neu (2004):  Reimer Kuhn, Peter Neu: Adequate capital and stress testing for operational risks, 
Dresdner Bank AG 2004, http://www.gloriamundi.org/picsresources/rkpn2.pdf  

Mejstřík (2008): Mejstřík, M., Pečená , M. and Teplý , P. (2008): “Basic Principles of Banking”, Karolinum 
Press, Prague. 

Mignola, Ugoccioni (2007): Giulio Mignola, Roberto Ugoccioni: Statistical Approach to Operational Risk 
Management, Sampolo IMI Group Italy 2007, http://www.r-project.org/user-
2006/Abstracts/Mignola+Ugoccioni.pdf  

Napiontek (2004): Bernard Napiontek: Operational Risk Management. Exploring AMA approaches, IBM, 
Business Consulting Services, 2004, presentation provided by Petr Teply 

Rippel (2008): Milan Rippel: Operational Risk –  Scenario Analysis, IES FSV UK Diploma Thesis 2008 

Rosenberg (2004): Rosenberg, J.V., Schuermann, T.: A General Approach to Integrated Risk 
Management with Skewed, Fat-Tailed Risks, Technical report, Federal Reserve Bank of New York, 2003,  
http://papers.ssrn.com/sol3/papers.cfm?abstract_id=545802   

Rosengren (2006): Eric Rosengren:  Scenario analysis and the AMA, Federal Reserve Bank of Boston, 
2006, http://www.bos.frb.org/bankinfo/qau/presentations/2006/er71906.pdf  

Samad Khan(2005):  Ali Samad-Khan: Assessing & Measuring Operational Risk, Why COSO is 
Inappropriate, London 2005,  http://www.isda.org/c_and_a/ppt/Assessing-MeasuringOpRiskSama-
Khan011805.ppt 

Samad-Khan(2006): Ali Samad-Khan:  Stress testing Operational risk, Paper presented at the Expert 
Forum on Advanced Techniques on Stress Testing: Applications for Supervisors, Washington DC, 2006, 
http://www.imf.org/external/np/seminars/eng/2006/stress/pdf/ask.pdf  

www.securties.com  



 

IES Working Paper Series 

 
2007 

 
1. Roman Horvá th : Estimating Time-Varying Policy Neutral Rate in Real Time 
2. Filip Ž ikeš : Dependence Structure and Portfolio Diversification on Central European 

Stock Markets 
3. Martin Gregor : The Pros and Cons of Banking Socialism 
4. František Turnovec : Dochá zí k reá lné diferenciaci ekonomický ch vysokoškolský ch 

vzdě lá vacích institucí na vý zkumně  zamě řené a vý ukově  zamě řené? 
5. Jan Á mos Víšek : The Instrumental Weighted Variables. Part I. Consistency 

6. Jan Á mos Víšek : The Instrumental Weighted Variables. Part II. n - consistency 
7. Jan Á mos Víšek : The Instrumental Weighted Variables. Part III. Asymptotic 

Representation 
8. Adam Geršl : Foreign Banks, Foreign Lending and Cross-Border Contagion: Evidence from 

the BIS Data 
9. Miloslav Vošvrda, Jan Kodera : Goodwin's Predator-Prey Model with Endogenous 

Technological Progress 
10. Michal Bauer, Julie Chytilová  : Does Education Matter in Patience Formation? Evidence 

from Ugandan Villages 
11. Petr Jakubík : Credit Risk in the Czech Economy 
12. Kamila Fialová  : Minimá lní mzda: vý voj a ekonomické souvislosti v Č eské republice 
13. Martina Mysíková  : Trh prá ce žen: Gender pay gap a jeho determinanty  
14. Ondřej Schneider : The EU Budget Dispute – A Blessing in Disguise? 
15. Jan Zá pal : Cyclical Bias in Government Spending: Evidence from New EU Member 

Countries 
16. Alexis Derviz : Modeling Electronic FX Brokerage as a Fast Order-Driven Market under 

Heterogeneous Private Values and Information 
17. Martin Gregor : Rozpočtová  pravidla a rozpočtový  proces: teorie, empirie a realita Č eské 

republiky 
18. Radka Š tiková  : Modely politického cyklu a jejich testová ní na podmínká ch Č R 
19. Martin Gregor, Lenka Gregorová  : Inefficient centralization of imperfect complements 
20. Karel Janda : Instituce stá tní úvě rové podpory v Č eské republice 
21. Martin Gregor : Markets vs. Politics, Correcting Erroneous Beliefs Differently 
22. Ian Babetskii, Fabrizio Coricelli, Roman Horvá th : Measuring and Explaining Inflation 

Persistence: Disaggregate Evidence on the Czech Republic 
23. Milan Matejašá k, Petr Teplý :  Regulation of Bank Capital and Behavior of Banks: 

Assessing the US and the EU-15 Region Banks in the 2000-2005 Period 
24. Julie Chytilová , Michal Mejstř ík :  European Social Models and Growth: Where are the 

Eastern European countries heading?  
25. Mattias Hamberg,  Jiri Novak :  On the importance of clean accounting measures for the 

tests of stock market efficiency 
26. Magdalena Morgese Borys, Roman Horvá th :  The Effects of Monetary Policy in the Czech 

Republic: An Empirical Study 
27. Kamila Fialová , Ondřej Schneider  :  Labour Market Institutions and Their Contribution to 

Labour Market Performance in the New EU Member Countries 



 

28. Petr Š varc, Natá lie Š varcová   : The Impact of Social and Tax Policies on Families with 
Children: Comparative Study of the Czech Republic, Hungary, Poland and Slovakia  

29. Petr Jakubík  :  Exekuce, bankroty a jejich makroekonomické determinanty 
30. Ibrahim L. Awad : Towards Measurement of Political Pressure on Central Banks in the 

Emerging Market Economies: The Case of the Central Bank of Egypt 
31. Tomá š Havrá nek : Nabídka pobídek pro zahraniční investory: Soutě ž o FDI v rá mci 

oligopolu 
 
2008 

 
1. Irena Jindrichovska, Pavel Körner : Determinants of corporate financing decisions: a 

survey evidence from Czech firms 
2. Petr Jakubík, Jaroslav Heřmá nek : Stress testing of the Czech banking sector 
3. Adam Geršl : Performance and financing of the corporate sector: the role of foreign direct 

investment 
4. Jiř í Witzany : Valuation of Convexity Related Derivatives 
5. Tomá š Richter : Použití (mikro)ekonomické metodologie při tvorbě  a interpretaci 

soukromého prá va 
6. František Turnovec : Duality of Power in the European Parliament 
7. Natalie Svarciva, Petr Svarc : Technology adoption and herding behavior in complex social 

networks 
8. Tomá š Havrá nek, Zuzana Iršová  : Intra-Industry Spillovers from Inward FDI: A Meta-

Regression Analysis 
9. Libor Dušek, Juraj Kopecsni : Policy Risk in Action: Pension Reforms and Social Security 

Wealth in Hungary, Czech Republic, and Slovakia 
10. Alexandr Kuchynka : Volatility extraction using the Kalman filter 
11. Petr Kadeř á bek, Aleš Slabý, Josef Vodička : Stress Testing of Probability of Default of 

Individuals 
12. Karel Janda : Which Government Interventions Are Good in Alleviating Credit Market 

Failures? 
13. Pavel Š tika : Možnosti analytického uchopení reciprocity v sociá lních interakcích 
14. Michal Bauer, Julie Chytilová : A Model of Human Capital, Time Discounting and 

Economic Growth 
15. Milan Rippel, Petr Teplý : Operational Risk – Scenario Analysis 
 

 
 

All papers can be downloaded at: http://ies.fsv.cuni.cz• 

                                                           

 
    Univerzita Karlova v Praze, Fakulta sociá lních věd 
Institut ekonomický ch studií [UK FSV – IES]  Praha 1, Opletalova 26 
E-mail : ies@fsv.cuni.cz             http://ies.fsv.cuni.cz 
 


