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#### Abstract

This paper compares the predictive ability of the factor models of Stock and Watson (2002) and Forni, Hallin, Lippi, and Reichlin (2005) using a "large" panel of US macroeconomic variables. We propose a nesting procedure of comparison that clarifies and partially overturns the results of similar exercises in the literature. As in Stock and Watson (2002), we find that efficiency improvements due to the weighting of the idiosyncratic components do not lead to significant more accurate forecasts. In contrast to Boivin and Ng (2005), we show that the dynamic restrictions imposed by the procedure of Forni, Hallin, Lippi, and Reichlin (2005) are not harmful for predictability. Our main conclusion is that for the dataset at hand the two methods have a similar performance and produce highly collinear forecasts.


JEL Classification: C31, C52, C53.
Keywords: Factor Models, Forecasting, Large Cross-Section.

## 1 Introduction

This paper compares two standard methods for forecasting using factor models in large panels: Stock and Watson (2002)'s static principal components method (SW) and Forni, Hallin, Lippi, and Reichlin (2005)'s two-step approach based on dynamic principal components (FHLR). We are not the first in performing such an evaluation. Boivin and Ng (2005) focus on a very similar problem, while Stock and Watson (2005) compare the performances of a larger class of predictors.

The SW and FHLR methods essentially differ in the computation of the forecast of the common component. In particular, they differ in the estimation of the factor space and in the way projections onto this space are performed. In SW, the factors are estimated by static principal components $(P C)$ of the sample covariance matrix and the forecast of the common component is simply the projection of the predicted variable on the factors.

FHLR propose efficiency improvements in two directions. First, they estimate the common factors based on generalized principal components (GPC) in which observations are weighted according to their signal to noise ratio. Second, they impose the constraints implied by the dynamic factors structure when the variables of interest are projected on the common factors. Specifically, they take into account the leading and lagging relations across series by means of principal components in the frequency domain. This allows for an efficient aggregation of variables that may be out of phase. Whether these efficiency improvements are helpful to forecast in a finite sample is however an empirical question and depends on the dataset at hand.

Literature has not yet reached a consensus. Using a large panel of US macroeconomic variables, Stock and Watson (2004a) find that both methods perform similarly (although they focus on the weighting of the idiosyncratic and not on the dynamic restrictions), while Boivin and Ng (2005) find that SW's method largely outperforms the FHLR's and, in particular, they conjecture that the dynamic restrictions implied by the latter method are harmful for the forecast accuracy of the model. Schumacher (2006) finds instead that the FHLR's method generally
outperforms the SW's in forecasting German macroeconomic variables.
This paper tries to shed some new light on these conflicting results. We perform a simulated out-of sample exercise to evaluate and compare the performance of the two methods in forecasting industrial production index (IP) and the consumer price index (CPI). Our data set, borrowed from Stock and Watson (2002), consists of 146 variables for the US economy. The data spans from 1959 to 1999.

In order to isolate and evaluate specific characteristics of the methods, we design a procedure where the two non-parametric approaches are nested in a common framework. In addition, for both versions of the factor model forecasts, we study the contribution of the idiosyncratic component to the forecast. We also investigate other non-core aspects of the model: robustness with respect to the choice of the number of factors and variable transformations. Finally, we study the sub-sample performances of the factor based forecasts.

The purpose of the exercise is to design an experiment for assessing the contribution of the core characteristics of different models to the forecasting performance and discussing auxiliary issues. We hope that this may also serve as a guide for practitioners in the field.

The paper is organized as follows. Section 2 describes the different models. Section 3 gives an overview of the database employed and describes its main characteristics. Section 4 designs the empirical exercise and discusses two issues: (i) factors vs univariate forecasts; (ii) comparison between factor based forecasts. Section 5 concludes.

## 2 Models

Consider an $(n \times 1)$ covariance stationary process $Y_{t}=\left(y_{1 t}, \ldots, y_{n t}\right)^{\prime}$. We are interested in forecasting some elements $y_{i t+h}$ of $Y_{t}$ by using all the variables $\left(y_{1 t}, \ldots, y_{n t}\right)^{\prime}$ as predictors. The best linear forecast is defined by the following linear projection

$$
\begin{equation*}
y_{i t+h \mid t}=\operatorname{proj}\left\{y_{t} \mid \Omega_{t}\right\} \tag{2.1}
\end{equation*}
$$

where $\Omega_{t}=\operatorname{span}\left\{Y_{t-p}, p=0,1,2, \ldots\right\}$ is a potentially large information set at time $t$ when the forecasts are made.

When the size of the information set, $n$, is large, the above projection is unfeasible in practice since it requires the estimation of a large number of parameters with a substantial loss of degrees of freedom (curse of dimensionality). If most of the interactions among variables in the information set are accounted by few underlying common factors, $F_{t}=\left\{F_{1 t}, \ldots, F_{r t}\right\}$ with $r \ll n$, while there is a limited interaction among variable-specific dynamics, the curse of dimensionality problem can be solved. In this case, the projection of a variable $y_{i t+h}$ on the whole information set $\Omega_{t}$ is well approximated by the projection on the smaller information set including common factors and past values of the variable, therefore:

$$
\begin{equation*}
y_{i t+h \mid t}=\operatorname{proj}\left\{y_{i t+h \mid t} \mid \Omega_{t}\right\} \approx \operatorname{proj}\left\{y_{i t+h \mid t} \mid \Omega_{t}^{i}\right\} \tag{2.2}
\end{equation*}
$$

where $\Omega_{t}^{i}=\operatorname{span}\left\{F_{t}\right\} \cup \operatorname{span}\left\{y_{i t}, y_{i t-1}, \ldots\right\}$ is the parsimonious representation of the information set that exploits the factor structure. The parsimonious approximation makes the projection feasible since it only requires the estimation of a limited number of parameters. It is worth stressing that this projection coincides with the optimal one if the idiosyncratic components are cross-sectionally orthogonal.

### 2.1 Approximate Factor Structures

Suppose that $X_{t}=\left(x_{1 t}, \ldots, x_{n t}\right)^{\prime}$ is the standardized version of $Y_{t}$, i.e.

$$
x_{i t}=\frac{y_{i t}-\mu_{i}}{\sigma_{i}}, \quad \mu_{i}=\mathrm{E}\left[y_{i t}\right], \quad \sigma_{i}=\sqrt{\mathrm{E}\left[\left(y_{i t}-\mu_{i}\right)^{2}\right]}
$$

If $X_{t}$ is described by a factor model, it can be written as the sum of two orthogonal components ${ }^{1}$ :

$$
x_{i t}=b_{i}(L) f_{t}+\xi_{i t}=\left[b_{i 0}, \ldots, b_{i s}\right]\left(\begin{array}{c}
f_{t}  \tag{2.3}\\
\ldots \\
f_{t-s}
\end{array}\right)+\xi_{i t}=\underline{b}_{i} F_{t}+\xi_{i t}
$$

[^1]or, in vector notation:
\[

X_{t}=B(L) f_{t}+\xi_{t}=\left[B_{0}, ···, B_{s}\right]\left($$
\begin{array}{l}
f_{t}  \tag{2.4}\\
\ldots \\
f_{t-s}
\end{array}
$$\right)+\xi_{t}=B F_{t}+\xi_{t}
\]

where $f_{t}$ is a $(q \times 1)$ vector of dynamic factors, $B(L)=B_{0}+B_{1} L+\ldots, B_{s} L^{s}$ is an $(n \times q)$ matrix of filters of finite length $s, \xi_{t}$ is the $(n \times 1)$ vector of idiosyncratic components, $F_{t}$ is the $(r \times 1)$ vector of the stacked factors, with $r=q(s+1)$. We assume that $f_{t}$ and $\xi_{t}$ are mutually orthogonal stationary processes and define $\chi_{t}=B(L) f_{t}$ as the common component. ${ }^{2}$

We will refer to $X_{t}=B(L) f_{t}+\xi_{t}$ as the dynamic representation, and to $X_{t}=\underline{B} F_{t}+\xi_{t}$ as the static representation. Correspondingly, $f_{t}$ will be defined as vector of the dynamic factors while $F_{t}$ as the vector of the static factors.

Given the orthogonality assumption between common factors and idiosyncratic component, the spectral density matrix of $X_{t}$ at each frequency $\theta \in[-\pi, \pi]$ can be decomposed into the sum of the spectral densities of the common and the idiosyncratic component ${ }^{3}$ :

$$
\begin{equation*}
\Sigma(\theta)=\Sigma_{\chi}(\theta)+\Sigma_{\xi}(\theta) \tag{2.5}
\end{equation*}
$$

where $\Sigma_{\chi}(\theta)=B\left(e^{-i \theta}\right) \Sigma_{f}(\theta) B\left(e^{-i \theta}\right)^{\prime}$ is the spectral density matrix of the common component $\chi_{t}$ and $\Sigma_{\xi}(\theta)$ is the spectral density matrix of the idiosyncratic component $\xi_{t}$. Analogously, the covariance matrix of $X_{t}$ can be decomposed as:

$$
\begin{equation*}
\Gamma_{k}=\Gamma_{k}^{\chi}+\Gamma_{k}^{\xi} \tag{2.6}
\end{equation*}
$$

where $\Gamma_{k}^{\chi}=\underline{B} \Gamma_{k}^{F} \underline{B}^{\prime}, \Gamma_{k}^{F}$ is the covariance matrix of $F_{t}$ at lag $k$ and $\Gamma_{k}^{\xi}$ is the covariance matrix of $\xi_{t}$ at lag $k$.

Note that the rank of the spectral density of the common component, $\Sigma_{\chi}(\theta)$, is equal to $q$, the number of dynamic factors, while the rank of the covariance matrix $\Gamma_{k}^{\chi}$ is equal to $r$, the number of stacked (static) factors.

[^2]The forecast of the $i$ th variable $h$-steps ahead can be decomposed into the sum of two components: the forecast of the common component and the forecast of the idiosyncratic component. Given the orthogonality assumption the forecast of the common component is obtained by projecting onto the space spanned by the common factors. Then, assuming that the bulk of dynamic interaction among variables is captured by the common factors, the forecast of the idiosyncratic component can be approximated by using only the past values of the dependent variable:

$$
\begin{align*}
x_{t+h \mid t} & \approx \operatorname{proj}\left\{\chi_{i t+h} \mid \Omega_{t}^{i}\right\}+\operatorname{proj}\left\{\xi_{i t+h} \mid \Omega_{t}^{i}\right\} \\
& =\operatorname{proj}\left\{\chi_{i t+h \mid t} \mid F_{t}\right\}+\operatorname{proj}\left\{\xi_{i t+h \mid t} \mid y_{i t}, y_{i t-1}, \ldots\right\} \tag{2.7}
\end{align*}
$$

The projection above is not feasible in practice since the common factors are unobserved. However, if data follow an approximate dynamic factor model, the set of common factors $F_{t}$ can be consistently estimated by appropriate crosssectional averages, or aggregators in the terminology of Forni and Reichlin (1998) and Forni and Lippi (2001). The intuition is that only the pervasive common sources survive the aggregation, since the weakly correlated idiosyncratic errors are averaged out. Building on Chamberlain and Rothschild (1983), Forni, Hallin, Lippi, and Reichlin (2000) and Stock and Watson (2002) have shown that principal components of the observed variables $X_{t}$, are appropriate averages. That is, the common component can be approximated by projecting either on the first $r$ principal components of the covariance matrix (see Stock and Watson (2002)) or on the first $q$ dynamic principal components (see Forni, Hallin, Lippi, and Reichlin (2000)).

For the empirical application we will consider the following consistent estimator of the autocovariance matrix of standardized data, $\hat{X}_{t}=\left(\hat{x}_{1 t}, \ldots, \hat{x}_{n t}\right)^{\prime}$ :

$$
\begin{equation*}
\widehat{\Gamma}_{k}=\frac{1}{T-k-1} \sum_{t=k}^{T} \hat{X}_{t} \hat{X}_{t-k}^{\prime} \tag{2.8}
\end{equation*}
$$

where

$$
\hat{x}_{i t}=\frac{y_{i t}-\hat{\mu}_{i}}{\hat{\sigma}_{i}}
$$

and $\hat{\mu}_{i}$ and $\hat{\sigma}_{i}$ denote the sample mean and standard deviation of the scalar process $y_{i t}$ respectively. $T$ denotes the sample size. The spectral density matrix will be estimated by averaging a given number $m$ of autocovariances:

$$
\begin{equation*}
\widehat{\Sigma}(\theta)=\frac{1}{2 \pi} \sum_{k=-m}^{m} w_{k} \widehat{\Gamma}_{k} e^{-i \theta k} \tag{2.9}
\end{equation*}
$$

where $w_{k}$ are weights satisfying the conditions: $w(0)=1$ and $0 \leq w(k) \leq 1, \forall k \leq$ $m$. The estimates of the spectral density are consistent provided that $m \rightarrow \infty$ and $\frac{m}{T} \rightarrow 0$ as $T \rightarrow \infty$. In the empirical section we will use $m=\sqrt{T}$, which satisfies the above asymptotic requirements.

### 2.2 SW approach

The Stock and Watson (2002) approach to forecasting with factor model consists of estimating the common factors $F_{t}$ as the sample principal components of the whole, standardized panel $\hat{X}_{t}$. The estimated factors are then used as predictors. Consider the following eigenvalue problem for the sample covariance matrix:

$$
\begin{equation*}
\widehat{\Gamma}_{0} V_{r}=V_{r} D_{r} \tag{2.10}
\end{equation*}
$$

where $D_{r}$ is a diagonal matrix having on the diagonal the first $r$ largest eigenvalues of $\widehat{\Gamma}_{0}$ and $V_{r}=\left[v_{1}, \ldots, v_{r}\right]$ is the $(n \times r)$ matrix whose columns are the corresponding eigenvectors. The first $r$ principal components $(P C)$ are defined as:

$$
\begin{equation*}
\widehat{F}_{t}=V_{r}^{\prime} \hat{X}_{t} \tag{2.11}
\end{equation*}
$$

and the covariance matrix of the common component is estimated by:

$$
\begin{equation*}
\hat{\Gamma}_{0}^{\chi}=V_{r} D_{r} V_{r}^{\prime} \tag{2.12}
\end{equation*}
$$

If the data follow an approximate dynamic factor model, $\hat{F}_{t}$ are consistent estimates of the unknown common factors.

The estimated common factors are then used as predictors. Specifically,

$$
\hat{y}_{i, t+h \mid t}=\operatorname{proj}\left\{y_{i, t+h} \mid \hat{\Omega}_{t}^{i}\right\}
$$

where $\hat{\Omega}_{t}^{i}=\operatorname{span}\left\{\hat{F}_{t}\right\} \cup \operatorname{span}\left\{y_{i t}, y_{i t-1}, \ldots\right\}$. This approach is implemented through the following forecasting equation:

$$
\begin{equation*}
y_{i, t+h}^{p c}=\alpha_{i h}+\beta_{i h} \widehat{F}_{t}+\gamma_{i h}(L) y_{i, t}+\varepsilon_{i t+h} \tag{2.13}
\end{equation*}
$$

where the two sub-scripts $i$ and $h$ refer to the variable and to the forecast horizon respectively, while the super-script $p c$ indicates that factors are extracted via principal components. The lag polynomial $\gamma_{i h}(L)$ is of length $s$ and $\varepsilon_{i t+h}$ is an error term. As stressed above, the general idea behind this approach is that the comovements among series can be captured by means of the common factors; since the interdependence among idiosyncratic components is assumed to be weak it can be captured by lagged values of the dependent variable. ${ }^{4}$

Denoting by $\hat{\alpha}_{i h}, \hat{\beta}_{i h}, \hat{\gamma}_{i h}$ the $O L S$ estimates, the forecast of $y_{i, T+h \mid T}^{p c}$ is defined as:

$$
\begin{equation*}
\hat{y}_{i, T+h \mid T}^{p c, o l s}=\hat{\alpha}_{i h}+\hat{\beta}_{i h} \widehat{F}_{T}+\hat{\gamma}_{i h}(L) y_{i T} \tag{2.14}
\end{equation*}
$$

Note that in this approach the factor structure assumption is exploited only for the extraction of the common factors. The forecasting projection, eq.(2.13), does not incorporate the restrictions implied by the dynamic factor structure. Indeed, the OLS projection does not exploit either the lead-lag structure among the series (which are reflected in the rank of the spectral density matrix) or the orthogonality assumption between common and idiosyncratic component. These restrictions are instead embedded in the FHLR method.

[^3]
### 2.3 FHLR Approach

The starting point of the method proposed by Forni, Hallin, Lippi, and Reichlin (2005) is the problem of the spectral density matrix, defined, at a given frequency $\theta$, as:

$$
\begin{equation*}
\widehat{\Sigma}(\theta) \mathcal{V}_{q}(\theta)=\mathcal{V}_{q}(\theta) \mathcal{D}_{q}(\theta) \tag{2.15}
\end{equation*}
$$

where $\mathcal{D}_{q}(\theta)$ is a diagonal matrix having the diagonal on the first $q$ largest eigenvalues of $\widehat{\Sigma}(\theta)$ and $\mathcal{V}_{r}(\theta)$ is the $(n \times q)$ matrix whose columns are the corresponding eigenvectors.

If the panel of series $X_{t}$ is driven by $q$ dynamic factors, a consistent estimate of the spectral density matrix of the common component is given by:

$$
\begin{equation*}
\widehat{\Sigma}_{\chi}(\theta)=\mathcal{V}_{q}(\theta) \mathcal{D}_{q}(\theta) \mathcal{V}_{q}(\theta)^{\prime} \tag{2.16}
\end{equation*}
$$

The spectral density matrix of the idiosyncratic part, is estimated as a residual:

$$
\widehat{\Sigma}_{\xi}(\theta)=\widehat{\Sigma}(\theta)-\widehat{\Sigma}_{\chi}(\theta)
$$

The covariance matrices of common and idiosyncratic parts are computed by applying the inverse Fourier transforms to the respective estimated spectral density matrices:

$$
\begin{align*}
& \hat{\Gamma}_{k}^{\chi}=\frac{2 \pi}{2 m+1} \sum_{j=-m}^{m} \widehat{\Sigma}_{\chi}\left(\theta_{j}\right) e^{i k \theta_{j}}  \tag{2.17}\\
& \hat{\Gamma}_{k}^{\xi}=\frac{2 \pi}{2 m+1} \sum_{j=-m}^{m} \widehat{\Sigma}_{\xi}\left(\theta_{j}\right) e^{i k \theta_{j}} \tag{2.18}
\end{align*}
$$

where $\theta_{j}=\frac{2 \pi}{2 m+1} j$ and $j=-m, \ldots, m$.
The auto-covariance matrices computed in this first step incorporate the restrictions implied by the dynamic properties of the common factors, since they are estimated by imposing the rank reduction on the spectral density matrix.

In a second step, the estimated covariance matrix of the common components is used to solve the generalized principal components (GPC) problem:

$$
\begin{equation*}
\widehat{\Gamma}_{0}^{\chi} V_{r g}=\widehat{\Gamma}_{0}^{\xi} V_{r g} D_{r g} \tag{2.19}
\end{equation*}
$$

$$
\text { s.t. } V_{r g}^{\prime} \widehat{\Gamma}_{0}^{\xi} V_{r g}=I_{r}
$$

where $D_{r g}$ is a diagonal matrix having on the diagonal the first $r$ largest generalized eigenvalues of the pair $\left(\widehat{\Gamma}_{0}^{\chi}, \widehat{\Gamma}_{0}^{\xi}\right)$ and $V_{r g}$ is the $(n \times r)$ matrix whose columns are the corresponding eigenvectors.

The first $r$ GPCs are defined as:

$$
\begin{equation*}
\widehat{F}_{t}^{g}=V_{r g}^{\prime} \hat{X}_{t} \tag{2.20}
\end{equation*}
$$

In practice the estimate of the covariance matrix of the idiosyncratic component, $\widehat{\Gamma}_{0}^{\xi}$, is ill-conditioned when the cross-sectional dimension is large and this makes the generalized principal components unstable. To overcome this problem, the out off-diagonal elements of $\widehat{\Gamma}_{0}^{\xi}$ are set to zero. Consequently, the generalized principal components can be seen as static principal components computed on weighed data; weights are inversely proportional to the variance of the idiosyncratic components. Such a weighting scheme should provide more efficient estimates of the common factors.

Using the estimates of the auto-covariance matrices of the common and idiosyncratic components, we can compute the forecasts of both components separately as:

$$
\begin{equation*}
\hat{\chi}_{i T+r \mid T}=\operatorname{Proj}\left[\chi_{i T+r} \mid \widehat{F}_{T}^{g}\right]=\widehat{\Gamma}_{i, r}^{\chi} V_{r g}\left(V_{r g}^{\prime} \widehat{\Gamma}_{0} V_{r g}\right)^{-1} V_{r g}^{\prime} \hat{X}_{T} \tag{2.21}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{\xi}_{i, T+k \mid T}=\operatorname{Proj}\left[\xi_{i, T+k} \mid \hat{x}_{i T}, \ldots, \hat{x}_{i T-p}\right]=\left[\hat{\Gamma}_{i i, r}^{\xi}, \ldots, \widehat{\Gamma}_{i i, r+p}^{\xi}\right] W_{i, k}^{-1}\left[\hat{x}_{i T}, \ldots, \hat{x}_{i T-p}\right]^{\prime} \tag{2.22}
\end{equation*}
$$

where $\widehat{\Gamma}_{i, r}$ denotes the $i$ th row of $\widehat{\Gamma}_{r}$ and

$$
W_{i, k}=\left[\begin{array}{lll}
\widehat{\Gamma}_{i i, 0} & \ldots & \widehat{\Gamma}_{i i,-(k-1)} \\
\ldots & \ldots & \ldots \\
\widehat{\Gamma}_{i i, k-1} & \ldots & \widehat{\Gamma}_{i i, 0}
\end{array}\right]
$$

while $\widehat{\Gamma}_{i j, r}$ denotes the entry of the $i$ th row and the $j$ th column of $\widehat{\Gamma}_{r}$.

The forecast of $y_{i, T+h \mid T}$, labelled as $y_{i, T+k \mid T}^{f h l r}$, is computed as the sum of the common component forecast and idiosyncratic component forecast:

$$
\hat{y}_{i, T+k \mid T}^{f h l r}=\hat{\sigma}_{i}\left(\hat{\chi}_{i, T+k \mid T}+\hat{\xi}_{i, T+k \mid T}\right)+\hat{\mu}_{i}
$$

Since the procedure is run on standardized data, the forecast are then transformed to reattribute mean and variance.

This approach explicitly takes into account the distinction between dynamic factors and their lags. It is therefore possible to infer the dynamic structure of the panel, that is, the number of shocks driving the economy. This can be addressed by, for example, looking at the performance of the models across different specifications of $r$ and $q$.

### 2.4 Nesting the Models

In order to compare the predicting performances of the two factor models, the two methodologies need to be nested.

There are three main differences between the SW and FHLR methods. First the procedures differ in terms of the weighting scheme adopted when computing the common factors. As discussed above, SW use standard PCs to extract factors, while FHLR propose an estimator based on the $G P C$. We recall that when extracting the common factors the $G P C$ down-weight series with large idiosyncratic components.

The second difference relates to the projection of common factors. While SW perform the projection using ordinary least squares (OLS), FHLR perform a non-parametric regression that takes into account the restrictions implied by the dynamic factor structure, essentially imposing restrictions by the rank reduction of the spectral density matrix. We will denote such projection as dynamic least squares ( $D L S$ ).

Finally, the methods differ in the way they forecast the idiosyncratic component: SW include lags of the dependent variable as additional predictors, while FHLR exploit the orthogonality between idiosyncratic and common components
and hence forecast the two components separately. If the idiosyncratic component is unforecastable, as we will show in our empirical exercise, we can focus only on the first two differences. Considering only factor estimations and projections, four combinations are possible:

- PC/OLS: OLS regression on principal components (SW);
- GPC/OLS: OLS regression on generalized principal components
- PC/DLS: DLS regression on principal components
- GPC/DLS: DLS regression on generalized principal components (FHLR);

We can isolate and evaluate the relevance of the efficiency improvement associated with the FHLR's weighting scheme by comparing the forecasts obtained with PC/OLS and GPC/OLS estimators.

The GPC/OLS forecast is computed simply by replacing static principal component with generalized principal components in eq.(2.20):

$$
\begin{equation*}
\hat{x}_{i T+h \mid T}^{g p c, o l s}=\hat{\alpha}_{i h}^{g}+\hat{\beta}_{i h}^{g} \widehat{F}_{T}^{g} \tag{2.23}
\end{equation*}
$$

where the parameters are estimated by OLS.
The effect of the restrictions imposed with the dynamic projection can be instead evaluated by comparing PC/DLS and PC/OLS estimators. Thus, taking into account the restrictions implied by the factor structure and imposed through dynamic principal components (computed in the first step of the FHLR's procedure), we obtain the following forecasting equation:

$$
\begin{equation*}
\hat{x}_{i, T+h \mid T}^{p p, d l s}=\widehat{\Gamma}_{i, h}^{\chi} V_{r}\left(V_{r}^{\prime} \hat{\Gamma}_{0} V_{r}\right)^{-1} V_{r}^{\prime} \hat{X}_{T} \tag{2.24}
\end{equation*}
$$

and $\hat{y}_{i, T+h \mid T}^{p c, d l s}=\hat{\sigma}_{i} \hat{x}_{i, T+r \mid T}^{p c}+\hat{\mu}_{i}$.
The unrestricted projection on simple principal components (PC/OLS) can be derived as a particular case of the forecasts in (2.24), when the number of dynamic
factors, $q$, is equal to the cross-section dimension, $n$. In this case, the dynamic factor structure restrictions are not imposed, since the rank of the spectral density matrix is left unrestricted (we use all the dynamic principal components). ${ }^{5}$ Therefore, the estimated autocovariance matrix of the common component $\widehat{\Gamma}_{i, n}^{\chi}$ is equal to the sample autocovariance matrix of the series themselves $\left(\widehat{\Gamma}_{i, r}\right)$ and the estimator is:

$$
\begin{equation*}
\hat{x}_{i, T+k \mid T}^{p c, o l s}=w_{k} \widehat{\Gamma}_{i, r} V_{r}\left(V_{r}^{\prime} \widehat{\Gamma}_{0} V_{r}\right)^{-1} V_{r}^{\prime} \hat{X}_{T} \tag{2.25}
\end{equation*}
$$

Nevertheless, for $q=n$ the PC/DLS still does not nest the SW's method (PC/OLS) because of the presence of the weighting term $w_{k}$ on the right-hand side. The presence of the weighting term is due to the fact that the spectral estimates are computed on the weighted auto-covariance function. For this reason, when computing the inverse Fourier transform of the spectral density matrix, $\widehat{\Sigma}(\theta)$, we do not recover the covariance matrix of order $k, \widehat{\Gamma}_{k}$, but $w_{k} \widehat{\Gamma}_{k}$. Only when the weights are set equal to one, $w_{k}=1, k=-m, \ldots, m$ (rectangular window), the PC/DLS estimator, with $q=n$, matches the SW's estimator PC/OLS.

We will consider two cases; rectangular (rect) window ( $w_{k}=1, k=-m, \ldots, m$ ) and Bartlett, triangular (triang) window ( $w_{k}=1-\frac{|k|}{(2 m+1)}, k=-m, \ldots, m$ ). The latter was originally proposed by Forni, Hallin, Lippi and Reichlin (2005).

To understand how the weights $w_{k}$ can affect forecasts, it is important to notice that the triangular window shrinks toward zero covariances at longer lags. This shrinking can damage the forecasts if the variables of interest are persistent, that is the covariances fade away slowly. On the other hand, if the persistence is low, covariances fade away much more rapidly and a shrinking term in the covariance function can help to reduce the sample variance of the forecasts, thus improving the forecast accuracy.

In our empirical exercise we will evaluate how different combination of: $P C$ vs. $D P C$ (estimation of the common factors); $O L S$ vs. $D L S$ (projection on the common factors) and triang vs. rect widows (estimation of the spectral density

[^4]matrix) affect forecast precision.

## 3 Data and Basic Characteristics of the Panel

The data set employed for the out-of-sample forecasting analysis is the same as that adopted by Stock and Watson (2002), with the exception of a few series. The panel includes real variables (sectoral industrial production, employment and hours worked), nominal variables (consumer and producer price indices, wages, money aggregates), asset prices (stock prices and exchange rates), the yield curve and surveys. A full description of the database is provided in appendix A.

Series are transformed to obtain stationarity. In general, for real variables such as employment, industrial production and sales, we use the monthly growth rate. We use first differences for series already expressed in rates: unemployment rate, capacity utilization, interest rate and some surveys. Prices and wages are transformed into first differences of annual inflation following Giannone, Reichlin, and Sala (2004) and Giannone, Reichlin, and Small (2005).

### 3.1 Descriptive Statistics

The main motivation behind the factor representation is the strong comovement observed in macroeconomic time series, which is possible only if there are few underlying common driving forces. The simplest statistic to describe comovements among series is the percentage of the variance of the panel accounted for by common factors estimated by PCs. If the series are characterized by strong comovements, then a small number of principal components account for a relevant percentage of the overall panel variance while the remaining principal components have a small marginal contribution. ${ }^{6}$ On the other hand, a low degree of comovement is reflected in the fact that all principal compoenents account for

[^5]a small percentage of explained variance and hence a larger number of $P C s$ are required to explain a non-trivial percentage of the overall variance. Table 1 reports the percentage of the total variance of the panel explained by $q=1, \ldots, 15$ dynamic common factors (second row) and $r=1, \ldots, 15$ static common factors (third row). ${ }^{7}$

Table 1: Percentage of total variance explained by the first $q$ (dynamic) and $r$ (static) principal components

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ | $\mathbf{5}$ | $\mathbf{6}$ | $\mathbf{7}$ | $\mathbf{8}$ | $\mathbf{9}$ | $\mathbf{1 0}$ | $\mathbf{1 1}$ | $\mathbf{1 2}$ | $\mathbf{1 3}$ | $\mathbf{1 2}$ | $\mathbf{1 5}$ |
| n. of dynamic fac. $(q)$ | 0.29 | 0.42 | 0.52 | 0.59 | 0.64 | 0.68 | 0.72 | 0.75 | 0.78 | 0.80 | 0.82 | 0.84 | 0.86 | 0.87 | 0.88 |
| n. of static fac. $(r)$ | 0.16 | 0.26 | 0.31 | 0.36 | 0.40 | 0.44 | 0.48 | 0.51 | 0.54 | 0.56 | 0.59 | 0.60 | 0.62 | 0.64 | 0.66 |

Results show that comovements are relatively strong. A few number of dynamic principal components ( 3 to 4) capture most of the variance of the panel, while the marginal contribution of the remaining is quite small. There is however, a remarkable difference between the variance explained by static and dynamic $P C$ s. Ten static factors, estimated by PCs, are needed to explain around the same amount of variance captured by three/four dynamic factors, estimated by dynamic PCs. This finding suggests that there are substantial dynamics in our panel. In fact, lagged dynamic factors are counted as additional static factors, and hence their presence increase the asymptotic rank of the covariance matrix $r$. On the other hand, the asymptotic rank of the spectral density matrix, $q$, is invariant with respect to the presence of lagged factors. Therefore, a big gap in the variance accounted for the static and dynamic PCs indicate that the panel is characterized by a rich lead-lag structure. In fact, in equation (2.4) the difference between the number of dynamic factors, $q$, and the number of static factors, $r$, reflects the length, $s$, of the filters $B(L)$. If we select $q$ and $r$ so as to explain around 50 percent of the total variance, then $q \sim 3$ and $r \sim 10$. Indeed, given that $r=q(s+1)$, then $s \sim 3,4$, suggesting the presence of a quite relevant

[^6]amount of dynamic structure. The restrictions implied by these rich dynamics are imposed by the FHLR's approach when computing the forecast by projecting on the common factors.

In order to evaluate the relevance of idiosyncratic dynamics, Table 2 shows the distribution of the percentage of variance left unexplained when projecting on two dynamic common factors (noise to signal). The estimates are computed using dynamic principal components (see equation 2.18).

Table 2: Frequency distribution of the size of the idiosyncratic component

|  |  |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | $(.0-.1)$ | $(.1-.2)$ | $(.2-.3)$ | $(.3-.4)$ | $(.4-.5)$ | $(.5-.6)$ | $(.6-.7)$ | $(.7-.8)$ |
| $\% \frac{\operatorname{Var}\left(\xi_{i t}\right)}{\operatorname{Var}\left(x_{i t}\right)}$ | 0.68 | 4.11 | 14.38 | 15.75 | 19.18 | 16.44 | 17.81 | 11.64 |
|  |  |  |  |  |  |  |  |  |

It is evident that the distribution of the idiosyncratic variance is quite dispersed: some variables are largely driven by common sources (around 50 percent of the series have the variance of the idiosyncratic component that accounts for a percentage of total variance between 20 and 50 percent, cfr. columns 4 to 6), while other variables are driven mainly by idiosyncratic forces. This result suggests that weighting the variables according to their signal to noise ratio, that is, putting less weight on variables with large idiosyncratic variance, should provide an efficiency improvement in the extraction of the common factors. Therefore, $G P C s$ should be more effective than PCs to recover the factor space. However, the empirical importance of such restrictions will be evaluated in an out-of-sample forecasting exercise.

In conclusion, these findings (strong comovements, rich dynamic structure and heterogeneity in the degree of commonality) suggest that factor models provide a reasonable representation of our panel and indicate that there is room for improving the SW simple principal components forecasts by exploiting the restrictions implied by the factor structure and by weighting appropriately the data when extracting the common factors.

To find out if such efficiency improvements are helpful in forecasting, an empirical evaluation is necessary. This will be carried out using a simulated pseudo out-of-sample exercise.

## 4 Design of the Forecasting Comparison and Empirical Results

Let us define IP as the monthly industrial production index and CPI as the consumer price index. The variables we forecast are $y_{t+h}, \pi_{t+h}$ where $y_{t}=100 \times$ $\log I P_{t}$ is the (rescaled) $\log$ of IP and $\pi_{t}=\left(p_{t}-p_{t-12}\right) / p_{t-12} \times 100$ is the annual CPI inflation.

Since IP enters the panel in monthly growth rates, while CPI enters as monthly differences of annual inflation, we first compute the forecasts $\widehat{\Delta y}_{T+1 \mid T}, \ldots, \widehat{\Delta y}_{T+h \mid T}$ and $\widehat{\Delta \pi}_{T+1 \mid T}, \ldots, \widehat{\Delta \pi}_{T+h \mid T}$. The forecasts for the (log) IP and the level of inflation are computed as:

$$
\begin{equation*}
\widehat{y}_{T+h \mid T}=y_{T}+\widehat{\Delta y}_{T+1 \mid T}+\ldots+\widehat{\Delta y}_{T+h \mid T} \tag{4.26}
\end{equation*}
$$

and

$$
\begin{equation*}
\widehat{\pi}_{T+h \mid T}=\pi_{T}+\widehat{\Delta \pi}_{T+1 \mid T}+\ldots+\widehat{\Delta \pi}_{T+h \mid T} \tag{4.27}
\end{equation*}
$$

The prediction accuracy is evaluated at a given horizon, $h$, using the mean squared forecast error ( $M S F E$ ) metric, given by:

$$
\begin{equation*}
M S F E_{\pi}^{h}=\frac{1}{T_{1}-T_{0}-h+1} \sum_{T=T_{0}}^{T_{1}-h}\left(\widehat{\pi}_{T+h \mid T}-\pi_{T+h}\right) \tag{4.28}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{MSFE}_{y}^{h}=\frac{1}{T_{1}-T_{0}-h+1} \sum_{T=T_{0}}^{T_{1}-h}\left(\widehat{y}_{T+h \mid T}-y_{T+h}\right) \tag{4.29}
\end{equation*}
$$

The sample has a monthly frequency and ranges from January 1959 (1959:1) to February 1999 (1999:2). The evaluation period is 1970:01 to 1999:02. $T_{1}=1999: 02$ is the last available point in time, $T_{0}=1969: 12$ and $h=12$.

We perform a preliminary forecast analysis to understand the broad predicting characteristics of the models and in particular the role of the idiosyncratic component in forecasting.

We compute MSFE for IP and CPI using the two factor models, for different parameter specifications, and for a naive model, random walk with drift. Table 3 below reports MSFE of the factor based forecasts relative to those of the naive model (RMSFE). A number below one indicates that the factor model specifications deliver, on average, more accurate forecasts than the naive model.

We report results for a wide range of parameter specifications. ${ }^{8}$ The static rank $r$ ranges from zero (no factors) up to a maximum of fifteen. The lags $s$ of the dependent variable in SW, and the lags of the idiosyncratic component itself in FHLR, included to forecast the idiosyncratic component, range from zero (no lagged dependent variable) up to six. The FHLR method is estimated using a triangular window of size $\sqrt{T}$ and with three dynamic factors, $q=3$. When $r=0$, the SW forecasts correspond to those of an autoregressive (AR) model. The entries with both $s=0$ and $r=0$ correspond to the benchmark naive model (random walk with drift) for which we report the MSFE.

The two factor models appear to clearly outperform the AR model (specification with $r=0$ in Table 3) in forecasting IP and CPI. We additionally see that the improvements achieved by the multivariate techniques are very relevant.

Moreover, the common factors capture the bulk of the dynamics of the two variables of interest. In fact, once controlling for common factors, the lags of the dependent variables do not help to forecast. This suggests that the idiosyncratic component is unforecastable for the transformations we adopted and only the common components of industrial production and inflation are predictable. In summary, the common factors, constructed to explain the maximum amount of cross-sectional variance of the panel, are also able to capture all the predictable dynamics of the key aggregated variables. ${ }^{9}$

[^7]Table 3: MSFEs of 12-step ahead predictions, SW and FHLR methods

| $\begin{gathered} I P \\ s \end{gathered}$ | 0 | SW |  | 5 | 10 | 15 | $\begin{aligned} & r \\ & O \end{aligned}$ | FHLR |  | 5 | 10 | 15 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 1 | 3 |  |  |  |  | 1 | 3 |  |  |  |
| 0 | 24.37 | 0.96 | 0.56 | 0.57 | 0.57 | 0.61 | ... | ... | 0.65 | 0.60 | 0.61 | 0.64 |
| 1 | 0.99 | 0.91 | 0.55 | 0.56 | 0.57 | 0.61 | $\ldots$ | ... | 0.65 | 0.60 | 0.60 | 0.64 |
| 2 | 1.00 | 0.90 | 0.55 | 0.56 | 0.56 | 0.60 | $\ldots$ | $\ldots$ | 0.65 | 0.61 | 0.61 | 0.64 |
| 3 | 1.03 | 0.91 | 0.55 | 0.56 | 0.56 | 0.58 | ... | ... | 0.65 | 0.61 | 0.61 | 0.65 |
| 6 | 1.07 | 0.95 | 0.57 | 0.59 | 0.58 | 0.59 | $\ldots$ | ... | 0.64 | 0.59 | 0.60 | 0.64 |
| $C P I$ | $r$ | SW |  |  |  |  | $r$ |  |  |  |  |  |
| $s$ | 0 | 1 | 3 | 5 | 10 | 15 | 0 | 1 | 3 | 5 | 10 | 15 |
| 0 | 4.91 | 0.69 | 0.68 | 0.58 | 0.61 | 0.69 | $\ldots$ | ... | 0.76 | 0.68 | 0.69 | 0.73 |
| 1 | 0.95 | 0.67 | 0.69 | 0.58 | 0.61 | 0.68 | ... | ... | 0.77 | 0.69 | 0.69 | 0.72 |
| 2 | 0.96 | 0.67 | 0.70 | 0.59 | 0.62 | 0.69 | $\ldots$ | ... | 0.78 | 0.70 | 0.70 | 0.73 |
| 3 | 0.97 | 0.67 | 0.70 | 0.59 | 0.63 | 0.69 | $\ldots$ | .. | 0.78 | 0.70 | 0.71 | 0.73 |
| 6 | 0.98 | 0.66 | 0.72 | 0.61 | 0.64 | 0.71 | ... | ... | 0.79 | 0.70 | 0.71 | 0.74 |

Notes: RMSFEs for different model specifications. The cell on the left hand side, corresponding to the model with $s=0$ and $r=0$, reports the MSFE of the naive model. $s$ and $r$ denote the number of lags for the idiosyncratic component and the number of static factors respectively. The number of dynamic factor $q$ is equal to 3 .

Table 4 below compares the relative performances of the SW and FHLR forecasts for different specifications of the the dynamic rank $q$ and for $s=0$ (given the unforecastability of the idiosyncratic component). The static rank $r$ is reported in the first column. The FHLR's method is evaluated for a dynamic rank (reported in parenthesis in the first row) ranging from 1 to 5 . The SW forecasts are reported for comparison. The spectral density matrix is estimated with a triangular window of size $m=\sqrt{T}$.

Results show that for all the specifications, factor forecasts are more precise than the simple univariate forecasts (value less than one) and, when we include at least three dynamic factors $(q=3)$, FHLR factor-based forecasts are very close to the SW forecasts. However, the RMSFEs associated to the FHLR's

[^8]forecasting method are slightly higher than those obtained with the SW principal components forecasts. This is particularly true for CPI. These results could be interpreted as evidence that the restrictions implied by the dynamic factor structure and imposed by the FHLR method are not satisfied by the data. Nevertheless, there are at least two further qualifications to this result. First, the size of the improvements of the two factor models over univariate forecasts is of first order importance, while the differences between factor models are quite small or at least of second order; indeed the correlation between forecasts obtained with the two factor models is around 0.9 both for IP and CPI. ${ }^{10}$ However, as stressed in section 2.3, at this stage, the two methods are not directly comparable and, apart from the dynamic factor structure restrictions, there are still many other differences between the two techniques. Therefore it is impossible to draw a conclusion on the usefulness of the factor restrictions on the basis of these results. We will come back to this point in the next sections. Below we further study the properties of the forecasts by looking at their performance over the out-of-sample evaluation period.

Table 4: The Performance of the $S W$ and $2 S$ methods (RMSFE)
$I P \quad C P I$

| $r$ | SW | fhlr(1) | fhlr(2) | fhlr(3) | fhlr(4) | fhlr(5) | $S W$ | fhlr(1) | fhlr (2) | fhlr(3) | fhlr (4) | fhlr(5) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0.96 | 0.80 |  |  |  |  | 0.69 | 0.87 |  |  |  |  |
| 2 | 0.64 | 0.71 | 0.63 |  |  |  | 0.64 | 0.78 | 0.73 |  |  |  |
| 3 | 0.56 | 0.66 | 0.63 | 0.65 |  |  | 0.68 | 0.72 | 0.67 | 0.76 |  |  |
| 5 | 0.57 | 0.66 | 0.69 | 0.60 | 0.61 | 0.62 | 0.58 | 0.68 | 0.68 | 0.68 | 0.68 | 0.69 |
| 10 | 0.57 | 0.71 | 0.69 | 0.61 | 0.60 | 0.60 | 0.61 | 0.73 | 0.68 | 0.69 | 0.70 | 0.71 |
| 15 | 0.61 | 0.73 | 0.72 | 0.64 | 0.63 | 0.64 | 0.69 | 0.74 | 0.70 | 0.73 | 0.74 | 0.75 |

Notes: RMSFEs for different model specifications. $r$ denotes the number of static factors, $q$, indicated in brackets, denotes the number of dynamic factors.

[^9]
### 4.1 When Does the Large Cross-Section Help?

In this section we study how the forecast accuracy of the two multivariate models has evolved over time. Figure 1 reports the MSFEs of the two factor models relative to the naive benchmark smoothed over time with a centered moving window spanning six years. The shaded areas denote the US recessions as dated by the NBER. The factor forecasts are computed using a specification with 10 static factors for the SW's model and with 3 dynamic factors and 10 static factors for the FHLR's model. The benchmark is the random walk with drift, $r=0, s=0$ in eq.(2.13).

The picture shows that the advantages of factor models on the AR forecast come, almost entirely, from the first part of the sample until 1985 (value of the RMSFE less than one). Improvements are quite remarkable over this period. This is not surprising because at that time the series are characterized by strong comovements. This is a situation in which common factors describe the data particularly well. From 1985 onwards the picture is very different. The two factor models lose most of their advantage over the simple AR model, that is the RMSFEs are, on average, around one. The post 1985 period, known as the "Great Moderation", is characterized by a sizable decline in the volatility of output and price measures (see Stock and Watson, 2004b, and references cited there). Our result of declined forecast accuracy of factor models relative to simple univariate models indicates that the great moderation has also been associated with an important structural break in the relations between IP, CPI and the common factors extracted from our large panel. A slight increase in predictability is nonetheless observed in concomitance with the recession in the 90 s. One possible interpretation is that downturn periods are characterized by increased comovements - a situation in which factor based forecasts are likely to be more accurate. ${ }^{11}$ The picture also shows that the SW's method performs better that the FHLR's one on the pre- 85 sample. On the other hand, during the post-1985 sample, the SW
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simple principal components forecasts become less accurate than the simple random walk, while the FHLR model still retain some advantage over the naive, random walk, model in forecasting CPI inflation.

To shed more light on the sub-sample performances we split the out-of-sample evaluation period in two parts according to the "Great Moderation" breakdown of mid-1980s. We study the performances of the factor based forecasts for different parameterizations of the static and the dynamic rank.

Table 5 below reports the results in terms of RMSFE. The features emerging from Figure 1 are confirmed. During the first period, forecasts obtained with the factor models are remarkably accurate both for IP and CPI. In the second subsample the factor models lose the forecast accuracy that they display in the first sub-sample, becoming even less accurate than a simple random walk forecast. Performance, relative to the naive benchmark is particularly poor for the SW method. These results hold for all specification of the static $r$ and dynamic $q$ rank. D'Agostino, Giannone, and Surico (2006) have shown that the decline of the predictive accuracy relative to naive forecasts is not limited to factor-based forecasts but is a general feature of a wide class of model-based and institutional forecasts.

Results on the relative performances of the two factor models are also confirmed. During the first period the SW forecasts are more accurate that those of the FHLR. Both the factor based forecasts are more accurate than the naive ones. This result holds for both IP and CPI inflation and for all specifications of the static, $r$, and the dynamic rank, $q$. In the post-1985 sample, for all specifications of the static rank $(r)$, SW forecasts are less accurate than the naive forecasts for both IP and CPI inflation; FHLR forecasts for IP are also less accurate than the naive forecasts. For CPI inflation FHLR forecasts are, instead, more accurate than the random walk provided that the number of common shocks is kept small.

Another important feature observed from the results is that over the first sample the most accurate forecasts computed using the FHLR's method are obtained using a specification with at least three dynamic factors, $q>3$. After the

Table 5: The Performance of the $S W$ and $2 S$ methods over the two sub-samples (RMSFE)

| $r$ | IP 1970:1-1984:12 |  |  |  |  |  | CPI 1970:1-1984:12 |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SW | fhlr(1) fhlr(2) fhlr(3) fhlr(4) fhlr(5) |  |  |  |  | SW | fhlr(1) fhlr(2) fhlr(3) fhlr(4) fhlr(5) |  |  |  |  |
| 1 | 0.95 | 0.77 |  |  |  |  | 0.62 | 0.86 |  |  |  |  |
| 2 | 0.53 | 0.67 | 0.57 |  |  |  | 0.56 | 0.75 | 0.69 |  |  |  |
| 3 | 0.44 | 0.62 | 0.56 | 0.60 |  |  | 0.61 | 0.68 | 0.62 | 0.73 |  |  |
| 5 | 0.43 | 0.62 | 0.63 | 0.53 | 0.54 | 0.56 | 0.46 | 0.65 | 0.63 | 0.64 | 0.63 | 0.63 |
| 10 | 0.46 | 0.68 | 0.65 | 0.55 | 0.54 | 0.54 | 0.50 | 0.70 | 0.64 | 0.66 | 0.66 | 0.67 |
| 15 | 0.51 | 0.70 | 0.68 | 0.59 | 0.57 | 0.58 | 0.59 | 0.72 | 0.68 | 0.69 | 0.69 | 0.70 |
|  | IP 1985:1-1999:2SW |  |  |  |  |  | CPI 1985:1-1999:2 |  |  |  |  |  |
| $r$ |  |  |  |  |  |  | SW | fhlr( | fhlr( | fhlr(3) | fhlr( | fhlr (5) |
| 1 | 0.99 | 0.97 |  |  |  |  | 1.09 | 0.95 |  |  |  |  |
| 2 | 1.37 | 0.95 | 1.05 |  |  |  | 1.10 | 0.94 | 0.92 |  |  |  |
| 3 | 1.38 | 0.93 | 1.11 | 1.00 |  |  | 1.06 | 0.96 | 0.91 | 0.93 |  |  |
| 5 | 1.55 | 0.91 | 1.05 | 1.10 | 1.08 | 1.10 | 1.24 | 0.90 | 0.91 | 0.95 | 0.98 | 1.02 |
| 10 | 1.32 | 0.91 | 1.00 | 0.97 | 1.07 | 1.02 | 1.24 | 0.90 | 0.86 | 0.90 | 0.94 | 0.93 |
| 15 | 1.27 | 0.90 | 0.99 | 1.01 | 1.05 | 1.01 | 1.24 | 0.87 | 0.85 | 0.91 | 1.01 | 1.02 |

Notes: RMSFEs for different model specifications. $r$ denotes the number of static factors, $q$, indicated in brackets, denotes the number of dynamic factors.
mid-eighties, instead, a specification with one or two dynamic factors, $q=1,2$, provide more accurate forecasts.

In conclusion, four main results emerge from our exercise. First, if variables are transformed appropriately, idiosyncratic dynamics are irrelevant for forecasting. Second, both the SW and FHLR factor model outperform a simple AR model. The advantages of factor models over a simple univariate model are substantial during the the pre-1985 period, which is characterized by strong comovements and high volatility. Third, factor based forecasts are highly collinear and have similar forecasting accuracy. The SW forecast are, however, slightly more accurate than those obtained via the FHLR in the pre-1985 period, but in the post-85 they become less accurate than both FHLR and random walk forecasts. Finally, the number of common shocks that generate predictable fluctuations of IP and CPI has declined in the "Great Moderation" period.

Although the results of this and the previous sections have highlighted im-
portant features of both the data panel and the models, they still cannot be used to value the relevance of the dynamic restrictions and weighting scheme imposed by the FHLR when computing the forecasts. As stressed in section 2, the two factor-based approaches differ in a number of core and non-core characteristics. To understand the rationales behind the different performances it is necessary to isolate these different features.

### 4.2 SW and FHLR

In this section the two factor models are nested in a unified comparable framework. This allows us to evaluate the importance of the core (weighting schemes ( $G P C$ vs. $P C$ ) and dynamic restrictions) and non-core (estimation window of the spectral density matrix) differences.

As stressed in Section 2, the models can be compared in two ways. First FHLR's approach can be nested in the SW approach by computing $O L S$ projection on the generalized principal components instead of simple principal components, see eq. (2.23). This allows us to isolate the importance of the weighting scheme for the forecast accuracy. Second, the SW method can be obtained as a particular case of the FHLR method, with no restrictions on the spectral density matrix ( $q=n$ ) and rectangular window for the estimation of the spectral density (see eq. (2.25)). In what follows we evaluate the relative performances of these nested models. We also evaluate the impact of alternative spectral density window estimators (triangular and rectangular) on the predictive performance.

Results for the whole sample and the two sub-samples are summarized in table 6. The static rank $r$ is fixed as equal to ten (detailed results for all specifications are reported in Appendix C). We report the MSFEs relative to the random walk for six different forecast specifications, both for IP (left hand side) and CPI (right hand side).

For $O L S$ forecasts based on generalized principal components (see eq. (2.23)), the covariance matrices of the common and idiosyncratic components are estimated by running dynamic principal components on the spectral density matrix
tha is computed with rectangular window (column 2, gpc,ols (r)) and triangular window (column 3, gps,ols ( t )).

Dynamic forecast regression on simple (non-weighted) principal components (see eq. 2.24) are computed on the basis of two estimates of the spectral density matrix: using a rectangular (column 4, pc,dls (r)) and triangular window (column 5 , pc,dls (t)). Results for the same exercise performed on weighted principal components are displayed in columns 6 (gpc,dls (r)) and 7 (gpc,dls (t)). ${ }^{12}$

The first column reports the static rank, $q$, ranging from 1 to $n$ (no dynamic restrictions). The case with the spectral density matrix computed with a rectangular window and $q=n$ nests the SW's approach.

The table is rich in information. We now proceed to summarize it below.
First, forecasts based on simple $O L S$ projections, computed on weighted and non-weighted principal components, are very similar (cfr. colums 2, 3). This is irrespective of the number of dynamic factors and the spectral density estimator (triangular vs rectangular window) used to compute the covariance matrix. Results are robust across samples and forecasted variables. This suggests that weighting for the signal to noise ratio when extracting the common factors does not have a major impact on forecasting accuracy.

Second, when focusing on the whole sample, forecasts based on dynamic factor regression, computed on both weighted (cfr. colums 4, 5) and non-weighted (cfr. colums 6,7 ) principal components, are quite accurate and stable across specifications provided the number of common shocks $q$ is larger than two. For $q=n$ results are very similar to those for $3 \leq q \leq 5$, suggesting that imposing the restrictions of the dynamic factor models has small effect on the forecasting accuracy. This stands in stark contrast to the conjecture of Boivin and Ng (2005), who claim that imposing restrictions on the dynamic structure is harmful for forecasting accuracy.

The crucial "parameter" that explains the differences between the forecasts is rather the window used for the estimation of the spectral density matrix (column

[^11]Table 6: The performances of nested models (RMSFE)


|  | I Sub-Sample |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | IP |  |  |  |  |  | CPI |  |  |  |  |  |
|  | GPC | OLS | PC | DLS | GP | DLS | $\begin{aligned} & \text { GPC, OLS } \\ & (\mathrm{r}) \quad(\mathrm{t}) \end{aligned}$ |  | PC, DLS |  | GPC, DLS |  |
|  | (r) | (t) | (r) | (t) | (r) | (t) |  |  | (r) | (t) | (r) | (t) |
| $q=1$ | 0.45 | 0.42 | 0.66 | 0.68 | 0.64 | 0.68 | 0.48 | 0.49 | 0.74 | 0.71 | 0.67 | 0.70 |
| $q=2$ | 0.41 | 0.41 | 0.71 | 0.66 | 0.70 | 0.65 | 0.53 | 0.53 | 0.60 | 0.64 | 0.62 | 0.64 |
| $q=3$ | 0.46 | 0.43 | 0.48 | 0.55 | 0.49 | 0.55 | 0.50 | 0.50 | 0.54 | 0.66 | 0.55 | 0.66 |
| $q=4$ | 0.49 | 0.44 | 0.45 | 0.54 | 0.46 | 0.54 | 0.49 | 0.50 | 0.57 | 0.66 | 0.58 | 0.66 |
| $q=5$ | 0.54 | 0.48 | 0.44 | 0.55 | 0.46 | 0.54 | 0.51 | 0.50 | 0.54 | 0.66 | 0.57 | 0.67 |
| $q=n$ |  |  | 0.46 | 0.56 |  |  |  |  | 0.54 | 0.65 |  |  |


|  | II Sub-Sample |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | IP |  |  |  |  |  | $C P I$ |  |  |  |  |  |
|  | GPC, OLS |  | PC, DLS |  | GPC, DLS |  | GPC, OLS |  | PC, DLS |  | GPC, DLS |  |
|  | (r) | (t) | (r) | (t) | (r) | (t) | (r) | (t) | (r) | (t) | (r) | (t) |
| $q=1$ | 1.20 | 1.20 | 0.97 | 0.90 | 1.02 | 0.91 | 1.09 | 1.13 | 0.94 | 0.92 | 0.91 | 0.90 |
| $q=2$ | 1.45 | 1.32 | 1.07 | 0.96 | 1.27 | 1.00 | 1.07 | 1.15 | 0.92 | 0.87 | 0.92 | 0.86 |
| $q=3$ | 1.30 | 1.30 | 1.15 | 0.98 | 1.11 | 0.97 | 1.23 | 1.18 | 1.14 | 0.91 | 1.12 | 0.90 |
| $q=4$ | 1.52 | 1.39 | 1.26 | 1.04 | 1.49 | 1.07 | 1.35 | 1.24 | 1.16 | 0.95 | 1.24 | 0.94 |
| $q=5$ | 1.21 | 1.32 | 1.18 | 1.01 | 1.17 | 1.02 | 1.43 | 1.25 | 1.17 | 0.95 | 1.26 | 0.93 |
| $q=n$ |  |  | 1.17 | 0.98 |  |  |  |  | 1.16 | 0.96 |  |  |

[^12] PC and GPC indicate simple and generalized principal components, respectively. OLS and DLS indicate ordinary and dynamic least square projections, respectively.

4 vs column 5 and column 6 vs and 7). The small differences in forecast accuracy between the SW and FHLR methods are hence due to a "non-core" characteristic of the procedures, rather than to the fact that the "tight factor structure" imposed by FHLR is not satisfied by the data, as claimed by Boivin and Ng (2005).

In this context it is important to assess why the choice of the window is so crucial. To address this question we examined the sub-sample performances. The first sub-sample forecasts obtained using the rectangular window estimator outperform those computed using the triangular window. The reverse is true for the second sub-sample. The two periods are characterized by very different persistence of the series; high during 1970s to mid-1980s, and low during mid1980s to the end of 1990s. The triangular window, used in the estimation, gives less weight to covariances associated with longer lags. This choice is, of course, not suitable when samples are characterized by long lasting time dependence, as observed over in first sub-sample. In this case, the rectangular window, that equally weights upon covariances of all orders, is the more appropriate choice. In the second period, characterized by less persistence, putting less weight upon covariances of higher order helps, since it aligns the forecasts toward those of a random walk, which has a very good performance in this low persistent sample (see Atkeson and Ohanian, 2001; D'Agostino, Giannone, and Surico, 2006)

## 5 Conclusions

This paper compares alternative forecasting methodologies based on large-panel factor models. We compare the static principal component approach of Stock and Watson (2002) and the two-step approach of Forni, Hallin, Lippi, and Reichlin (2005) in forecasting Industrial Production (IP) and Consumer Price (CPI) inflation by using a large macroeconomic dataset constructed by Stock and Watson (2002). The main results can be summarized as follows:

- both approaches outperform the simple univariate autoregressive model. The gain from factor based predictions is substantial, especially in periods of high comovements
- few factors capture all the predictable components of CPI inflation and IP, while idiosyncratic dynamics are negligible
- even when factors are estimated by putting less weight to series with larger idiosyncratic variance, there is no evident improvement in the forecast accuracy

Lastly, taking into account the heterogeneity in the lead-lag relations among series, analyzed by nesting the Stock and Watson (2002) approach (no dynamic heterogeneity) in the Forni, Hallin, Lippi, and Reichlin (2005) approach (dynamic heterogeneity), appears irrelevant for the predictive performances.

We conclude that although there is a significant heterogeneity in the signal-to-noise ratio and in the dynamic effects of the common shocks across macroeconomic variables, accounting for this heterogeneity using the Forni, Hallin, Lippi, and Reichlin (2005) approach does not help improving the forecasting accuracy of factor based forecasts. In the last period, however, the Forni, Hallin, Lippi, and Reichlin (2005) approach slightly improves on the naive model in particular for inflation. In this case, however, the degree of shrinkage of autocovariances at longer lags is crucial for forecast precision.
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## 6 Appendix A: Data definition and transformation codes

$1=$ no transformation, $2=$ first difference, $3=$ second difference , $4=\operatorname{logarithm} \times 100,5=$ monthly growth rate (first difference of logarithms $\times 100$ ), $6=$ first difference of monthly growth rates (second difference of logarithms $\times 100$ ), $7=$ first difference on yearly growth rate (twelfth difference of first difference of logarithms $\times 100$ )

|  | code | sample | transf. | description |
| :---: | :---: | :---: | :---: | :---: |
| 1 | ip | 1959:01 1999:02 | 5 | Real output and income industrial production: total index (1992D 100, sa) |
| 2 | ipp | 1959:01 1999:02 | 5 | industrial production: products,total (1992 D 100, sa) |
| 3 | ipf | 1959:01 1999:02 | 5 | industrial production: final products (1992 D 100, sa) |
| 4 | ipc | 1959:01 1999:02 | 5 | industrial production: consumer goods (1992 D 100, sa) |
| 5 | ipcd | 1959:01 1999:02 | 5 | industrial production: durable consumer goods (1992 D 100, sa) |
| 6 | ipen | 1959:01 1999:02 | 5 | industrial production: nondurable consumer goods (1992 D 100, sa) |
| 7 | ipe | 1959:01 1999:02 | 5 | industrial production: business equipment (1992 D 100, sa) |
| 8 | ipi | 1959:01 1999:02 | 5 | industrial production: intermediate products (1992 D 100, sa) |
| 9 | ipm | 1959:01 1999:02 | 5 | industrial production: materials (1992 D100, sa) |
| 10 | ipmnd | 1959:01 1999:02 | 5 | industrial production:nondurable goods materials (1992 D 100, sa) |
| 11 | ipmfg | 1959:01 1999:02 | 5 | industrial production: manufacturing (1992 D 100, sa) |
| 12 | ipd | 1959:01 1999:02 | 5 | industrial production: durable manufacturing (1992 D 100, sa) |
| 13 | ipn | 1959:01 1999:02 | 5 | industrial production: nondurable manufacturing (1992 D 100, sa) |
| 14 | ipmin | 1959:01 1999:02 | 5 | industrial production: mining (1992 D 100, sa) |
| 15 | iput | 1959:01 1999:02 | 5 | industrial production: utilities (1992 D 100, sa) |
| 16 | ipxmca | 1959:01 1999:02 | 1 | capacity util rate: manufacturing, total (\% of capacity, sa)(frb) |
| 17 | pmi | 1959:01 1999:02 | 1 | purchasing managers index (sa) |
| 18 | pmp | 1959:01 1999:02 | 1 | NAPM production index (percent) |
| 19 | gmyxpq | 1959:01 1999:02 | 5 | personal income less transfer payments (chained) (\#51) (bil 92\$, saar) |
| 20 | lhel | 1959:01 1999:02 | 5 | Employment and hours index of help-wanted advertising in newspapers (1967 D 100; sa) |
| 21 | lhelx | 1959:01 1999:02 | 4 | employment: ratio; help-wanted ads:no. unemployed clf |
| 22 | lhem | 1959:01 1999:02 | 5 | civilian labor force: employed, total (thous., sa) |
| 23 | lhnag | 1959:01 1999:02 | 5 | civilian labor force: employed, nonagric. industries (thous., sa) |
| 24 | lhur | 1959:01 1999:02 | 1 | unemployment rate: all workers, 16 years \& over (\%, sa) |
| 25 | lhu680 | 1959:01 1999:02 | 1 | unemploy. by duration: average (mean) duration in weeks (sa) |
| 26 | lhu5 | 1959:01 1999:02 | 1 | unemploy. by duration: persons unempl. less than 5 wks (thous., sa) |
| 27 | lhu14 | 1959:01 1999:02 | 1 | unemploy. by duration: persons unempl. 5 to 14 wks (thous., sa) |
| 28 | lhu15 | 1959:01 1999:02 | 1 | unemploy. by duration: persons unempl. 15 wks C (thous., sa) |
| 29 | lhu26 | 1959:01 1999:02 | 1 | unemploy. by duration: persons unempl. 15 to 26 wks (thous., sa) |
| 30 | lpnag | 1959:01 1999:02 | 5 | employees on nonag. payrolls: total (thous., sa) |
| 31 | lp | 1959:01 1999:02 | 5 | employees on nonag. payrolls: total, private (thous., sa) |
| 32 | lpgd | 1959:01 1999:02 | 5 | employees on nonag. payrolls: goods-producing (thous., sa) |
| 33 | lpcc | 1959:01 1999:02 | 5 | employees on nonag. payrolls: contract construction (thous., sa) |
| 34 | lpem | 1959:01 1999:02 | 5 | employees on nonag. payrolls: manufacturing (thous., sa) |
| 35 | lped | 1959:01 1999:02 | 5 | employees on nonag. payrolls: durable goods (thous., sa) |
| 36 | lpen | 1959:01 1999:02 | 5 | employees on nonag. payrolls: nondurable goods (thous., sa) |
| 37 | lpsp | 1959:01 1999:02 | 5 | employees on nonag. payrolls: service-producing (thous., sa) |
| 38 | lpfr | 1959:01 1999:02 | 5 | employees on nonag. payrolls: nance, insur. \& real estate (thous., sa) |
| 39 | lps | 1959:01 1999:02 | 5 | employees on nonag. payrolls: services (thous., sa) |
| 40 | lpgov | 1959:01 1999:02 | 5 | employees on nonag. payrolls: government (thous., sa) |
| 41 | lphrm | 1959:01 1999:02 | 1 | avg. weekly hrs. of production wkrs.: manufacturing (sa) |
| 42 | lpmosa | 1959:01 1999:02 | 1 | avg. weekly hrs. of prod. wkrs.: mfg., overtime hrs. (sa) |
| 43 | pmemp | 1959:01 1999:02 | 1 | NAPM employment index (percent) |
| 44 | msmtq | 1959:01 1999:02 | 5 | Real retail, manufacturing and trade sales manufacturing \& trade: total (mil of chained 1992 dollars)(sa) |
| 45 | msmq | 1959:01 1999:02 | 5 | manufacturing \& trade: manufacturing; total (mil of chained 1992 dollars)(sa) |
| 46 | msdq | 1959:01 1999:02 | 5 | manufacturing \& trade: mfg; durable goods (mil of chained 1992 dollars)(sa) |
| 47 | msnq | 1959:01 1999:02 | 5 | manufact. \& trade: mfg; nondurable goods (mil of chained 1992 dollars)(sa) |
| 48 | wtq | 1959:01 1999:02 | 5 | merchant wholesalers: total (mil of chained 1992 dollars)(sa) |
| 49 | wtdq | 1959:01 1999:02 | 5 | merchant wholesalers: durable goods total (mil of chained 1992 dollars)(sa) |
| 50 | wtnq | 1959:01 1999:02 | 5 | merchant wholesalers: nondurable goods (mil of chained 1992 dollars)(sa) |
| 51 | rtq | 1959:01 1999:02 | 5 | retail trade: total (mil of chained 1992 dollars)(sa) |
| 52 | rtnq | 1959:01 1999:02 | 5 | retail trade: nondurable goods (mil of 1992 dollars)(sa) |
|  |  |  |  | Consumption |
| 53 | gmcq | 1959:01 1999:02 | 5 | personal consumption expend (chained)-total (bil 92\$, saar) |
| 54 | gmcdq | 1959:01 1999:02 | 5 | personal consumption expend (chained)-total durables (bil 92\$, saar) |
| 55 | gmenq | 1959:01 1999:02 | 5 | personal consumption expend (chained)-nondurables (bil 92\$, saar) |
| 56 | gmcsq | 1959:01 1999:02 | 5 | personal consumption expend (chained)-services (bil 92\$, saar) |
| 57 | gmcanq | 1959:01 1999:02 | 5 | personal cons expend (chained)-new cars (bil 92\$, saar) |
|  |  |  |  | Housing starts and sales |
| 58 | hsfr | 1959:01 1999:02 | 4 | housing starts: nonfarm (1947-58); total farm and nonfarm (1959-) (thous., sa) |
| 59 | hsne | 1959:01 1999:02 | 4 | housing starts: northeast (thous.u.) s.a. |
| 60 | hsmw | 1959:01 1999:02 | 4 | housing starts: midwest (thous.u.) s.a. |
| 61 | hssou | 1959:01 1999:02 | 4 | housing starts: south (thous.u.) s.a. |
| 62 | hswst | 1959:01 1999:02 | 4 | housing starts: west (thous.u.) s.a. |
| 63 | hsbr | 1959:01 1999:02 | 4 | housing authorized: total new priv housing units (thous., saar) |
| 64 | hmob | 1959:01 1999:02 | 4 | mobile homes: manufacturers shipments (thous. of units, saar) |
| 65 | ivmtq | 1959:01 1999:02 | 5 | manufacturing \& trade inventories: total (mil of chained 1992)(sa) |
| 66 | ivmfgq | 1959:01 1999:02 | 5 | inventories, business, mfg (mil of chained 1992 dollars, sa) |
| 67 | ivmfdq | 1959:01 1999:02 | 5 | inventories, business durables (mil of chained 1992 dollars, sa) |



## 7 Appendix B: Transformations for prices

For prices and wages two different transformations have been used in the literature. Stock and Watson (2002) transform prices in first differences of monthly inflation, while Giannone, Reichlin and Sala (2005) and Giannone, Reichlin and Small (2005) use first differences of annual inflation. We use the latter approach for two reasons. First, it consists in imposing the "Atkeson-Ohanian prior" of random walk on price annual inflation which works surprisingly well in forecasting (Atkeson and Ohanian, 2001). Second, monthly changes of yearly inflation, in contrast to monthly changes of monthly inflation, have dynamic properties similar to those of the rest of the panel. This is a desirable property since with a more homogenous panel it is more likely that one can capture the dynamic characteristics of the whole panel by means of few factors. Table 1 below reports the average persistence (measured as the ratio between medium and long run variance and total variance) for the price block and compares it with the average persistence of the rest of the panel, using the two alternative transformations. ${ }^{13}$

Table 7: Percentage of the total variance explained within frequency bands with cyclical components longer than three, two and one years

|  | Cyclical Components |  |  |
| :--- | :---: | :---: | :---: |
|  | $>3 y$ | $>2 y$ | $>1 y$ |
| Whole Panel | 0.28 | 0.32 | 0.40 |
| Industrial Production block | 0.20 | 0.26 | 0.36 |
| Price block: Monthly changes of yearly inflation | 0.16 | 0.23 | 0.34 |
| Price block: Monthly changes of monthly inflation | 0.00 | 0.01 | 0.02 |

It is evident that the medium-long run component is negligible for monthly changes of monthly price inflation, while it is very large for real variables, which

[^13]display the typical spectral shape of Granger (1966). On the other hand, when imposing the random walk prior, the typical shape is recovered also for prices.

## 8 Appendix C: Tables

Table 8: Generalized Principal Components (GPC), Ordinary Least Squares (OLS), (Rectangular Window)


[^14]Table 9: Generalized Principal Components (GPC), Ordinary Least Squares (OLS), (Triangular Window)

| IP | $r$ | Whole Sample |  |  | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 |  |  |  |  |  |  |  |  |  |  |  |
| FHLR ( $q=1$ ) | 0.77 | 0.65 | 0.57 | 0.57 | 0.52 | 0.51 | 0.52 | 0.52 | 0.52 | 0.52 | 0.51 | 0.51 | 0.52 | 0.51 | 0.52 |
| FHLR ( $q=2$ ) | ... | 0.61 | 0.60 | 0.57 | 0.57 | 0.55 | 0.54 | 0.55 | 0.54 | 0.52 | 0.53 | 0.54 | 0.55 | 0.56 | 0.56 |
| FHLR ( $q=3$ ) | $\ldots$ | ... | 0.57 | 0.57 | 0.59 | 0.56 | 0.56 | 0.56 | 0.56 | 0.54 | 0.55 | 0.56 | 0.56 | 0.56 | 0.58 |
| FHLR ( $q=4$ ) | ... | ... | ... | 0.61 | 0.59 | 0.59 | 0.60 | 0.59 | 0.58 | 0.56 | 0.58 | 0.58 | 0.58 | 0.58 | 0.62 |
| FHLR ( $q=5$ ) | $\cdots$ | $\ldots$ | $\cdots$ | ... | 0.60 | 0.58 | 0.58 | 0.58 | 0.59 | 0.58 | 0.61 | 0.61 | 0.61 | 0.61 | 0.65 |
|  | $r$ | Whole Sample |  |  |  |  |  |  |  |  |  |  |  |  |  |
| CPI | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
| FHLR ( $q=1$ ) | 0.84 | 0.67 | 0.58 | 0.55 | 0.52 | 0.54 | 0.55 | 0.57 | 0.59 | 0.59 | 0.59 | 0.57 | 0.57 | 0.57 | 0.58 |
| FHLR ( $q=2$ ) | ... | 0.66 | 0.56 | 0.58 | 0.58 | 0.56 | 0.58 | 0.58 | 0.59 | 0.63 | 0.62 | 0.62 | 0.63 | 0.63 | 0.63 |
| FHLR ( $q=3$ ) | $\ldots$ | ... | 0.72 | 0.63 | 0.58 | 0.56 | 0.56 | 0.58 | 0.59 | 0.60 | 0.61 | 0.61 | 0.62 | 0.62 | 0.64 |
| FHLR ( $q=4$ ) | $\ldots$ | $\ldots$ | ... | 0.63 | 0.60 | 0.62 | 0.61 | 0.60 | 0.61 | 0.61 | 0.63 | 0.63 | 0.65 | 0.66 | 0.66 |
| FHLR ( $q=5$ ) | $\ldots$ | $\cdots$ | $\ldots$ | ... | 0.60 | 0.62 | 0.61 | 0.61 | 0.61 | 0.61 | 0.64 | 0.64 | 0.65 | 0.66 | 0.68 |
|  | $r$ | 70:1-84:12 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| IP | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
| FHLR (q=1) | 0.74 | 0.55 | 0.44 | 0.43 | 0.41 | 0.40 | 0.41 | 0.42 | 0.41 | 0.42 | 0.41 | 0.41 | 0.42 | 0.41 | 0.41 |
| FHLR ( $q=2$ ) | ... | 0.50 | 0.46 | 0.43 | 0.44 | 0.42 | 0.42 | 0.42 | 0.42 | 0.41 | 0.41 | 0.43 | 0.44 | 0.46 | 0.45 |
| FHLR ( $q=3$ ) | $\ldots$ | ... | 0.44 | 0.42 | 0.44 | 0.42 | 0.42 | 0.42 | 0.43 | 0.43 | 0.45 | 0.46 | 0.45 | 0.45 | 0.48 |
| FHLR ( $q=4$ ) | $\ldots$ | $\ldots$ | ... | 0.46 | 0.44 | 0.44 | 0.44 | 0.44 | 0.44 | 0.44 | 0.45 | 0.46 | 0.46 | 0.46 | 0.51 |
| FHLR ( $q=5$ ) | $\ldots$ | $\ldots$ | $\ldots$ | ... | 0.45 | 0.44 | 0.43 | 0.44 | 0.46 | 0.48 | 0.50 | 0.52 | 0.52 | 0.53 | 0.57 |
|  | $r$ | 70:1-84:12 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| CPI | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
| FHLR ( $q=1$ ) | 0.80 | 0.61 | 0.49 | 0.46 | 0.43 | 0.44 | 0.46 | 0.48 | 0.50 | 0.49 | 0.49 | 0.48 | 0.48 | 0.48 | 0.48 |
| FHLR ( $q=2$ ) | $\ldots$ | 0.60 | 0.48 | 0.50 | 0.48 | 0.44 | 0.47 | 0.47 | 0.49 | 0.53 | 0.53 | 0.53 | 0.54 | 0.54 | 0.54 |
| FHLR ( $q=3$ ) | ... | ... | 0.67 | 0.54 | 0.47 | 0.44 | 0.45 | 0.47 | 0.49 | 0.50 | 0.50 | 0.51 | 0.52 | 0.52 | 0.53 |
| FHLR ( $q=4$ ) | $\ldots$ | $\ldots$ | ... | 0.53 | 0.48 | 0.51 | 0.49 | 0.49 | 0.49 | 0.50 | 0.51 | 0.52 | 0.54 | 0.55 | 0.55 |
| FHLR ( $q=5$ ) | $\cdots$ | $\ldots$ | $\cdots$ | ... | 0.48 | 0.52 | 0.50 | 0.50 | 0.50 | 0.50 | 0.52 | 0.53 | 0.55 | 0.55 | 0.57 |
|  | $r$ | 85:1-end |  |  |  |  |  |  |  |  |  |  |  |  |  |
| IP | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
| FHLR ( $q=1$ ) | 0.99 | 1.28 | 1.50 | 1.53 | 1.28 | 1.27 | 1.27 | 1.26 | 1.23 | 1.20 | 1.20 | 1.19 | 1.21 | 1.21 | 1.24 |
| FHLR ( $q=2$ ) | ... | 1.40 | 1.56 | 1.53 | 1.47 | 1.45 | 1.43 | 1.44 | 1.41 | 1.32 | 1.33 | 1.32 | 1.29 | 1.29 | 1.31 |
| FHLR ( $q=3$ ) | $\ldots$ | ... | 1.48 | 1.54 | 1.62 | 1.59 | 1.55 | 1.52 | 1.44 | 1.30 | 1.30 | 1.30 | 1.28 | 1.29 | 1.32 |
| FHLR ( $q=4$ ) | $\ldots$ | $\ldots$ | ... | 1.63 | 1.61 | 1.62 | 1.69 | 1.60 | 1.57 | 1.39 | 1.40 | 1.40 | 1.40 | 1.41 | 1.41 |
| FHLR ( $q=5$ ) | $\ldots$ | $\ldots$ | $\ldots$ | ... | 1.64 | 1.61 | 1.65 | 1.54 | 1.50 | 1.32 | 1.40 | 1.25 | 1.22 | 1.19 | 1.22 |
|  | $r$ | 85:1-end |  |  |  |  |  |  |  |  |  |  |  |  |  |
| CPI | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
| FHLR ( $q=1$ ) | 1.05 | 1.04 | 1.06 | 1.04 | 1.00 | 1.12 | 1.11 | 1.12 | 1.08 | 1.13 | 1.15 | 1.08 | 1.07 | 1.08 | 1.10 |
| FHLR ( $q=2$ ) | ... | 1.03 | 1.02 | 1.04 | 1.10 | 1.26 | 1.21 | 1.18 | 1.15 | 1.15 | 1.15 | 1.15 | 1.18 | 1.16 | 1.19 |
| FHLR ( $q=3$ ) | $\ldots$ | ... | 1.04 | 1.13 | 1.20 | 1.23 | 1.18 | 1.19 | 1.18 | 1.18 | 1.19 | 1.19 | 1.19 | 1.18 | 1.24 |
| FHLR ( $q=4$ ) | $\ldots$ | $\ldots$ | ... | 1.21 | 1.26 | 1.22 | 1.25 | 1.25 | 1.25 | 1.24 | 1.27 | 1.27 | 1.28 | 1.28 | 1.31 |
| FHLR ( $q=5$ ) | $\ldots$ | $\ldots$ | $\ldots$ | ... | 1.31 | 1.22 | 1.24 | 1.27 | 1.27 | 1.25 | 1.30 | 1.26 | 1.28 | 1.28 | 1.30 |

Notes: Relative MSFEs of different models. $r$ is the number of static factors and $q$ is the number of dynamic factors. The idiosyncratic component $s$ is set equal to zero.

Table 10: Principal Components (PC), Dynamic Least Squares (DLS), (Rectangular Window)


Notes: Relative MSFEs of different models. $r$ is the number of static factors and $q$ is the number of dynamic factors. The idiosyncratic component $s$ is set equal to zero.

Table 11: Principal Components (PC), Dynamic Least Squares (DLS), (Triangular Window)


Notes: Relative MSFEs of different models. $r$ is the number of static factors and $q$ is the number of dynamic factors. The idiosyncratic component $s$ is set equal to zero.

Table 12: Generalized Principal Components (GPC), Dynamic Least Squares (DLS), (Rectangular Window)


Notes: Relative MSFEs of different models. $r$ is the number of static factors and $q$ is the number of dynamic factors. The idiosyncratic component $s$ is set equal to zero,

Table 13: Generalized Principal Components (GPC), Dynamic Least Squares (DLS), (Triangular Window)

| IP | $r$ 1 | $2^{\text {Wh }}$ | ${ }_{3} \mathrm{Sa}$ | ple | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| FHLR ( $q=1$ ) | 0.80 | 0.71 | 0.66 | 0.66 | 0.66 | 0.67 | 0.68 | 0.70 | 0.70 | 0.71 | 0.71 | 0.71 | 0.73 | 0.72 | 0.73 |
| FHLR (q=2) |  | 0.63 | 0.63 | 0.67 | 0.69 | 0.69 | 0.69 | 0.70 | 0.70 | 0.69 | 0.70 | 0.70 | 0.71 | 0.71 | 0.72 |
| FHLR ( $q=3$ ) |  |  | 0.65 | 0.60 | 0.60 | 0.59 | 0.59 | 0.59 | 0.61 | 0.61 | 0.62 | 0.63 | 0.62 | 0.62 | 0.64 |
| FHLR ( $q=4$ ) |  |  |  | 0.63 | 0.61 | 0.60 | 0.62 | 0.61 | 0.62 | 0.60 | 0.61 | 0.61 | 0.61 | 0.62 | 0.63 |
| FHLR ( $q=5$ ) |  |  |  |  | 0.62 | 0.60 | 0.61 | 0.61 | 0.62 | 0.60 | 0.62 | 0.62 | 0.62 | 0.62 | 0.64 |
|  | $r$ | Whole Sample |  |  |  |  |  |  |  |  |  |  |  |  |  |
| CPI | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
| FHLR ( $q=1$ ) | 0.87 | 0.78 | 0.72 | 0.71 | 0.68 | 0.70 | 0.71 | 0.71 | 0.73 | 0.73 | 0.73 | 0.73 | 0.74 | 0.74 | 0.74 |
| FHLR ( $q=2$ ) |  | 0.73 | 0.67 | 0.68 | 0.68 | 0.67 | 0.67 | 0.67 | 0.67 | 0.68 | 0.68 | 0.69 | 0.70 | 0.69 | 0.70 |
| FHLR ( $q=3$ ) |  |  | 0.76 | 0.71 | 0.68 | 0.68 | 0.67 | 0.69 | 0.69 | 0.69 | 0.71 | 0.71 | 0.72 | 0.72 | 0.73 |
| FHLR ( $q=4$ ) |  |  |  | 0.71 | 0.68 | 0.69 | 0.69 | 0.69 | 0.70 | 0.70 | 0.72 | 0.72 | 0.73 | 0.74 | 0.74 |
| FHLR ( $q=5$ ) |  |  |  |  | 0.69 | 0.69 | 0.69 | 0.70 | 0.71 | 0.71 | 0.72 | 0.73 | 0.74 | 0.75 | 0.75 |
|  | $r$ | 70:1-84:12 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| IP | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
| FHLR ( $q=1$ ) | 0.77 | 0.67 | 0.62 | 0.62 | 0.62 | 0.64 | 0.65 | 0.67 | 0.67 | 0.68 | 0.68 | 0.69 | 0.70 | 0.70 | 0.70 |
| FHLR ( $q=2$ ) |  | 0.57 | 0.56 | 0.60 | 0.63 | 0.64 | 0.64 | 0.65 | 0.66 | 0.65 | 0.65 | 0.66 | 0.67 | 0.68 | 0.68 |
| FHLR ( $q=3$ ) |  |  | 0.60 | 0.54 | 0.53 | 0.52 | 0.52 | 0.53 | 0.55 | 0.55 | 0.57 | 0.57 | 0.57 | 0.57 | 0.59 |
| FHLR ( $q=4$ ) |  |  |  | 0.56 | 0.54 | 0.53 | 0.53 | 0.53 | 0.53 | 0.54 | 0.54 | 0.54 | 0.55 | 0.55 | 0.57 |
| FHLR ( $q=5$ ) |  |  |  |  | 0.56 | 0.53 | 0.53 | 0.54 | 0.54 | 0.54 | 0.54 | 0.56 | 0.56 | 0.57 | 0.58 |
|  | $r$ | 70:1-84:12 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| CPI | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
| FHLR ( $q=1$ ) | 0.86 | 0.750.69 | 0.68 | 0.67 | 0.65 | 0.66 | 0.67 | 0.68 | 0.70 | 0.70 | 0.70 | 0.71 | 0.71 | 0.71 | 0.72 |
| FHLR ( $q=2$ ) |  |  | 0.62 | 0.64 | 0.63 | 0.62 | 0.62 | 0.63 | 0.64 | 0.64 | 0.65 | 0.66 | 0.67 | 0.67 | 0.68 |
| FHLR ( $q=3$ ) |  |  | 0.73 | 0.67 | 0.64 | 0.63 | 0.63 | 0.65 | 0.65 | 0.66 | 0.67 | 0.68 | 0.69 | 0.69 | 0.69 |
| FHLR ( $q=4$ ) |  |  |  | 0.66 | 0.63 | 0.65 | 0.65 | 0.65 | 0.66 | 0.66 | 0.67 | 0.68 | 0.69 | 0.69 | 0.69 |
| FHLR ( $q=5$ ) |  |  |  |  | 0.63 | 0.65 | 0.65 | 0.66 | 0.66 | 0.67 | 0.67 | 0.69 | 0.69 | 0.70 | 0.70 |
|  | $r$ | 85:1-end |  |  |  |  |  |  |  |  |  |  |  |  |  |
| IP | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
| FHLR (q=1) | 0.97 | 0.95 | 0.93 | 0.98 | 0.91 | 0.90 | 0.91 | 0.90 | 0.89 | 0.91 | 0.91 | 0.90 | 0.91 | 0.90 | 0.90 |
| FHLR ( $q=2$ ) |  | 1.05 | 1.11 | 1.11 | 1.05 | 1.04 | 1.02 | 1.03 | 1.03 | 1.00 | 1.00 | 0.99 | 0.97 | 0.96 | 0.99 |
| FHLR ( $q=3$ ) |  |  | 1.00 | 1.04 | 1.10 | 1.09 | 1.07 | 1.05 | 1.05 | 0.97 | 0.96 | 0.99 | 0.98 | 0.98 | 1.01 |
| FHLR ( $q=4$ ) |  |  |  | 1.09 | 1.08 | 1.10 | 1.22 | 1.18 | 1.18 | 1.07 | 1.06 | 1.08 | 1.06 | 1.06 | 1.05 |
| FHLR ( $q=5$ ) |  |  |  |  | 1.10 | 1.10 | 1.16 | 1.13 | 1.12 | 1.02 | 1.12 | 1.05 | 1.02 | 1.00 | 1.01 |
|  | $r$ | 85:1-end |  |  |  |  |  |  |  |  |  |  |  |  |  |
| CPI | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
| FHLR ( $q=1$ ) | 0.95 | 0.94 | 0.96 | 0.94 | 0.90 | 0.91 | 0.90 | 0.90 | 0.90 | 0.90 | 0.90 | 0.88 | 0.87 | 0.87 | 0.87 |
| FHLR ( $q=2$ ) |  | 0.92 | 0.91 | 0.91 | 0.91 | 0.94 | 0.91 | 0.89 | 0.87 | 0.86 | 0.85 | 0.85 | 0.86 | 0.83 | 0.85 |
| FHLR ( $q=3$ ) |  |  | 0.93 | 0.94 | 0.95 | 0.95 | 0.92 | 0.91 | 0.90 | 0.90 | 0.90 | 0.90 | 0.90 | 0.90 | 0.91 |
| FHLR ( $q=4$ ) |  |  |  | 0.98 | 0.98 | 0.94 | 0.95 | 0.95 | 0.94 | 0.94 | 0.97 | 0.97 | 0.98 | 0.98 | 1.01 |
| FHLR ( $q=5$ ) |  |  |  |  | 1.02 | 0.95 | 0.97 | 0.97 | 0.97 | 0.93 | 1.00 | 0.98 | 1.01 | 1.02 | 1.02 |

Notes: Relative MSFEs of different models. $r$ is the number of static factors and $q$ is the number of dynamic factors. The idiosyncratic component $s$ is set equal to zero.
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[^1]:    ${ }^{1}$ The model we present here is a restricted version of the "dynamic factor model" proposed by Forni, Hallin, Lippi, and Reichlin (2000). The relations between "restricted" and "general" dynamic factor model have been studied in Forni, Giannone, Lippi, and Reichlin (2005) and Forni, Hallin, Lippi, and Reichlin (2005).

[^2]:    ${ }^{2}$ The restriction $r=q(s+1)$ holds in this very simple model but in more general models we can only say that $r \geq q$ (see Forni, Giannone, Lippi, and Reichlin, 2005; Giannone, Reichlin, and Sala, 2006).
    ${ }^{3}$ Given a matrix $A$ with complex entries, its conjugate transpose will be denoted as $A^{\prime}$.

[^3]:    ${ }^{4}$ This equation is a restricted version of that used by Stock and Watson (2002), since it allows only for dependence on contemporaneous factors. They call this a DI-AR (diffusion index-autoregressive) forecast. When the autoregressive part is dropped it is called simply DI forecast. SW (2002) show that, in most cases, DI-AR and DI forecasts are as good as or better than forecasts obtained including also lagged factors, labelled as DI-AR, Lag.

[^4]:    ${ }^{5}$ It is worth stressing that we are not anymore in the framework of Section 2.3 since the number of dynamic factors, $q$, is allowed to be larger than the number of static factors, $r$.

[^5]:    ${ }^{6}$ The marginal contribution of each principal component in explaining the panel variance (at each frequency) is equal to the eigenvalues of the covariance matrix (spectral density matrix at a given frequency). The approximate factor structure assumption requires that few of those eigenvalues become large while the remaining stay small, when the cross-sectional dimension becomes larger and larger.

[^6]:    ${ }^{7}$ Our measure is given by: $\operatorname{trace} \hat{\Gamma}_{0}^{\chi} / \operatorname{trace} \hat{\Gamma}_{0}$ where $\hat{\Gamma}_{0}^{\chi}$ is estimated by using the first $q$ dynamic principal components (cfr. eq.(2.17)) and the first $r$ static principal components (cfr. $e q .(2.12))$. For dynamic principal components, the spectral density matrix is estimated using a Bartlett window.

[^7]:    ${ }^{8}$ For each specification, lag length and number of common factors are kept fixed for the whole out-of-sample simulation exercise. All the exercises of the paper have also been performed by using information criteria to select the parameterizations in real-time, as in Boivin and Ng (2005). The results, available upon request, show that this alternative strategy does not affect the qualitative conclusions of the paper.
    ${ }^{9}$ This result is in line with that of Giannone, Reichlin, and Sala (2004). Stock and Watson (2002) obtained a similar result for IP, but not for CPI. What characterizes our forecast is the different transformation used for prices: Stock and Watson (2002) use monthly changes of monthly CPI inflation, while we use monthly changes of yearly inflation. The transformations

[^8]:    in Stock and Watson (2002) are such that prices display dynamic properties that are different from those of the rest of the panel. Indeed their spectrum peaks at the high frequencies. In this paper, the transformed series have, as most of the other series included in the panel, a power spectrum localized on the business cycle frequencies. This makes the use of the lags of the prices themselves redundant. A discussion on the different transformations for prices is reported in appendix B.

[^9]:    ${ }^{10}$ As for Figure 1, a specification with 3 dynamic factors, 10 static factors and without idiosyncratic component is used for this computation.

[^10]:    ${ }^{11}$ Comovement is indeed one of the main features of the recessions, see Burns and Mitchell (1946).

[^11]:    ${ }^{12}$ Results in columns 5 are the same of the previous section.

[^12]:    

[^13]:    ${ }^{13}$ Our measure of persistence is defined as the variance due to fluctuations with period of length longer than a given threshold $P$. Precisely, for a given variable $x_{i t}$, we define

    $$
    \rho_{i}(\bar{\theta})=\frac{\int_{-\bar{\theta}}^{\bar{\theta}} \sigma_{i}^{2}(\theta) d \theta}{\int_{-\pi}^{\pi} \sigma_{i}^{2}(\theta) d \theta}
    $$

    where $\sigma_{i}^{2}(\theta)$ is the spectral density of $x_{i t}$, estimated as outlined in Section 2, using a Bartlett window equal to $36, \bar{\theta}=2 \pi / P$. We report the average value of $\rho$ for groups of variables and for $P=12,24,36$ months

[^14]:    Notes: Relative MSFEs of different models. $r$ is the number of static factors and $q$ is the number of dynamic factors. The idiosyncratic component $s$ is set equal to zero.

