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Abstract

The polymorphism at several loci on the same chromosome is often a prob-
lem for interpreting individual phenotypes because the phase of heterozy-
gous can’t be determined. The phase of haplotypes is usually unknown when
diploids individuals are heterozygous at more than one locus. Haplotypes
can be obtained, at considerable cost, experimentally through genetyping of
additional family members. Alternatively, a statistical method can be used
to estimate the haplotypes distribution. We present a new statistical method,
base on Hardy Weinberg Equilibrium to infer the phase of phenotypes. To
contend with some weakness of the existing algorithms, we propose a new
statistical approach, which is neither an EM algorithm nor a bayesian MCMC
approach. The intuition of this method may be presented in the following
way. Empirical distributions deduced from phenotypes’ data are biased es-
timates of the true estimation of haplotypes. However if we consider Q loci
the bias depends on the distribution of subsets of Q−1 loci. As the marginal
distributions may be estimated consistently we construct a bias correction
recursion which provides unbias asymptotically normal estimations.

Keywords: haplotype distribution, estimation of mixtures, phenotypes la-
tent variables, moments estimation.
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1 Introduction

Haplotype information is essential for many analyses of genetics data, for
example, in disease mapping (Risch and Merikangas 1996) or in DNA pool-
ing (Wang, Kidd, Zhao 2003). Haplotype estimation is an important issue,
both in population genetics (Single, Merger et alii 2002) and in the iden-
tification of complex diesease genes (Niu, Qin et alii 2002). For example,
associations between markers and disease loci that are not evident with a
single marker locus may be identified in multi-locus market analyses using
estimated haplotype frequencies. Current genotyping methods do not pro-
vide phase information. This can be obtained, partially through genotyping
of additional family members (Duldbridge, Kolleman et alii 2000).

If no information is available from family members, a statistical method
may be used. From phenotypes observations, the joint distribution of haplo-
types is estimated and the knowledge of this distribution and of the pheno-
type of an individual may be used to infer the phase.

This paper addresses the question of estimation of the joint distribution of
the haplotypes using phenotypes data and proposes a new simple estimation
method. The use of this distribution to infer the phase for an individual does
not depend on the estimation procedure and is not explicitely considered in
this paper. The two most popular existing methods are maximum likeli-
hood, implemented via the EM Algorithm (Excoffier and Slatkin, 1995), and
a parsimony method created by Clark (1990)). Thus, a third method is pro-
posed by Stephens, Smith and Donnely (2001). Their phase reconstruction
method (a bayesian one) uses Gibb’s sampling, a type of MCMC algorithm.
We present a new statistical method, based on Hardy-Weinberg Equilibrium
to infer the phase of phenotype, which is neither an EM Algorithm nor a
bayesian MCMC approach. This method is a moment estimation, based on
the fitting between theoretical and empirical moments and provides estima-
tion of the haplotype’s distribution using phenotypes data. Even if moment
estimation does not reach asymptotic efficiency bound like maximum likeli-
hood, its has similar advantages. This estimator is more easy to compute, it
does not depend on a stopping rule and simulations show that is can perform
better then maximum likelihood in small sample analysis.

In section II we describe the latent model and the observable. In section
III we define both likelihood of latent and observable data. In section IV
we propose an introductory case, for our moment estimation in order to
illustrate our general theory (see section V). The properties of the asymptotic
distribution are examined in section VI. We demonstrate our methodology
with simulation and examples set in section VII.
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2 The latent model and the observables

The specification of the statistical model starts by assumptions on a set of
latent observations. These assumptions will be completed by the description
of the observation scheme and the distribution of the observables is deduced
from these two parts of the specification.

The latent variables are the observations at the haplotype level. They
are constituted by a sequence :

(ξq
1(i), ξ

q
2(i)) q = 1, ..., Q i = 1, ..., n (2.1)

where i denotes the individual and q the locus. For each individual and
each locus, (ξq

1(i), ξ
q
2(i)) represents the values of the alleles on the paternal

chromosom (1 in our notation) and on the maternal chromosom (indexed by
2).

The number of possible alleles for locus q is rq and the set of these alleles
is Jq = {1, ..., rq}.

The parameter of interest is the joint distribution of the alleles on different
locus on each phase, namely the numbers :

p(j1, ..., jQ) = P (ξ1
1(i) = j1, ..., ξQ

1 (i) = jQ)

= P (ξ1
2(i) = j1, ..., ξQ

2 (i) = jQ) (2.2)

This notation implicitely assumes that the distribution of the alleles is
identical for each individual and each chromosom. We assume more over
that individuals and chromosoms are independent. These assumptions are
implicitely based on the Hardy Weinberg equilibrium of the population. In
other words the latent model describes a sample of 2n observations of a Q
varied discrete random vector.

Unfortunately, the location of alleles on the two chromosoms of a given
individual is not observable. Different ways exist for modeling this partial
observability.

The more common way is to transform each pair (ξq
1(i), ξ

q
2(i)) into the

rank statistic and the order statistic and to analyse the case where the order
statistic only is observable. The difficulty of this method is the possibility
of ties (homozygous individual) which requires a specific analysis. We prefer
to adopt an other strategy based on the idea of a random (non observable)
permutation of the data.

Let us extend the latent model by considering a vector
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(δq(i)) q = 1, ..., Q i = 1, ..., n

where δq(i) ∈ {0, 1}. The new latent observations are now

(ξq
1(i), ξ

q
2(i), δ

q(i)) q = 1, ..., Q i = 1, ..., n

and we define

Xq
1(i) = δq(i) ξq

1(1) + (1 − δq(i)) ξq
2(i)

Xq
2(i) = (1 − δq(i) ξq

1(i) + δq(i)) ξq
2(i)

Equivalently Xq
1(i) is equal to ξq

1(i) if δq(i) = 1 and equal to ξq
2(i) else.

The variable δq(i) may be interpreted as the indicator of the allele which is
observed first.

The probabilistic specification of the model is completed by the distri-
bution of the δq(i). They are assumed to be i.i.d between individuals and
between locus and

P (δq(i) = 1) = P (δq(i) = 0) =
1

2
.

Moreover the δq(i) are independent of the (ξq
1(i), ξ

q
2(i))q,i. Let us underline

that the distribution of the δq(i) is the marginali.i.d. distribution. As we will
see later, this distribution of the δq(i) given the (Xq

1(i), X
q
2(i)) is different.

There obviously exists a one to one transformation between the (ξq
1, (i), ξ

q
2(i), δ

q(i))
and (Xq

1(i), X
q
2(i), δ

q(i)). Indeed

ξq
1(i) = δq(i) Xq

1(i) + (1 − δq(i)) Xq
2(i)

ξq
2(i) = (1 − δq(i)) Xq

1(i) + δq(i) Xq
2(i)

= (δ′(i), ..., δQ(i))

The vector δ(i) may be called the phase configuration for an individual i.
Finally the observed sample is characterized by the

(Xq
1(i), X

q
2(i)) q = 1, ..., Q i = 1, ..., n.

or equivalently the (δq(i)) q = 1, ..., Q i = 1, ..., n are not observed. The
actual observations are called the phenotypes.

Remark: It should be stressed that the informational contained of our ob-
served sample is equivalent to the order statistic. Actually the knowledge of
the Xq

1(i), X
q
2(i) implies the knowledge of the order statistic
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min(Xq
1(i), X

q
2(i)) = min(ξq

1(i), ξ
q
2(i))

and
max(Xq

1(i), X
q
2(i)) = max(ξq

1(i), ξ
q
2(i))

Reciprocally given the order statistic, one can draw a vector of (δq(i))q,i

and construct the Xq
1(i), X

q
2(i) from the order statistic. In that case the

likelihood of the Xq
1(i), X

q
2(i) construct from the latent observations or from

the order are identical.

3 Likelihood

The sampling distribution of the latent variables (ξq
1(i), ξ

q
2(i), δ

q(i)) is equal
to:

L∗ =
n∏

i=1

{
1

2Q
p(ξ1

1(i), ..., ξ
Q
1 (i))p(ξ1

2(i), ..., ξ
Q
2 (i))

}
(3.1)

or using the one to one transformation between the (ξq
1(i), ξ

q
2(i), δ

q(i)) and
(Xq

1(i), X
q
2(i), δ

q(i)) this likelihood is equal to:

L∗ =
n∏

i=1

{
1

2Q
p(δ1(i)X1

1 (i) + (1 − δ1(i))X1
2 (i), ..., δQ(i)XQ

1 (i) + (1 − δQ(i))XQ
2 (i))×

p(1 − δ1(i))X1
1 (i) + δ1(i)X1

1 (i), ..., (1 − δQ(i))XQ
1 (i) + δQ(i)XQ

2 (i))
}

(3.2)

and the marginal likelihood of the observable data is obtained by summing
up the (δq(i))q = δ(i) in the set of all possible δ(i), namely {0, 1}Q. Then
the likelihood of the phenotype is:

L∗ =
n∏

i=1


 1

2Q

∑
δ(i)∈{0,1}Q

(3.3)

p(δ1(i)X1
1 (i) + (1 − δ1(i))X1

2 (i), ..., δQ(i)XQ
1 (i) + (1 − δQ(i))XQ

2 (i))

×p((1 − δ1(i))X1
1 (i) + δ1(i)X1

2 (i), ..., (1 − δQ(i))XQ
1 (i) + δQ(i)XQ

2 (i))

}
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This marginal likelihood involves a sum over 2Q terms and is untractable
but the EM algorithm provides an efficient way to compute numerically the
value of p(j1, ..., jQ) which maximises this likelihood. This method is based
on two features of this model :

- Given the parameters p(j1, ..., jQ) the probability of δ(i) given

(X1(i), X2(i)) = (Xq
1(i), X

q
2(i))q=1,...,Q is easily deduced from the Bayes

rule:

P (δ(i)|X1(i), X2(i), p) =
P (δ(i)|p)P (X1(i), X2(i)|δ(i), p)∑

δ(i)∈{0,1}Q

P (δ(i)|p)P (X1(i), X2(i)|δ(i), p)
(3.4)

The term P (δ(i)|p) = 1
2Q can be simplified and using an elementary vectoriel

notation:

P (δ(i)|X1(i), X2(i), p) =

p(δ(i)X1(i) + (1 − δ(i))X2(i))p((1 − δ(i))X1(i) + δ(i)X2(i))∑
δ(i)∈{0,1}Q

p(δ(i)X1(i) + (1 − δ(i))X2(i))p((1 − δ(i))X1(i) + δ(i)X2(i))

(3.5)

- Given the δ(i) the loglikelihood of (X1(i), X2(i)) may be rewritten on
the form :

∑
j̄ = (j1, ..., jQ)
k̄ = (k1, ..., kQ)

α(j̄, k̄){ln p(j1, ..., jQ) + ln p(k1, ..., kQ)} (3.6)

where α(j̄, k̄) = P (δ(i)|X1(i), X2(i), p)
Then given α the α(j̄, k̄) this likelihood may be easily maximized (M step)

and given p the α(j̄, k̄) may easily computed (E step). The EM algorithm is
based on a recursive application of these two steps under the convergence.

A bayesian analogous of the EM algorithm is provided by an MCMC
treatment of the posterior distribution of the vector p. If the prior probabil-
ity on p is a Dirichlet distribution, its posterior given (X1(i), X2(i)), δ(i))i =
1, ..., n is also a Dirichlet distribution. Then, samples from p given
(X1(i), X2(i), δ(i)) are easily generated. Using the previous argument, (δ(i))i =
1, ..., n given p and (X1(i), X2(i)) are easily generated and a recursive use of
the Gibb sampling algorithm will provided drawns, after convergence from
(p, (δ(i))i = 1, ..., n) given the actual data.
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4 A moment estimation: an introductory case

Let us consider a simple case where Q, the number of loci, is equal to 2. The
goal of the procedure is to estimate the joint distribution of the alleles on
this two loci, described by the

p(j1, j2) j1 = 1, ..., r1 j2 = 1, ..., r2

where p(j1, j2) ≥ 0 and
∑

j1,j2 p(j1, j2) = 1. We denote by p(j1, .) and p(., j2)
the marginal probabilities, ie:

p(j1, .) =
r2∑

j2=1

p(j1, j2) = P (ξ1
1(i) = j1)

= P (ξ1
2(i) = j1) (4.1)

and

p(., j2) =
r1∑

j1=1

p(j1, j2) = P (ξ2
1(i) = j2)

= P (ξ2
2(i) = j2) (4.2)

It is well known that the lack of observation of the phase configuration
does not raise any problem for the estimation of these marginal probabilities.
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Indeed:

p̂(j1, .) =
1

2n

n∑
i=1

{
1I(X1

1 (i) = j1) + 1I(X1
2 (i) = j1)

}
(4.3)

and

p̂(., j2) =
1

2n

n∑
i=1

{
1I(X2

1 (i) = j2) + 1I(X2
2 (i) = j2

}
(4.4)

where 1I(X1
1 (i) = j1) equal 1 if X1

1 (i) = j1 and 0 else provide consistent
estimators if p(j1, .) and p(., j2). This consistency follows from the strong
law of large number.

Consider now the statistic:

Â(j1, j2) = 1
4n

∑n
i=1 1I(X1

1 , (i) = j1, X2
1 (i) = j2)

+1I(X1
1 (i) = j1, X2

2 (i) = j2)
+1I(X1

2 (i) = j1, X2
1 (i) = j2)

+1I(X1
2 (i) = j1, X2

2 (i) = j2)

(4.5)

which count all the possible pairs of the alleles on the two loci equal to
(j1, j2).

It will easily show that the expectation of each terms of the sum is equal
to

1

2
(p(j1, j2) + p(j1, .)p(., j2)) (4.6)
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Let us take for example the expectation of the first term:

E (1I(X1
1 (i) = j1, X2

1 (i) = j2)

=
∑

δ(i)∈{0,1}2

P (δ(i))P (X1
1 (i) = j1, X2

1 (i) = j2|δ(i))

=
1

4

{
P (X1

1 (i) = j1, X2
1 (i) = j2)|δ1(i) = 0, δ2(i) = 0)

+P (X1
1 (i) = j1, X2

1 (i) = j2|δ1(i) = 1, δ2(i) = 0)

+P (X1
1 (i) = j1, X2

1 (i) = j2|δ1(i) = 0, δ2(i) = 1)

+P (X1
1 (i) = j1, X2

1 (i) = j2|δ1(i) = 1, δ2(i) = 1)
}

=
1

4

{
P (ξ1

1(i) = j1, ξ2
1(i) = j2)

+P (ξ1
1(i) = j1, ξ2

2(i) = j2)

+P (ξ1
2(i) = j1, ξ2

1(i) = j2)

+P (ξ1
2(i) = j1, ξ2

2(i) = j2)
}

=
1

4

{
p(j1, j2) + p(j1, .)p(., j2) + p(j1, .)p(., j2) + p(j1, j2)

}
(4.7)

Then, using the strong law of large number

Â(j1, j2) →
a.s

1

2
(p(j1, j2) + p(j1, .)p(., j2)) (4.8)

The intuition behind this result is that a pair of two observed alleles on
two loci has a (marginal) probability 1

2
to be on the same locus and then to

be generated with a probability p(j1, j2) and a (marginal) probability 1
2

to
be on different chromosoms and then to be independently generated.

Remark: A more tedious computation would show that the behavior of
Â(j1, j2) is identical if the observed data are constructed using the order
statistics on each locus. Actually one can remark that Â is chosen such that
its value is invariant by permutation of the data between the two phases.

Following (4.3) and (4.8), a consistent estimation of p(j1, j2) for any value
of j1, j2 is given by:

p̂(j1, j2) = 2Â(j1, j2) − p(j1, .)p̂(., j2) (4.9)

This argument may be extended to three loci. Let us now consider
Â(j1, j2, j3) equal to the total number of possible triplets of alleles j1, j2
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and j3 observed for each individual, divided by 8n. Using an equivalent ar-
gument to the two loci case (a general presentation will be given in the next
section) we can check that:

Â(j1, j2, j3) → 1
4
{j1, j2, j3) + p(j1, j2, .)p(., ., j3)

+p(j1, ., j3)p(., j2, .) + p(j1, ., .)p(., j2, j3)}
(4.10)

where e.g. p(j1, j2, .) is the marginal distribution on the two first loci.
Using (4.3),(4.4) and (4.9) the marginal probabilities on a single locus

or on two loci can be estimated and we obtain a consistent estimator of
p(j1, j2, j3) by:

p̂(j1, j2, j3) = 4Â(j1, j2, j3) − p̂(j1, j2, .)p(., ., j3)

− p̂(j1, ., j3)p̂(., j2, .) − p̂(j1, ., .)p̂(., j2, j3) (4.11)

5 Moment estimation : the general case

For any individual we consider the following random element:

Zj1,...,jQ
(i) =

1

2Q

∑
τ∈T

1I(X1
τ(1)(i) = j1, ..., XQ

τ(Q)(i) = jQ)

where T is the set of all functions from {1, ..., Q} into {1, 2} whose cardinality
is 2Q. Intuitively Zj1, ..., jQ(i) counts the number of Q-uple equal to j1, ..., jQ

obtained by all the possible selections of one element in each pair of alleles
for an individual i. Thanks to the strong law of large number, the empirical
mean converges to the theoretical mean, i.e. :

Â(j1, ..., jQ) =
1

n

n∑
i=1

Zj1,...,jQ(i) →
a.s

E(Zj1,...,jQ(i)) (5.1)

We now compute the theoretical mean, which does not depend on the
individual and we drop out for simplicity the index i.

E(Zj1, ..., jQ) =
1

2Q

∑
τ∈T

E(1I(X1
τ(1) = j1, ..., XQ

τ(Q) = jQ))

=
1

(2Q)

∑
τ∈T

∑
δ∈D

P (X1
τ(1) = j1, ..., XQ

τ(Q) = jQ|δ) (5.2)
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where δ = (δ1, ..., δQ) may be any element of the set D of all the function
from {1, ..., Q} to {0, 1}(= {0, 1}Q).

Then:

E(Zj1, ...jQ) =
1

(2Q)

∑
τ∈T

∑
δ∈D


 ∑

j1,...,jQ

s.t. τ(q)−1�=δq

p(j1, ..., jQ)





 ∑

j1,...,jQ

s.t. τ(q)−1�=δq

p(j1, ..., jQ)




(5.3)

In the first parenthesis the sum of p(j1, ..., jQ) is compute with the index jq

only if τ(q) − 1 �= δq.
By regrouping equal terms in the sum, we get

E(Zj1,...,jQ) =
1

2

This expression will be denote by λj1,...,jQ(p) where p is the vector of
probabilities to be estimated.

=
1

2Q

∑
δ∈D


 ∑

j1,...,jQ

δq=0

p(j1, ..., jQ)





 ∑

j1,...,jQ

δq=1

p(j1, ..., jQ)




= λj1, ..., jQ(p)

where p is the vector of probabilities to be estimated.
Formulae (4.3), (4.6) and (4.10) give particular cases of this results for

Q = 1, 2 and 3. For the case Q = 4 we obtain:

E(Zj1, j2, j3, j4) =
1

16

{
2

(
p(j1, j2, j3, j4) + p(j1, j2, j3, .)p(., ., ., j4)

+p(j1, j2, ., j4)p(., ., j3, .) + p(j1, ., j3, j4)p(., j2, ., .)

+p(., j2, j3, j4)p(j1, ., ., .) + p(j1, j2, ., .)p(., ., j3, j4)

+p(j1, ., ., j4)p(., j2, j3, .) + p(j1, ., j3, .)p(., j2, ., j4)

)}

Then a recursive estimation method may be easily implemented to solve
the set of moment conditions (5.3).
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6 Asymptotic distribution

This approach belongs to the family of estimation using estimating function
or moment estimation. The estimation of p is constructed in order to match
the empirical moments Â(j1, ..., jQ) and the theoretical moments λj1, ...jQ(p)
depending on the parameters of interest. The number of conditions is r1 ×
... × rQ (the number of possible combinations of alleles on the Q locus on a
chromosom), but one condition may be dropped out because the λj1, ..., jQ(p)
are themselves probabilities and sum to one. In other words, if we stack the
Zj1, ..., jq(i) in a (r1 × ... × rQ)−1 vector Z(i) and the λj1, ..., jQ(p) in a
(r1 × ... × rQ)−1 vector λ(p), the estimation of p we propose is obtained by
solving:

1

n

n∑
i=1

Z(i) = λ(p) (6.1)

Let us underline that the recursive method we have proposed is only a
resolution method of this system and the equations corresponding to subsets
of the Q locus are contained in the set (6.1). In a very compact way our
estimator may be summarized by

p̂ = λ−1(
1

n

∑
Z(i)) (6.2)

and the existence of the inverse follows from the recursive solution we have
introduced. The functions λ and λ−1 are continuously differentiable. Then:

i) p̂ →
a.s

p solution of E(Z(i)) = λ(p)

ii)
√

n(p̂ − p) =⇒ N(0, Σ)

where Σ =
(

∂λ
∂p′

)−1

V arZ(i)
(

∂λ′
∂p

)−1

(see Serfling (1980)).
The variance Σ can be easily estimated : V arZ(i) may be estimated by

the empirical variance of the Z(i) and ∂λ
∂p

the matrix of partial derivatives
of λ is a matrix of functions of p. The general computation of this matrix
is very tedious (but may be immediately realized by computer software as
Mapple or Mathematica) and we just illustrate this asymptotic distribution
by an example.
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Consider an example with two locus and two alleles on each locus. The
probability of interest are defined by:

locus 1 allele allele
\ 1 2

locus 2
allele 1 p11 p12

allele 2 p21 p22

Actually this case only involves three parameters because p11 +p12 +p21 +
p22 = 1 and this constraint is introduced by replacing p22 by 1− (p11 + p12 +
p21). In that case we have λ(p) = (λ11(p), λ12(p), λ21(p)) where:

λ11(p) =
1

2
(p11 + (p11 + p12)(p11 + p21)) (6.3)

λ12(p) =
1

2
(p12 + (p11 + p12)(p12 + p22)) (6.4)

λ21(p) =
1

2
(p21 + (p11 + p21)(p21 + p22)) (6.5)

and the matrix of partial derivatives is:

∂λ

∂p
=

1

2


 1 + (p11 + p12) + (p11 + p21) p11 + p21 p11 + p12

p22 − p11 1 + (p21 + p22) −(p11 + p12)
p22 − p11 −(p11 + p21) 1 + (p21 + p22)




This matrix is estimated by replacing the unknown values of p by their
estimated values.

In practice, bootstrap confidence interval may be used in order to improve
asymptotic distribution. This approach will be discussed in section 9.

7 Correction for negative probabilities

The asymptotic analysis done in section 6 is implicitely based on the as-
sumption that the true value p of the parameter is an interior point of the
set of all possible values of this parameter, namely the simplex of probabil-
ities of (r1 × ... × rQ) − 1 dimensions. If this assumption is satisfied (i.e.
p(j1, ..., jQ) > 0 ∀j1, ..., jQ) the estimator p̂(j1, ..., jQ) is necessarily positive
for n sufficiently large because this estimator is consistent.
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In practice our estimation method constructs estimations p̂(j1, ..., jQ)
which verify ∑

j1,...,jQ

p̂(j1, ..., jQ) = 1

but which may fail to be positive. Remember that, in the two loci cases we
have (see 4.8)

p̂(j1, j2) = 2A(j1, j2) − p̂(j1, .)p̂(., j2)

and the 2A(j1, j2) may be equal to zero (if the pair (j1, j2) is never observed)
or smaller to the product of the estimated marginal probabilities. In that
case, we suggest to transform our estimator by the following rule :

i) put equal to 0 any probability estimated by a negative number

ii) renormalized the positive probabilities by dividing their sum.

As noted below, this modification does not affect the asymptotic behav-
ior of the estimator if the true probabilities are positive. In that case, the
correction is only a small sample improvement of the estimator. However, if
the some of the true probabilities are zero, the asymptotic distribution of our
estimator, as well as the distribution of the maximum likelihood estimator,
is definitly more complex and will not be consider in this paper (see Andrews
1999).

8 A Monte Carlo simulation

In order to evaluate the small sample performance if our estimator and to
compare with other approaches we have done a Monte Carlo simulation using
the following design.

1) We consider two loci and two alleles for each locus and the simulation
are generated using the values:

locus 1 allele allele
\ 1 2

locus 2
allele 1 0, 1 0, 3

allele 2 0, 2 0, 4

13



2) For different sample sizes (100, 500, 1000 and 10000) a sample of pairs
of chromosom is generated and four estimations are performed

• q̂(j1, j2) is the maximum likelihood estimation using haplotypes which
represents the ”best” estimation (inacessible in practice but accessible
using simulation)

• p̂(j1, j2) is the estimation consider in the paper (see section 4). Negative
probability are never obtained by the simulation.

• p̂EM(j1, j2) and p̂Max(j
1, j2) denotes two evaluations of the maximum

likelihood estimation : the first one is based on the EM algorithm (using
as as shopping role the variation of the four parameter is lower than
10−6). The second is a direct resolution of the first order condition
of the likekihood maximization by the procedure ”solve” of matlab.
This two methods only differs by the numerical computation of the
maximum likelihood estimator.

3) This experiment has been reproduced 100 times and results are sum-
marized by the root meansquare errors of each parameter for each sample
size.

The results are summarized in table I. For almost all the cases (except
p11 for a sample size of 100) our estimator is superior to the two numerical
evaluations of the maximum likelihood, even for a sample size as large as
10000. For large sample size the difference between our estimator and the
”best” possible estimator q̂ is very low.

In order to check the sensitivity of the different estimation to low values
of true probabilities.

9 Application to the relation between the mi-

crosatellite MOGC and gene A

The original motivation of this research was to analyse the capacity of a set of
microsatellites to predict groups of HLA types. In this paper we just present a
preliminary step of this study concentrated on a single microsatellite MOGC
and the A element of the HLA system. We consider a sample (of size 2117)1

of phenotypes used for the estimation of the joint distribution of size 2117 of
MOGC and A on a single chromosom.

1This sample was randomly extracted from the France Greffe de Moelle Registry. In
this data set missing data are reconstructed by answering homozygoty
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The result of our estimation is given in table II where ”0” denotes pairs
of MOGC/A never observed. Probability values are nounded off.

The precision of this estimation result is analysed by a non parametric
bootstrap. From the original sample we have contracted 1000 samples by
random drawing with replacement. Each sample is used for a new estimation
of the joint probability (see Hall (1999)).

We just illustrate the power of this analysis by two examples. We have
constructed the bootstrap distribution of two measures of the linkage dese-
quilibrium. The first one is the entropy measure defined by

I =
∑
j,k

pik ln
pjk

pj.pk

(9.1)

where j is the index of possible alleles of MOGC, k is the index of pos-
sible alleles of A, pjk is the joint probability and pj and pk the marginal
probabilities.

The estimated value of I (9.1) is 0,9701. The bootstrap is 0,9676 and a
confidence interval of I at 95 % is [0,9215; 1,0173]. The distribution of I is
given by the histogram in table III.

It is well know that entropy has some undurable features and a better
association measure is provided by Hellinger distance between the joint dis-
tribution and the product of its marginals, i.e.

H =
1√
2

[∑
j,k

(√
pik −√

pj.p.k

)2

] 1
2

In particular, by construction, it is normalized in order to be between 0
and 1 where 0 is equivalent to independence. The actual estimated value of
H is 0,4270. The bootstrap mean is 0,4271 and a confidence interval is [-
0,4033 ; 0,4520] different histograms of bootstrap distribution of this linkage
desequilibrium measure is given in table IV.

10 Conclusion

This paper presents a moment estimation of the joint distribution to the
alleles on several loci on a chromosom using phenotypes data. This estimator
is not constructed as the limit of a recursive algorithm (dependent on starting
point and on stopping rule) but is immediately computable. This estimator is
strongly consistant and asymptotically normal and then its does not reach the
efficiency bound as maximum likelihood, Monte-Carlo simulations shows that
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it performs better is some small sample cases. Moreover a bootstrap analysis
of the distribution of the estimator is possible thank to its efficiency in term
of computation time. We have illustrate the power of our methodology by
an empirical analysis of linkage desiquilibrium between MOGC and gene A.
Two extensions of this approach are in project. First the computation of
the estimator in case of numerous loci may be improve by an optimisation
of the several countings required for the estimation and secondly asymptotic
properties of Maximum Likelihood Estimation and of our estimator should be
studied in case where the true joint probability has elements exactly equal
to 0. Then a major hypothesis of MLE is not satisfied (namely the true
parameter is an interior point of the parametric space) and optimality of
MLE is not a large warrants.

16



Table I
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Table III
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Table IV

0.38 0.39 0.4 0.41 0.42 0.43 0.44 0.45 0.46 0.47
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Bootstrap Distribution of Hellinger measure of Linkage Disequilibrium between MOGC and A
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