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## 1 Introduction

Circular data arise when we measure the data in the form on angles or two dimensional orientations. Also, phenomena that are periodic in time and may be converted to angular data given a period of reference. Examples of this type of data can be obtained in many science fields such as biology (direction of movement of migrating animals), geology (directions of joints and faults), meteorology (wind directions), operation research (times of hospital admittance in the urgencies room), medicine (level of effect of a medicine between two consecutive doses).

Data of this type are usually represented as points on the circumference of an unit circle or as angles in the interval $[0,2 \pi)$. For modelling this type of data, different parametric models can be used such as the

Von Mises distribution, circular uniform distribution, wrapped distributions, etc., see e.g. Mardia and Jupp (1999) for a full review. However, these models are generally unimodal and symmetric and, alternatively, more flexible models have been proposed in the literature, using for example semiparametric approaches based on mixture of distributions (Mardia and Sutton, 1975) or Fourier series (Fernández-Durán, 2004) and nonparametric methods using kernels (Bai et al., 1988, Fisher, 1989) and Bernstein polynomial approximations (Carnicero et al., 2010).

Natural extensions of univariate circular distributions to the bivariate case are circular-linear distributions and circular-circular distributions. There have been a number of parametric and semiparametric approaches to analyzing distributions of this type, see e.g. Batschelet (1981), Mardia and Sutton (1978), Johnson and Wehrly (1978), Kagan et al. (1973), Mardia (1975), Jammalamadaka and Sarma (1988) and FernándezDurán (2007). Different tools have been developed for analyzing the relationship between this variables using regression models, see e.g. Jammalamadaka and Sarma (1993) and Gould (1969) and correlation coefficients, see e.g. Rivest (1982), Mardia (1976), Stephens (1979) and Johnson and Wehrly (1977).

Alternatively, in this paper, we develop a nonparametric approach to these types of data, where we combine nonparametric estimates of the marginal densities of the circular and linear components with the use of a class of nonparametric copulas, known as Bernstein copulas, to model the dependence structure. Bernstein copulas (see e.g. Pfeifer et al., 2009 and Sancetta et al., 2004) provide a very flexible and nonparametric description of the dependence among random variables and, in particular, it can be shown that any given copula can be approximated arbitrarily well by a Bernstein copula.

Along this paper, we show how circular-circular and circular-linear distributions can be constructed via empirical Bernstein copulas showing that for this type of data the generated distribution satisfy certain continuity constraints to be well behaved bivariate distributions. We have designed an algorithm which is non-parametric in all its stages. We use a non-parametric estimation of the distribution function as the linear distribution and the circular Bernstein polynomial for the circular distribution. Observe that for the empirical Bernstein copula model the dependence structure estimated with the copula function depends on the data observed. Similar to the univariate circular Bernstein polynomial (see Carnicero et al. 2010), we must impose certain restrictions in the model for constructing a well behaved bivariate distribution. We will show that these corrections preserves the uniformness of the marginal distributions.

The article is organized as follows. In Section 2, we introduce the univariate Bernstein polynomial and describe how it can be used to approximate univariate circular distributions on the circle, as described in Carnicero et al. (2010). In Section 3, we extend the situation to bivariate Bernstein polynomials and explain
how they can be used to define empirical Bernstein copulas. In Section 4, we define the circular-circular model based on Bernstein copulas and describe how to estimate it in a non-parametric way. In Section 5, we define the circular-linear model based on Bernstein copulas and describe how to estimate it in a nonparametric way. In Section 6, we illustrate these two models with environmental data and finally, we present some conclusions and possible extensions in Section 7.

## 2 Univariate circular Bernstein polynomial distributions

In this section, we describe how Bernstein polynomials can be used to approximate distributions defined on a closed interval and how this can be extended to circular variables using the approach proposed in Carnicero et al. (2010).

Consider a random variable, $X$, with finite support in $[0,1]$ and continuous distribution function, $F_{X}(\cdot)$. This distribution function can be approximated using the Bernstein polynomial distribution of order $k$ which is defined by,

$$
B_{k}(x)=\sum_{j=0}^{k} F_{X}\left(\frac{j}{k}\right)\binom{k}{j} x^{j}(1-x)^{k-j}
$$

for $0 \leq x \leq 1$. Note that $B_{k}(x)$ is a distribution function and it is well known that it converges uniformly to $F_{X}(x)$ as $k$ approaches to infinity, see e.g. see e.g. Lorentz (1986). Differentiating, the associated Bernstein density function is given by,

$$
b_{k}(x)=\sum_{j=1}^{k}\left(F_{X}\left(\frac{j}{k}\right)-F_{X}\left(\frac{j-1}{k}\right)\right) \beta(x \mid j, k-j+1),
$$

where $\beta(x \mid a, b)$ is a beta density function given by,

$$
\beta(x \mid a, b)=\frac{1}{B(a, b)} x^{a-1}(1-x)^{b-1}
$$

where $B(a, b)=(a-1)!(b-1)!/(a+b-1)!$, for $a, b, \in \mathbb{N}$, is the beta function. Clearly, the Bernstein polynomial distribution can be generalized for the approximation of any random variable defined on a closed interval using a simple linear transformation.

The use of Bernstein polynomials can be extended to approximate circular densities by assuming that the circle is a closed interval of size $2 \pi$ as follows (see Carnicero et al., 2010). Consider a circular random
variable, $\Theta$, with density function $f_{\Theta}(\theta)$. Then, it is required that,

$$
f_{\Theta}(\theta+2 \pi)=f_{\Theta}(\theta)
$$

for $\theta \in \mathbb{R}$, and

$$
\int_{0}^{2 \pi} f_{\Theta}(\theta) d \theta=1
$$

Also, in order to define a cumulative distribution function, it is necessary to establish an origin, $0 \leq \nu<2 \pi$, such that the cumulative distribution function from $\nu$ is,

$$
\begin{equation*}
F_{\Theta}^{\nu}(\theta)=\int_{\nu}^{\nu+\theta} f_{\Theta}(u) d u \tag{1}
\end{equation*}
$$

for $0 \leq \theta<2 \pi$. Then, rescaling onto $[0,2 \pi)$ and shifting the origin to $\nu$, we define the circular Bernstein polynomial density of order $k$ given by,

$$
\begin{equation*}
f_{k}^{\nu}(\theta)=\frac{1}{2 \pi} \sum_{j=1}^{k}\left(F_{\Theta}^{\nu}\left(\frac{2 \pi j}{k}\right)-F_{\Theta}^{\nu}\left(\frac{2 \pi(j-1)}{k}\right)\right) \beta\left(\left.\frac{\theta}{2 \pi} \right\rvert\, j, k-j+1\right) \tag{2}
\end{equation*}
$$

where $F_{\Theta}^{\nu}(\cdot)$ is defined in (1). For this to be a strictly continuous, circular density, it is necessary that,

$$
\begin{equation*}
F_{\Theta}^{\nu}\left(\frac{2 \pi}{k}\right)=1-F_{\Theta}^{\nu}\left(\frac{2 \pi(k-1)}{k}\right) . \tag{3}
\end{equation*}
$$

Carnicero et al. (2010) show the existence of at least one origin satisfying the previous equation. Therefore, using the ideas proposed in Vitale (1975), a natural estimator for a continuous density function, $f_{\Theta}(\theta)$ on the interval $[0,2 \pi]$ would be given by,

$$
\begin{equation*}
\hat{b}_{k}^{\nu}(\theta)=\frac{1}{2 \pi} \sum_{j=1}^{k}\left(\hat{F}_{\Theta}^{\nu}\left(\frac{2 \pi j}{k}\right)-\hat{F}_{\Theta}^{\nu}\left(\frac{2 \pi(j-1)}{k}\right)\right) \beta\left(\left.\frac{\theta}{2 \pi} \right\rvert\, j, k-j+1\right), \tag{4}
\end{equation*}
$$

where $\hat{F}_{\Theta}^{\nu}(\theta)$ is the empirical distribution function relative to the origin $\nu$. However, as in (3), this estimator will only be circular if the difference, $d(\nu)$, between the first and the last weight of the beta mixture density (4) is zero, where,

$$
d(\nu)=\hat{F}_{\Theta}^{\nu}\left(\frac{2 \pi}{k}\right)+\hat{F}_{\Theta}^{\nu}\left(\frac{2 \pi(k-1)}{k}\right)-1 .
$$

Unfortunately, it may be that there exists no origin $\nu \in[0,2 \pi)$ which verifies $d(\nu)=0$. Thus, Carnicero
et al. (2010) propose to modify the standard Bernstein polynomial estimator (4) by averaging the first and last weights using,

$$
\begin{aligned}
\hat{f}_{k}^{\hat{\nu}}(\theta)= & \frac{1}{2 \pi}\left[\frac{1}{2}\left\{\hat{F}^{\hat{\nu}}\left(\frac{2 \pi}{k}\right)+1-\hat{F}^{\hat{\nu}}\left(\frac{2 \pi(k-1)}{k}\right)\right\} \beta\left(\left.\frac{\theta}{2 \pi} \right\rvert\, 1, k\right)+\right. \\
& \sum_{j=2}^{k-1}\left\{\hat{F}^{\hat{\nu}}\left(\frac{2 \pi j}{k}\right)-\hat{F}^{\hat{\nu}}\left(\frac{2 \pi(j-1)}{k}\right)\right\} \beta\left(\left.\frac{\theta}{2 \pi} \right\rvert\, j, k-j+1\right)+ \\
& \left.\frac{1}{2}\left\{\hat{F}^{\hat{\nu}}\left(\frac{2 \pi}{k}\right)+1-\hat{F}^{\hat{\nu}}\left(\frac{2 \pi(k-1)}{k}\right)\right\} \beta\left(\left.\frac{\theta}{2 \pi} \right\rvert\, k, 1\right)\right] .
\end{aligned}
$$

It can be shown that this estimator has the same asymptotic properties as the Vitale estimator, see Carnicero et al. (2010) for further details.

## 3 Bivariate Bernstein copulas

In this section, we extend the univariate Bernstein polynomial to the bivariate case and show how to apply it in the construction of bivariate Bernstein copulas (see e.g. Sancetta et al., 2004), which will be the basis for the circular-linear and circular-circular models presented in the next two sections.

Consider a bivariate random variable, $X$, with support in $[0,1]^{2}$ and continuous bivariate distribution function, $F_{X}(\cdot, \cdot)$. This distribution function can be approximated using the bivariate Bernstein polynomial of order $\mathbf{k}=\left(k_{1}, k_{2}\right)$, which is defined by,

$$
B_{\mathbf{k}}\left(x_{1}, x_{2}\right)=\sum_{j_{1}=0}^{k_{1}} \sum_{j_{2}=0}^{k_{2}} F_{X}\left(\frac{j_{1}}{k_{1}}, \frac{j_{2}}{k_{2}}\right) \prod_{i=1}^{2}\binom{k_{i}}{j_{i}} x_{i}^{j_{i}}\left(1-x_{i}\right)^{k_{i}-j_{i}} .
$$

Similar to the univariate case, it is well known that $B_{\mathbf{k}}\left(x_{1}, x_{2}\right)$ converges uniformly to $F_{X}(\cdot)$ as $k_{1}$ and $k_{2}$ goes to infinity, see e.g. Lorentz (1986). The associated bivariate Bernstein density function is,

$$
b_{k}\left(x_{1}, x_{2}\right)=\sum_{j_{1}=1}^{k_{1}} \sum_{j_{2}=1}^{k_{2}} w_{j_{1} j_{2}} \prod_{i=1}^{2} \beta\left(x_{i} \mid j_{i}, k_{i}-j_{i}+1\right),
$$

where,

$$
w_{j_{1} j_{2}}=F_{X}\left(\frac{j_{1}-1}{k_{1}}, \frac{j_{2}-1}{k_{2}}\right)+F_{X}\left(\frac{j_{1}}{k_{1}}, \frac{j_{2}}{k_{2}}\right)-F_{X}\left(\frac{j_{1}-1}{k_{1}}, \frac{j_{2}}{k_{2}}\right)-F_{X}\left(\frac{j_{1}}{k_{1}}, \frac{j_{2}-1}{k_{2}}\right),
$$

which is the probability that an observation belongs to the region $\left[\frac{j_{1}-1}{k_{1}}, \frac{j_{1}}{k_{1}}\right] \times\left[\frac{j_{2}-1}{k_{2}}, \frac{j_{2}}{k_{2}}\right]$. Observe that the
marginal distribution of each variable is a univariate Bernstein polynomial,

$$
B_{k_{1}}\left(x_{1}\right)=B_{\mathbf{k}}\left(x_{1}, 1\right)=\sum_{j_{1}=0}^{k_{1}} F_{X}\left(\frac{j_{1}}{k_{1}}, 1\right)\binom{k_{1}}{j_{1}} x_{1}^{j_{1}}\left(1-x_{1}\right)^{k_{1}-j_{1}} .
$$

Bernstein polynomials can be used to define a class of non-parametric copulas, which are called Bernstein copulas. A bivariate copula $C(u, v)$ is a joint distribution on the unit square $[0,1]^{2}$ such that both marginals are uniform $U(0,1)$. Sklar (1973) showed that every joint distribution, $F(x, y)$, whose marginals are given by $F_{1}(x)$ and $F_{2}(y)$, can be written as,

$$
\begin{equation*}
F(x, y)=C\left(F_{1}(x), F_{2}(y)\right), \tag{5}
\end{equation*}
$$

for a function $C$ that is called a copula of $F$. If the marginal distributions are continuous, this copula is unique.

Conversely, given a two-dimensional copula, $C(u, v)$, and two univariate distributions, $F_{1}(x)$ and $F_{2}(y)$, the function (5) is a bivariate distribution function with margins $F_{1}$ and $F_{2}$, whose corresponding density function is given by,

$$
\begin{equation*}
f(x, y)=c\left(F_{1}(x), F_{2}(y)\right) f_{1}(x) f_{2}(y), \tag{6}
\end{equation*}
$$

where $f_{1}$ and $f_{2}$ represent the marginal density functions and $c$ is the density function of the copula which is derived from (6) and is given by,

$$
c(u, v)=\frac{f\left(F_{1}^{-1}(u), F_{2}^{-1}(v)\right)}{f_{1}\left(F_{1}^{-1}(u)\right) f_{2}\left(F_{2}^{-1}(v)\right)} .
$$

Various parametric copulas have been proposed in the literature. For example, the Gaussian copula function is defined by,

$$
C_{\rho}(u, v)=\Phi_{\rho}\left(\Phi^{-1}(u), \Phi^{-1}(v)\right),
$$

where $u, v \in[0,1]$ and $\Phi(\cdot)$ denotes the standard, normal cumulative distribution function and $\Phi_{\rho}(\cdot, \cdot)$ is the distribution function of a standard, bivariate normal random variable with correlation $\rho$. Many other parametric families of copulas have been developed, see e.g. Nelsen (1999) for a good review.

When the dependence structure is unknown, non-parametric copulas provide a useful alternative, see e.g. Nelsen (1999). Formally, given a sample, $\left\{\left(x_{1}, y_{1}\right), \ldots,\left(x_{n}, y_{n}\right)\right\}$, from the joint distribution of $(X, Y)$, the empirical copula function can be defined as follows. Firstly, we transform the original data into a sample
$\left(u_{i}, v_{i}\right)=\left(\hat{F}_{X}\left(x_{i}\right), \hat{F}_{Y}\left(y_{i}\right)\right)$, for $i=1, \ldots, n$, where $\hat{F}_{X}(\cdot)$ and $\hat{F}_{Y}(\cdot)$ are consistent estimators of the true marginal distributions, $F_{X}(\cdot)$ and $F_{Y}(\cdot)$, respectively. The transformed values now form a sample on $[0,1]^{2}$. Then, the empirical copula distribution function is defined as,

$$
\hat{C}_{n}(u, v)=\frac{1}{n} \sum_{i=1}^{n} I\left(u_{i} \leq u, v_{i} \leq v\right)
$$

for $1 \leq i \leq n, 1 \leq j \leq n$.
Note that by construction, the empirical copula is a valid distribution function. However, it has marginals which are uniform only asymptotically as $n \rightarrow \infty$ and therefore is a valid copula only asymptotically. Clearly, the empirical copula is not a smooth function. A smoothed version can be obtained via the Bernstein polynomial approximation (see e.g. Sancetta and Satchell, 2004) as follows.

Given a sample, $\left(u_{i}, v_{i}\right)$ for $i=1, \ldots, n$, calculated by transforming the original data as above, then using Slark's theorem, there exists a copula which can be approximated with the empirical Bernstein copula of order $\mathbf{k}=\left(k_{1}, k_{2}\right)$, which is defined as:

$$
\hat{C}_{B}(u, v)=\frac{1}{n} \sum_{j_{1}=0}^{k_{1}} \sum_{j_{2}=0}^{k_{2}} \sum_{i=1}^{n} I\left(u_{i} \leq \frac{j_{1}}{k_{1}}, v_{i} \leq \frac{j_{2}}{k_{2}}\right)\binom{k_{1}}{j_{1}} u^{j_{1}}(1-u)^{k_{1}-j_{1}}\binom{k_{2}}{j_{2}} v^{j_{2}}(1-v)^{k_{2}-j_{2}}
$$

Clearly, using (6), the corresponding empirical Bernstein copula density is given by,

$$
\begin{equation*}
\hat{c}_{B}(u, v)=\sum_{j_{1}=1}^{k_{1}} \sum_{j_{2}=1}^{k_{2}} p_{j_{1} j_{2}} \beta\left(u \mid j_{1}, k_{1}-j_{1}+1\right) \beta\left(v \mid j_{2}, k_{2}-j_{2}+1\right) \tag{7}
\end{equation*}
$$

where,

$$
\begin{equation*}
p_{j_{1} j_{2}}=I\left(\frac{j_{1}-1}{k_{1}}<u_{i} \leq \frac{j_{1}}{k_{1}}, \frac{j_{2}-1}{k_{2}}<v_{i} \leq \frac{j_{2}}{k_{2}}\right) . \tag{8}
\end{equation*}
$$

As with the empirical copula, the empirical Bernstein copula is a copula in the asymptotic sense since,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sum_{j_{1}=1}^{k_{1}} p_{j_{1} j}=\frac{1}{k_{2}}, \quad \text { for } j=1, \ldots, k_{2} \tag{9}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sum_{j_{2}=1}^{k_{2}} p_{j j_{2}}=\frac{1}{k_{1}}, \quad \text { for } j=1, \ldots, k_{1} . \tag{10}
\end{equation*}
$$

Further properties are examined in Sancetta and Satchell (2004), Pfeifer et al. (2009) and Bouezmarni
et al. (2010). In particular, using the properties of Bernstein polynomials, Sancetta and Satchell (2004) demonstrate that in the case $k_{1}=k_{2}=k$, then the bias of the empirical Bernstein copula is $d / k+o(1 / k)$ for some finite constant $d$ and give the optimal choices for $k$ under mean squared error loss.

## 4 The Bernstein circular-circular model

In this section, we propose modeling a circular-circular distribution using circular Bernstein polynomial distributions to approximate the marginals and then adapting the standard Bernstein copula to approximate the underlying copula function.

Given a set of bivariate circular-circular data, $\left\{\left(\theta_{11}, \theta_{21}\right), \ldots,\left(\theta_{1 n}, \theta_{2 n}\right)\right\}$, we use a two-step approach to estimation of the joint density. Firstly, we obtain estimations of the marginal circular densities, $\hat{F}_{q_{1}}^{\hat{\nu}_{1}}\left(\theta_{1}\right)$ and $\hat{F}_{q_{2}}^{\hat{\nu}_{2}}\left(\theta_{2}\right)$, using the circular Bernstein estimator introduced in Section 2. Secondly, using the sample of data in the unit square given by,

$$
\left\{\left(u_{11}, u_{12}\right)=\left(\hat{F}_{q_{1}}^{\hat{\nu}_{1}}\left(\theta_{11}\right), \hat{F}_{q_{2}}^{\hat{\nu}_{2}}\left(\theta_{21}\right)\right), \ldots,\left(u_{1 n}, u_{2 n}\right)=\left(\hat{F}_{q_{1}}^{\hat{\nu}_{1}}\left(\theta_{1 n}\right), \hat{F}_{q_{2}}^{\hat{\nu}_{2}}\left(\theta_{2 n}\right)\right)\right\},
$$

we obtain the corresponding empirical Bernstein copula, $\hat{c}_{B}(\cdot, \cdot)$, as in (7), where in this case, the weights are given by,

$$
p_{j_{1} j_{2}}=\frac{1}{n} \sum_{i=1}^{n} I\left(\frac{j_{1}-1}{k_{1}}<\hat{F}_{q_{1}}^{\hat{\nu}_{1}}\left(\theta_{1 i}\right) \leq \frac{j_{1}}{k_{1}}, \frac{j_{2}-1}{k_{2}}<\hat{F}_{q_{2}}^{\hat{\nu}_{2}}\left(\theta_{2 i}\right) \leq \frac{j_{2}}{k_{2}}\right)
$$

for $j_{1}=1, \ldots, k_{1}$ and $j_{2}=1, \ldots, k_{2}$.
However, note that this simple Bernstein copula will typically not lead to the obtention of a strictly continuous, bivariate density function. For the density to be continuous, it is required that:

$$
\begin{array}{ll}
p_{1 j_{2}}=p_{k_{1} j_{2}}, & \text { for } j_{2}=1, \ldots, k_{2}, \\
p_{j_{1} 1}=p_{j_{1} k_{2}}, & \text { for } j_{1}=1, \ldots, k_{1} . \tag{12}
\end{array}
$$

which will not in general be true. Alternatively, we propose using the following corrections:

$$
\begin{aligned}
\tilde{p}_{1 j_{2}} & =\tilde{p}_{k_{1} j_{2}}=\frac{p_{1 j_{2}}+p_{k_{1} j_{2}}}{2}, \quad \text { for } j_{2}=2, \ldots, k_{2}-1 \\
\tilde{p}_{j_{1} 1} & =\tilde{p}_{j_{1} k_{2}}=\frac{p_{j_{1} 1}+p_{j_{1} k_{2}}}{2}, \quad \text { for } j_{1}=2, \ldots, k_{1}-1 \\
\tilde{p}_{11} & =\tilde{p}_{1 k_{2}}=\tilde{p}_{k_{1} 1}=\tilde{p}_{k_{1} k_{2}}=\frac{p_{11}+p_{1 k_{2}}+p_{k_{1} 1}+p_{k_{1} k_{2}}}{4},
\end{aligned}
$$

and $\tilde{p}_{j_{1} j_{2}}=p_{j_{1} j_{2}}$ for $j_{1} \neq 1, k_{1}$ and $j_{2} \neq 1, k_{2}$, which leads to a modified Bernstein copula, say $\tilde{c}_{B}(\cdot, \cdot)$.
An important result is that these corrections conserve the property that the marginal distributions are asymptotically, uniformly distributed on the $[0,1]^{2}$ interval so that the corrected copula approximation is still an asymptotic copula. In order to see this, observe that the initial matrix of weights,

$$
\mathbf{P}=\left(\begin{array}{cccc}
p_{11} & p_{12} & \cdots & p_{1 k_{2}} \\
p_{21} & p_{22} & \cdots & p_{2 k_{2}} \\
\vdots & \vdots & \ddots & \vdots \\
p_{k_{1} 1} & p_{k_{1} 2} & \cdots & p_{k_{1} k_{2}}
\end{array}\right)
$$

which verifies the limiting properties (9) and (10), is transformed into the corrected matrix:

$$
\tilde{\mathbf{P}}=\left(\begin{array}{cccc}
\frac{p_{11}+p_{k_{1} 1}+p_{1 k_{2}}+p_{k_{1} k_{2}}}{4} & \frac{p_{12}+p_{k_{1} 2}}{2} & \cdots & \frac{p_{11}+p_{k_{1} 1}+p_{1 k_{2}}+p_{k_{1} k_{2}}}{4} \\
\frac{p_{21}+p_{2 k_{2}}}{2} & p_{22} & \cdots & \frac{p_{2 k_{2}}+p_{21}}{2} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{p_{11}+p_{k_{1} 1}+p_{1 k_{2}}+p_{k_{1} k_{2}}}{4} & \frac{p_{k_{1} 2}+p_{12}}{2} & \cdots & \frac{p_{11}+p_{k_{1} 1}+p_{1 k_{2}}+p_{k_{1} k_{2}}}{4}
\end{array}\right)
$$

which also verifies (9) and (10) because in the limit the sum by rows and columns is equal to $k_{1}^{-1}$ and $k_{2}^{-1}$, respectively. For example, the sum of the first row of $\tilde{\mathbf{P}}$ is,

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \sum_{j_{2}=1}^{k_{2}} \tilde{p}_{1 j_{2}} & =\lim _{n \rightarrow \infty}\left(\frac{p_{11}+p_{k_{1} 1}+p_{1 k_{2}}+p_{k_{1} k_{2}}}{4}+\frac{p_{12}+p_{k_{1} 2}}{2}+\cdots+\frac{p_{11}+p_{k_{1} 1}+p_{1 k_{2}}+p_{k_{1} k_{2}}}{4}\right) \\
& =\lim _{n \rightarrow \infty} \frac{p_{11}+p_{12}+\cdots+p_{1 k_{2}}}{2}+\lim _{n \rightarrow \infty} \frac{p_{k_{1} 1}+p_{k_{1} 2}+\cdots+p_{k_{1} k_{2}}}{2}=\frac{1}{k_{1}}
\end{aligned}
$$

and the same result is obtained for the last row. Also, for the first column, we obtain,

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \sum_{j_{1}=1}^{k_{1}} \tilde{p}_{j_{1} 1} & =\frac{p_{11}+p_{k_{1} 1}+p_{1 k_{2}}+p_{k_{1} k_{2}}}{4}+\frac{p_{21}+p_{2 k_{2}}}{2}+\cdots+\frac{p_{11}+p_{k_{1} 1}+p_{1 k_{2}}+p_{k_{1} k_{2}}}{4} \\
& =\lim _{n \rightarrow \infty} \frac{p_{11}+p_{21}+\cdots+p_{k_{1} 1}}{2}+\lim _{n \rightarrow \infty} \frac{p_{1 k_{2}}+p_{2 k_{2}}+\cdots+p_{k_{1} k_{2}}}{2}=\frac{1}{k_{2}} .
\end{aligned}
$$

And the results for the remaining rows and columns follow in the same way.
Once we have shown that the empirical Bernstein copula is well defined with the corrections made and that we have constructed a strictly continuous circular-circular distribution, we can define the bivariate

Bernstein density estimate as,

$$
\begin{equation*}
\hat{f}_{B}\left(\theta_{1}, \theta_{2}\right)=\tilde{c}_{B}\left(\hat{F}_{q_{1}}^{\hat{\nu}_{1}}\left(\theta_{1}\right), \hat{F}_{q_{2}}^{\hat{\nu}_{2}}\left(\theta_{2}\right)\right) \hat{f}_{q_{1}}^{\hat{\nu}_{1}}\left(\theta_{1}\right) \hat{f}_{q_{2}}^{\hat{\nu}_{2}}\left(\theta_{2}\right) . \tag{13}
\end{equation*}
$$

As commented earlier, the Bernstein copula captures the dependence structure between both variables. Therefore it is straightforward to evaluate the conditional distribution of $\theta_{1}$ given $\theta_{2}$ as follows:

$$
\hat{f}_{B}\left(\theta_{2} \mid \theta_{1}\right)=\left[\sum_{j_{1}=1}^{k_{1}} \sum_{j_{2}=1}^{k_{2}} \tilde{p}_{j_{1} j_{2}} \beta\left(\hat{F}_{q_{1}}^{\hat{\nu}_{1}}\left(\theta_{1}\right) \mid j_{1}, k_{1}-j_{1}+1\right) \beta\left(\hat{F}_{q_{2}}^{\hat{\nu}_{2}}\left(\theta_{2}\right) \mid j_{2}, k_{2}-j_{2}+1\right)\right] \hat{f}_{q_{2}}^{\hat{\nu}_{2}}\left(\theta_{2}\right)
$$

As a final comment on the uniqueness of this model, Sklar's theorem establishes that the copula function is unique if the marginal densities are continuous. When we are using continuous distributions defined on the real line, the cumulative distribution functions are defined in a unique form. However, in the case of circular distributions this property does not hold, except in the case of the circular uniform distribution. Thus, when different origins are selected, then different estimations of the copula will be made which will lead to slightly different approximations to the joint density.

## 5 The Bernstein circular-linear model

In this section, we consider a second extension of the circular Bernstein polynomial, to the case of circularlinear distributions. As for the circular-circular case, we propose the use of nonparametric methods to estimate the marginal densities and the use of an adapted, empirical Bernstein copula to fit the dependence of the two variables.

Assume we have a sample of i.i.d. data, say $\left\{\left(\theta_{1}, x_{1}\right), \ldots,\left(\theta_{n}, x_{n}\right)\right\}$, generated from an unknown, circularlinear distribution. Then, as previously, we can use a two-step estimation procedure for fitting the joint distribution where, in the first step, the marginal densities are estimated and then, in the second step, the dependence structure is estimated via Bernstein copulas.

Assuming that the marginal distribution of the circular variable may not be easily fitted by a parametric model, then the circular Bernstein estimator, $\hat{F}_{k}^{\hat{\nu}}(\theta)$, explained in Section 2, can be used to estimate this density. In the case of the linear model, any appropriate parametric or nonparametric approach could be applied. We shall write $\hat{F}_{X}(\cdot)$ for the estimated distribution function.

In the second step, we need to define an estimator of the copula. Given the sample of data in the unit
square, $\left\{\left(u_{11}, u_{21}\right)=\left(\hat{F}_{k}^{\hat{\nu}}\left(\theta_{1}\right), \hat{F}_{X}\left(x_{1}\right)\right), \ldots,\left(u_{1 n}, u_{2 n}\right)=\left(\hat{F}_{k}^{\hat{\nu}}\left(\theta_{n}\right), \hat{F}_{X}\left(x_{n}\right)\right)\right\}$, we consider the empirical Bernstein copula given by,

$$
\begin{equation*}
\hat{c}_{B}\left(u_{1}, u_{2}\right)=\sum_{j_{1}=1}^{k_{1}} \sum_{j_{2}=1}^{k_{2}} p_{j_{1} j_{2}} \prod_{i=1}^{2} \beta\left(u_{i} \mid j_{i}, k_{i}-j_{i}+1\right), \tag{14}
\end{equation*}
$$

where,

$$
\begin{equation*}
p_{j_{1} j_{2}}=\frac{1}{n} \sum_{i=1}^{n} I\left(\frac{j_{1}-1}{k_{1}}<\hat{F}_{k}^{\hat{\nu}}\left(\theta_{i}\right) \leq \frac{j_{1}}{k_{1}}, \frac{j_{2}-1}{k_{2}}<\hat{F}_{X}\left(x_{i}\right) \leq \frac{j_{2}}{k_{2}}\right), \tag{15}
\end{equation*}
$$

for $j_{1}=1, \ldots, k_{1}$ and $j_{2}=1, \ldots, k_{2}$.
For the joint distribution to be strictly continuous, then it is necessary that,

$$
p_{1 j_{2}}=p_{k_{1} j_{2}}, \quad \text { for } j_{2}=1, \ldots, k_{2},
$$

but in many cases, this condition will not be satisfied. Therefore, we propose to use the following correction,

$$
\tilde{p}_{1 j_{2}}=\tilde{p}_{k_{1} j_{2}}=\frac{p_{1 j_{2}}+p_{k_{1} j_{2}}}{2},
$$

for $j_{2}=1, \ldots, k_{2}$, and $\tilde{p}_{j_{1} j_{2}}=p_{j_{1} j_{2}}$ for $j_{1} \neq 1, k_{1}$ which ensures a strictly continuous circular-linear estimated density.

In a similar way to the circular-circular case, it can be easily demonstrated that this copula approximation preserves the asymptotic uniformity of the marginal distributions, as this can be seen as a particular case of the result of the previous section when one of the variables does not need correction.

Then, the bivariate Bernstein density estimate is,

$$
\begin{equation*}
\hat{f}_{B}(\theta, x)=\tilde{c}_{B}\left(\hat{F}_{k}^{\hat{\nu}}(\theta), \hat{F}_{X}(x)\right) \hat{f}_{k}^{\hat{\nu}}(\theta) \hat{f}_{X}(x) \tag{16}
\end{equation*}
$$

The conditional density function of the linear variable given the value of the circular variable can be easily obtained from (16) as,

$$
\hat{f}_{B}(x \mid \theta)=\sum_{j_{1}=1}^{k_{1}} \sum_{j_{2}=1}^{k_{2}} \tilde{p}_{j_{1} j_{2}} \beta\left(F_{k}^{\hat{\hat{N}}}(\theta) \mid j_{1}, k_{1}-j_{1}+1\right) \beta\left(\hat{F}_{X}(x) \mid j_{2}, k_{2}-j_{2}+1\right) \hat{f}_{X}(x)
$$

and the conditional cumulative distribution function is,

$$
\hat{F}_{B}(x \mid \theta)=\sum_{j_{1}=1}^{k_{1}} \sum_{j_{2}=0}^{k_{2}} \tilde{p}_{j_{1} j_{2}}^{*} \beta\left(F_{k}^{\hat{人}}(\theta) \mid j_{1}, k_{1}-j_{1}+1\right) \beta\left(\hat{F}_{X}(x) \mid j_{2}+1, k_{2}-j_{2}+1\right)
$$

where,

$$
\tilde{p}_{j_{1} j_{2}}^{*}=\sum_{j=0}^{j_{2}} \tilde{p}_{j_{1} j}
$$

and $\tilde{p}_{j_{1} 0}^{*}=0$.

## 6 Illustrations

In this section, we illustrate both the circular-circular model and the circular-linear model. We shall use two practical examples based on weather data.

### 6.1 Circular-circular data: wind directions

In the first illustration we analyze data on wind directions observed from 2007 to 2009 at two buoys situated off the Atlantic coast of the USA at $43^{\circ} 47^{\prime} 0^{\prime \prime} \mathrm{N} 68^{\circ} 51^{\prime} 18^{\prime \prime} \mathrm{W}$ and $43^{\circ} 58^{\prime} 6^{\prime \prime} \mathrm{N} 68^{\circ} 7^{\prime} 42^{\prime \prime} \mathrm{W}$ with labels MISM1 y MDRM1, respectively, which shall be referred as $\Theta_{1}$ and $\Theta_{2}$. These data are available from the National Data Buoy Center website at http://www.ndbc.noaa.gov/.

The two buoys have been chosen such that the distance between them is relatively small (33.35 nautical miles $/ 61.77 \mathrm{~km}$ ) and they share several features, such as similar distance to land. The data have been cleaned to erase any missing values and after this, the data set contained 24807 observations. Figure 1 shows circular Bernstein polynomial fits of the marginal densities of the wind directions at the two buoys. It can be seen that, as we might expect, the distribution of wind directions at the two sites are very similar.

As a first step, we tested the hypothesis that the two variables were independent using the approach of Alvo (1998). This test rejected the hypothesis of independence at an $\alpha=0.01$ level, which implies that it makes sense to consider using our approach to estimate the joint density of the two variables.

Figure 2 shows the estimated density of the circular-circular model. For better visualization, we have moved the origins of the Bernstein polynomials to the center of the graph. As we can observe, there is a high correlation between the two variables and we may assume that wind regime distributions at both buoys are very similar.


Figure 1: Marginal densities of the wind directions at the two buoys, $\Theta_{1}$ (top) and $\Theta_{2}$ (bottom).

To illustrate this feature, we have computed the conditional densities for both buoys. Figure 3 shows the conditional distribution of $\Theta_{1} \mid \Theta_{2}$ and Figure 4 shows the conditional distribution of $\Theta_{2} \mid \Theta_{1}$. As can be seen in both graphs, we have the same density along the main diagonal of the graph. This indicates the behavior of one of the buoys as a function of the other. The distributions are useful from a operational point of view, suppose that two ships departing from the nearest ports to each of the buoys and one of them is temporarily disabled for maintenance. Observing the conditional probability we can assign a route in which the fuel consumption of both boats can be optimized.

To summarize this example, we have modeled the wind direction in two nearby buoys showing the high correlated wind flow between these two sites under the lack of distorting elements such as mountains, etc. Observe that this correlation could be viewed as spatial correlation.

### 6.2 Circular-linear data: wind directions and rainfall

Many variables can influence the climate at a certain site, but from a meteorology (climatology or environmental) point of view, most studies focus on wind direction and related variables such as rainfall.

For analyzing this relationship, we have chosen daily observations of rain and wind direction taken


Figure 2: Estimated density function for the circular-circular model, $f\left(\theta_{1}, \theta_{2}\right)$.
from $6 / 11 / 94$ to $31 / 1 / 2009$ at the observatory site at Somío, near Gijon in northern Spain, at latitude $43^{\circ} 32^{\prime} 17^{\prime \prime} \mathrm{N}$, longitude: $5^{\circ} 37^{\prime} 26^{\prime \prime} \mathrm{W}$ and 30 metres above sea level. The wind direction is measured in degrees from 0 to 359 and rainfall is measured on a grid of 0.2 liters per square meter. These data are available from http://infomet.am.ub.es/clima/gijon/.

At the site, rain was recorded on about $49.2 \%$ of the days. Figure 5 shows histograms and circular Bernstein polynomial fits of the marginal density of the wind direction for the whole data set and conditioning on the weather being dry or rainy.It can be seen that there is some difference between the estimated density fits. This may be explained by the fact that sea winds are often associated with rainfall, whereas winds coming from the land to the sea, are more regularly associated with dry weather in Spain. This suggests that it is sensible to model the joint density of the wind direction, $\Theta$, and the level of rainfall, $X$, by conditioning as:

$$
f(\theta, x)=f(\theta \mid X=0) P(X=0)+f(\theta, x \mid X>0) P(X>0) .
$$

Then, we can estimate $\hat{P}(X>0)=0.492, \hat{P}(X=0)=0.508$ and use a circular Bernstein polynomial, $\hat{f}_{k}^{\hat{\nu}}(\theta \mid X=0)$ to estimate the density of $\Theta$ given that there is no rain, as in the middle diagram of Figure 5 .

Therefore, we can use the copula approach outlined in this paper to estimate the joint density of $X$ and


Figure 3: Conditional density function, $f\left(\theta_{1} \mid \theta_{2}\right)$
$\Theta$ conditional on there being rain. In particular, we use the circular Bernstein copula density outlined in Section 2 to estimate the marginal density of $\Theta$, as in the bottom diagram of Figure 5 and then apply a cubic spline smoothed density estimate of the marginal density of the level of rainfall and finally use the circular-linear copula outlined here to estimate the joint density.

Similar to the first illustration, we first carried out the hypothesis test for independence between the two variables proposed in Alvo (1998). This was rejected at an $\alpha=0.01 \%$ level, which suggests that there is dependence between the two sets of data.

In this case we have used a Bernstein polynomial of degree 51 , with origin $255^{\circ}$ approximately. We have constructed the figures with this origin represented as 0 and we increase the index clockwise.

Figure 6 shows the estimated joint density, where for better visualization we only illustrate the density for rainfall levels of up to 2 mm . We have used cubic splines to interpolate the values of the function where there are not data (remember that the data analyzed in this example are discretized over a grid of 0.2 ) to obtain a smooth function. As we can observe in the figure there are two modes corresponding to East and West approximately. As we commented earlier, the orography of this part of Spain (the Cantabrian Mountains) implies that surface winds head East or West, when orographic rain is produced.


Figure 4: Conditional density function, $f\left(\theta_{2} \mid \theta_{1}\right)$

Figure 7 shows conditional distribution functions of the level of rainfall given that wind directions equal to the two modes of the previous figure. The solid line corresponds approximately to the East, which corresponds to the origin $\left(0^{\circ}\right)$, and the dotted line corresponds approximately to the West $\left(195^{\circ}\right)$. As we can see in the figure the behavior is different due to that the cold fronts which produces intense rains termed frontal rains comes from West to East.

For a better visualization of this effect, Figure 8 shows a contour plot of the conditional distribution of the rainfall level given the wind direction. We show the lines corresponding to the $0.5,0.75,0.90$ and 0.95 percentiles. Observing the graph, when the wind direction is East $\left(0^{\circ}\right)$ there is more probability of heavy rain than when the wind comes from other directions.

To summarize this example, rainy days are very influenced by the orography of this part of Spain. Two types of rain predominate, that is firstly, orographic rain which happens when humid winds encounter a mountain range and producing small quantities of rain and secondly, cyclonic or frontal rains induced by low pressure systems which come from West to East and are associated with heavy rain. As we can observe in Figure 7, the conditional rainfall level distribution for the East direction has a heavy tail.


Figure 5: Marginal densities of wind direction: whole data set (top), dry days (middle), rainy days (bottom).

## 7 Conclusions and extensions

In this paper, we have illustrated how to use a nonparametric approach to construct a bivariate distribution with at least a component of circular type as an alternative to the usual, parametric models for these types of data. We have applied the empirical Bernstein copula as described in Sancetta et al (2004) and introduced appropriate corrections to guarantee that the constructed bivariate distribution is strictly continuous. Our approach has been illustrated with real data examples based on wind direction and rainfall data.

Various extensions of our approach are possible.
Firstly, the selection of the values of $\mathbf{k}=\left(k_{1}, k_{2}\right)$ is an open problem. Here, we have chosen the recommendation of Sancetta and Satchell (2004) which provides a relatively smooth fit, but it would be interesting to explore further possibilities. Secondly, it would be interesting to consider alternative approaches to nonparametric copula estimation. One procedure would be to use multidimensional, non-negative Fourier series as an approximating function.

Finally, it would be interesting to explore the possibility of using time varying copulas so that our approach could be incorporated in time series models for estimating wind directions. Also, it would be interesting to look at multivariate copulas so that other climatic variables could also be included.


Figure 6: Fitted bivariate density function, $f(x, \theta \mid X>0)$
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