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Where has all the bias gone?
Detecting gender-bias in the household allocation of educational expenditure

1. Introduction

Two approaches have been used in the literature to detect dandein the intra-household
allocation of consumption or expenditure: the direct comparifoaxpenditure on males and females
where data is available at the level of the individual, twedindirect household expenditure methodology
commonly referred to as the Engel curve approach. Since fiommon the consumption of/expenditure
on eachindividual member of a household is typically not available in househtgdeys (where generally
only totalhouseholdexpenditure on specific items is available), it is usuadiypossible to directly observe
gender bias in the allocation of expenditure within the househéldesearcher must perforce use an
indirect method. The Engel curve method seeks to detectatifial treatment within the household
indirectly by examining how household expenditure on a particalad ghanges with household gender

composition.

However, the reliability of the Engel curve methodology as a waletscting gender bias has been
called into question because it has generally failed throodiscrimination even where it is known to exist
(Deaton, 1997, p239-41) Deaton notes: “it is a puzzle that expenditure patteonsonsistently fail to
show strong gender effects even when measures of outcomes sfevendiés between girls and boys”.
Case and Deaton (2003) say “it is not clear whether thellg iao discrimination or whether, for some
reason that is unclear, the method simply does not wokkimad and Morduch (2002) say “coupled with
evidence on [significant gender differences in] mortality aedlth outcomes, the results on household

expenditures pose a challenge in understanding consumer behaviour”.

This paper tests two potential reasons for this puziigt, Ehere are two possible channels through
which pro-male bias may occur in expenditure on any particalarmodity: one, via zero purchases for
daughters and positive purchases for sons and two, conditionqadsitive purchase for both daughters and
sons, via lower expenditure on daughters than on sons. If geiadeoperates through only one of these
mechanisms, then averaging across the two mechanismigawkty the conclusion of no significant gender
bias.  Secondly, there is the issue of the effect ofegggion (of expenditure data across individuals
within the household) on the ability to detect gender bias indmald expenditures. It may be that

somehow aggregation mutes gender effects.

! For example, the use of the Engel curve method failelétect significant differential treatment in therant

household distribution of food consumption in Maharashtrat@eand Subramanian, 1990) and also in Thailand and
Cote d’lvoire (Deaton, 1989). It might be thought that mietter laboratories to test the Engel curve techniques ar
provided by Indian states such as Rajasthan, Haryana, and Rithjabry skewed sex-ratios, or from Bangladesh
and Pakistan, two countries from which comes much of tier elvidence on differential treatment by gender.
However a study by Subramanian (1995) failed to find evidehgender bias in these three Indian states. Similarly
Ahmad and Morduch (2002) found no evidence in favour of boys inl8aesh even though the survey they use itself
shows that there is an excess of boys over girls of 11%mikasfinding of roughly identical treatment of boys and
girls is confirmed for Pakistan (Deaton, 1997, p240; BhatidhAttfield, 1998) and with 1999-2000 NSS data for
India (Case and Deaton, 2003).



On the first issue, suppose that bias against girls in #doctakes the form mainly of zero
expenditure on girls’ education (non-enrolment of girls), but¢baditionalon enrolment, expenditure on
girls’ education is similar to that on boys or even somévex@eeds that on boys — for, say, sample
selectivity reasons or because certain components of expenditugirls’ education are higher than those
on boys (e.g. on school transport and clothing). Thenagwey across these two mechanisms there may
not be significant gender bias but, via the non-enrolment amésiin only, there may be strong bias. Thus,
one would be interested in asking whether significant b@srs via either of the two mechanisms
separately and whether it is the averaging across the twbamiems that leads to the conclusion of non-
bias. One would be interested not only in the average unmmadiexpenditure on girls and boys but also

in the distribution of the expenditire

Secondly, the failure of the conventional approach to detect gersteimination may be to do
with the aggregate nature of the data employed in the methBden expenditure on an individually-
assignable good such as education is at best typicallyabhaibnly at the household level, though it is, in
principle, more readily measurable on an individual b#sia food expenditure. It could be that somehow
household level analysis mutes gender effects. It couldbalsbat the way in which household gender-age

composition variables are defined makes it difficult tpip discrimination.

Much of the work using Engel curve methods has focused onidgtgeinder bias in the allocation
of food. Our focus here is on detecting gender bias in theaibocof education. Previous work on India
on the allocation of education expenditure using Engel curve metlasdgenerally failed to find consistent
evidence of gender bias. For example, Subramanian and D&8&i find that in NSS data from rural
Maharashtra, there is no evidence of pro-boy gender bias intiethat@xpenditure in the age groups 5to 9
and 15-54, though there is weak evidence of bias in the 10-14 age gtsing similar NSS data from a
decade later, Lancaster, Maitra and Ray (2003) do findfiegni gender difference in educational
expenditure in rural Bihar and rural Maharashtra in thegigap 10-16 but not in urban areas and not in
the primary school age-group 6-9. In his study of five Indiatest@ubramanian (1995) wondered “how
[to] explain the finding of discrimination against femalesder [age] 14 in only two states, when school

enrolment data suggest discrimination is pervasive?”

2 Another reason why the conventional application ef Emgel curve method may fail to pick up discrimination
against girls even where it exists may be because thiddiginal assumption about the dependant variable and thus
the specification of the budget-share equation are wréitg.example, if the education budget-share for households
with positive education spending is distributed log-normhily, because the budget-share equation is fitted on all
(zero and positive education budget-share) householdss obBged to use absolute budget-share rather than the log
of budget-share as the dependant variable. This wouldtéeattorrect standard errors. However, this is not a
particularly important worry in large samples, such as ours.



Ahmad and Morduch (2002) provide some possible frameworks taiextpe lack of evidence of
gender bias in household consumption expenditures in Bangladestof tbe& explanations is two-stage
budgeting, namely that parents’ choices about aggregate expenad# separable from their choices about
how those expenditures are allocated. That is, parentataghange buying habits (budget share on a
commodity might remain unchanged with a change in gender campasf the household) but they might
allot different portions of a commodity to sons than daerght This will not show up in investigations of

aggregate expenditures but it will show up in investigatiorisdifidual outcomes

The 1994 NCAER rural household survey of 16 major states in loflected data on individual
educational outcomes, i.e. on school enrolment, years of Isuiycend education expenditure data on each
household member aged <=35 years old. Thus, it is possibleg-this data - to investigate gender bias in
the allocation of educational expenditure both by direciniixation of educational spending on boys and
girls, and also by the indirect Engel curve method. In otloedsy it is possible to test whether the indirect,
aggregate-data method confirms gender bias in states theedérect individual-data method shows bias.
A vindication of the indirect methodology for detecting bias shdé of considerable practical interest

beyond this study and beyond India since most datasets onfit fee use of the indirect method.

Schooling has costs in India. Even apparently ‘free’ goventrsehooling has substantial costs
such as expenditure on books, stationery, travel, and schoalmthifcSome studies have also shown that
girls are less likely to be sent to fee-charging pevathools that are costlier (Dréze and Sen, 1995, p133;
Kingdon, 1996a and 1996b). Our data show that the overwhelming m#f8%) of enrolled 5-19 year

olds have positive expenditure incurred on their education.

In this paper we find that the Engel curve method does faihdodvidence of discrimination even
when significant boy-girl differences are manifest in individievel expenditure data. It tests two
explanations for this failure outlined above. The first exglanais tested by separating out the two
mechanisms through which bias can occur, to ‘unpack’ tla gender bias into its two components. The
second potential explanation, namely that aggregatioresponsible for the failure to find significant

gender bias, is tested by examining whether the effects of geadables in an education expenditure

% Some of Ahmad and Morduch’s explanations are ex poshadisations of gender differences in mortality and
morbidity in the supposed absence of gender bias in expenalinzation within the household. For instance, they
consider sex-bias in fertility (i.e. the fact that gjigke in larger households due to parents’ going on havithg kit
they get a boy, and thus having lower per capita expendisra) explanation for the fact that there are significant
gender differences in outcomes such as mortality andidigrbven though there may not be any gender
discrimination within the family in the allocation of foadd medical expenditure. In other words, they ask: if we
believe what we find in the household expenditure metlggla.e. that there is no significant gender diffeeirc
consumption expenditure, then how can we explain thatighdil outcomes differ for girls and boys. We are asking
the question the other way round. Given we knowelatational outcomes differ for girls and boys, how can we
explain that the household expenditure patterns do not pckahi

* Household survey data on educational spending show thasexealled ‘fee-free’ schooling has substantialst
India. For instance, the PROBE report (Probe Td£99, p16) found that in rural north India, parents spend about
Rupees 318 per year on each child who attends governmetuifion-free) school, so that an agricultural lakesun
Bihar with 3 such children would have to work for about 40 daykeé year just to send them to primary school.
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eguation at the household level are similar to those iecamtion (with as similar a specification as
possible) at the individual child level. Section 2 discusksesmethodology, including both the Engel
curve method and the hurdle model. Section 3 discusses datstandtion issues. The results are

discussed in Section 4 and the final section concludes.

2. Indirect methodology for detecting discrimination

The Engel curve method utilises the fact that household cotigooss a variable that exerts an
effect on household consumption patterns. The needs thawatiisadditional household members act in
such a way as to increase expenditure on items of consuragtoniated with the additional member. The
approach examines whether budget share of a good consumed Ichjldegn (such as education), rises as
much when an additional girl is added to the household as itvdloes an additional boy is added, in a

given age range.

The approach is to estimate an Engel curve for the commodiitlg lexamined, education in the
present case. While there are many possible functiomakffor the Engel curve linking expenditure on a
good to total expenditure, the Working-Leser specificatiorttasheoretical advantage of being consistent
with a utility function and its postulation of a lineatationship between budget share of a good and the log
of total expenditure conforms to the data in a wide rangdrafimstances (Deaton, 1997). We use the
Working-Leser specification but - so as not to pre-judgeassee - later relax it to allow for non-linearity in
the shape of the Engel curve. Working's Engel curve can badeddo include household demographic

composition by writing:

J-1
s =a+pAIn(x /n)+ylnn, +{ZHJ. (n; /ni)}+/7zi +U, (1)
=1
. , . . | eduex .
where X, is total expenditure of household s, is the budget share of educatigp———, n, is
X

household size, and, is a vector of other household characteristics suchligine caste, and household
head's education and occupatian. is the error termThe termIn n, allows for an independent scale
effect for household sizej=1,...,Jrefers to thelth age-gender class within the household; /'n, is the

fraction of household members in thk age-gender class. Since these fractions add up to anéyof
them is omitted from the regression. In this paper, theeel4 age-sex categories. These are males and
females in age groups 0-4, 5-9, 10-14, 15-19, 20-24, 25-60, and 6barme &he fraction of women aged
>=61 years old in the household is the omitted category. Tiables of most interest pertain to persons of

school-going age, i.e. they are males and females aged 5-9, 40ell45-19. These variables are named

M5t09, F5t09, M10tol14, F10tol4, M15to19 and F15t019. Z‘Phe:oefficients represent the effects (on



budget share) of changing household composition while holding houssheldonstant, for example by

replacing a child in a younger age group with one in an aldergroup, or replacing a man by a woman in

a given age category. Testing for gender differences gimmpblves testing the hypothesis trﬁ;pn = ij

where the subscriptm andf are the gender groups male and female and the suljsfpts to the age-
group. Thus, testing for gender difference in educatiexaénditure in the 5 to 9 age group will involve

testing whether the coefficient on M5ta9 is significantlyefiéint to the coefficient on F5t09.

The above method has been used to fit the budget share eqiatiangide range of commodities,
including food items, clothing, and medical and educatierpénses. Conventionally, the model has been
fitted on the sample of all households, irrespective oftdrehey incurred zero or positive expenditure on
the particular commodity. Much of the extant Engel Curve liieeahas not conditioned on zero values,
i.e. it includes both zero and positive values of the dependaigble - the budget share. For example,
Subramanian and Deaton (1990) and Subramanian (1995) fit OLS Enget aurvthe sample of all
households, despite the preponderance of households with zeatied budget share (89% and 70% of
households had zero education budget shares in these steshestively).

Given censoring of the dependent variable (education budget) sltazero for a large percentage
of the sample households, an important estimation issue @httiee of the appropriate statistical model.
While the extant literature has used OLS, in much of gmied econometrics literature, there is a well-
justified reluctance to include both zero and positivieilesin an OLS regression because of the biased
estimates that result. A standard solution often sugtjestbe use of a Tobit model. However, apart from
the potentially severe problem of heteroskedasticitya{@® 1997), an important limitation of the Tobit (as
well as of the suggested alternative, namely a partimilyparametric censored Least Absolute Deviation

or CLAD estimator) is that it assumes that a singéemanism determines the choice betwseh versus

$>0. In particulargP(s > 0| x) / 9x; and0E(s|Xx,s>0)/0x; are constrained to have the same sign.

The alternatives to censored Tobit that allow theahitiecision ofs=0 versuss>0 to be separate
from the decision of how much s is given tka0, are called ‘hurdle models’ (Wooldridge, 2002: 536).
These models allow the effect of a variable to diffeyeaffect the decision to incur any expenditure

(s=0 versuss>0) and how much to spends{s>0). The hurdle or first tier is whether or not to

choose positive. In addition to estimating the conventional Engel curve equdtiomopose to use hurdle

®> Some studies have used flexible-form or semi/non-paramegression, for example, Bhalotra and Attfield (1998)
In Subramanian and Deaton (1990) only 11% of rural Maharashiteseholds reported positive educational
expenditures. In Subramanian’s (1995) study using 1987-88 data&086lpf rural Maharashtran households had
positive spending on education. In the current NCAER data,&6%al Maharashtran households incurred some
education spending. In Subramanian (1995), in Andhra Pradagygna, Punjab and Rajasthan, 21, 56, 51 and 23
per cent of households respectively reported positive edncggending. In the current NCAER data, the
corresponding figures are 49, 64, 58 and 55 per cent respectivedy is, between 1988 and 1994, the proportion of
rural households incurring positive spending on educatiea quite sharply.
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model estimation to allow the decision of whether to incur atycation expenditure to be modelled

separately from the decision of how much to spend on educatinditional on spending anything.

A simple hurdle model can be written down as:
P(s=0|x) =1-®(xp) 2

log(s)| (x,s > 0) ~ Normal(x3,c?) (3)

wheres is the budget share of education, x is a vector of explgneoiables,)y and S are parameters to
be estimated, and is the standard deviation sf Equation (2) stipulates the probability tlsds zero or
positive, and equation (3) states that, conditionalsenO, s| X follows a lognormal distribution. An

examination of the distribution afin Figure 1 suggests that conditional on positive educagiending,s

is more lognormally than normally distributed.

The maximum likelihood estimate ¢f is simply the probit estimator usisg0 versuss>0 binary
response. The MLE off is just the OLS estimator from the regression of gogh x using those

observations for whicls>0. A consistent estimator off is the usual standard error from the latter
regression. Estimation is straightforward becauseagsime that, conditional &0, logk) follows a

classical linear model. The conditional expectatioE¢§| X, s> 0) and the unconditional expectation of

E(s|X) are easy to obtain using properties of the lognormal loligioin:

E(s|x,s>0)

expxB+o? 12) (4)

E(s|x) D(xy) expxB+0?12) (5)

and these are easily estimated giv,ém 0 , and y. The marginal effect ot ons can be obtained by

transforming the marginal effect gfon log6) using the exponent. Thus, the marginal effect oh s in
the OLS regression of log)(conditional ons>0 is obtained by taking the derivative of the conditional
expectation of with respect to:

9E(sIxs>0) = BexpxB+0o?/2) (6)

0X

The marginal effect of a varialbeons - taking into account the effect »fon both the probability that>0
and on the size of conditional ons>0 - is obtained by taking the derivative of the unconditional
expectation of with respect tx. Differentiating (5) using the product rule:

0E(s| x)

0X

yax(xy)expxB + o? 12) + d(xy) Bexp(xB + o2 12)

{yp(xy) + ©(xy) B}. expxB + 0 1 2) (7)



¢(.) is the standard normal density function &) is the cumulative normal distribution function.

It is possible that in the conditional OLS equation of Iay(Wwill suffer from sample selectivity

bias. We are particularly concerned to see whether theiaieef§ on the male and female demographic
variables such as proportion of males aged 5t09 in the hodg@haio9), proportion of females aged 5to9
(F5t09), etc. suffer from selectivity bias, as that wowldenimplications for our measure of gender bias in
educational spending. If both male and female demograjhiables are equally affected by selectivity
bias, then there will be no under- or over-estimation inrtleasurement of gender bias. However, if
unobserved characteristics such as child ability, childvatitin, and parental attitudes have a greater
influence in enrolment decisions about daughters than gws sample selectivity bias in the coefficients
of the female demographic variables will be greater tbamfles and this will lead to an over-estimation

of pro-male gender bias.

This can be shown by focusing on any one pair of demographic siahy. M5to9 and F5t09.
Suppose that a girl's ability is an important unobserveit that determines both whether positive
expenditure is incurred on her schooling and how much is spdmrasthooling, conditional on positive
education spending. Suppose that for boys ability does akbemfor matters less) to those two decisions.
Thus, girls’ ability is an element of the error terpitbin the probit equation of positive education spending
and the OLS equation of conditional education spending for. gilappose that the effect of F5t09 is
positive in both probit and conditional OLS equations, i.e. tieatgr the proportion of 5 to 9 year old
females in the household, the greater is the likelihood ofhthesehold incurring positive education
expenditure and the higher the conditional education expenditurdyocat®n budget share). Now if the
observed F5t09 variable is very large, the household will be tloepgin to incur positive education
spending. But suppose that on the basis of the size of thwethsariable F5t09, the household is equally
likely to have positive education spending as to have zirca¢ion spending, then the ability of girls in the
household (unobserved to us but observed to parents) will detewhiether the household has positive or
zero education spending. If the girls in a household have bitity,athat household will be observed to
have positive education spending and if they have low ability, household will not incur positive
education spending. Thus, at high values of F5t09, ther@ i®rrelation between ability and F5t09 but at

low levels of F5t09, there is a negative correlation betwagility and F5t09, i.e. Corr(x,u) <0].

Averaging over all households, the correlation between the expignariable (F5t09) and the error term

is not equal to zeroQorr(x,u) # 0] and in fact the correlation is negative; this impliegaation of the

basic assumptions of the classical linear regression moddhare will be endogenous sample selection
bias. Due to this negative correlation, the coefficied&ib9 in the conditional OLS equation of education
expenditure will be biased downward. If the coefficient lmm ¢orresponding male demographic variable
(M5t09) does not suffer from selectivity bias or suffers figem it than the female variable (as is likely),

then any pro-male bias will be over-estimated.



The analysis will proceed as follows. | will estimdlbe marginal effect of the male and female
demographic variables in the conventional OLS model of the bstget of education in order to compare
my results with extant studies. | will also estimdte marginal effects of the demographic variables in a
hurdle model, i.e. in each of its two tiers — the binanbiprof whether the household incurs positive
education expenditure and an OLS of household education spendimdjtional on spending a positive
amount. The marginal effects will be computed using SAAThe main object of interest is to see
whether the difference in the marginal effects of the raatbfemale demographic variables is statistically

significant in each age-group.

3. Data and estimation issues

This study utilises household survey data collected by thieMatCouncil of Applied Economic
Research (NCAER), New Delhi. This 1994 survey covered 33,230 lmidseacross 16 major states in
India. Sampling information and other details about the dataie available in Shariff (1999).

The major advantage of this dataset is its detailéatration on education of each person aged
<=35 years in the household, including educational expendituremafian. However, an important
drawback is that it did not collect comprehensive inforomabn total household expenditure. Only
household expenditure on food, health, and education was colléEhéslimplies that the denominator in
the budget share expression is not household total expenditure lamge) 6ubset of it, namely food,
health, and educatioff{E) expenditur& The ‘missing component’ of household total expenditurbes t
nonFHE expenditure. This would include expenditure on items sudelenergy, transport, housing,
entertainmentetc  Given that we have data only on food, health, and educ#fHE), differential
treatment depends upon two components:

s = Eduexp _ Eduexp « FHE exp
Totalexp FHEexp Totalexp

that is, it depends on:

0] how M changes with more girls in the household, and
FHE exp

(i) how m} changes with more girls in the household
Totalexp

We are able to model only the first componéast,the share of education expenditurd-HE expenditure.

However, the combineBHE share in total expenditure (i.e. the second component) leelyntd rise with

® We know from Subramanian’s (1995) study that in 1987-88 @lfidian states, food, health and education
expenditure together account for about 63% of total houseixplenditure.
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the proportion of girls in the household. If it is the cts&# with a greater proportion of girls in the

household, education expenditure falls but this reductionompensated for by an increase food

expenditure (which is the overwhelming parttiE expenditure) then one could doubt the evidence from
a test of component (i) only. However, there is little oeato suppose thaFHE expenditure as a
proportion of total expenditurgses with proportion of girls in the household. In fact, thetcary has
often been suggested in the literature, it has been hypothesised that additional girls in the househol
decrease the share of food expenditure in total expenditfithe latter is true, then the evidence here
based on component (i) only would underestimate gender Mées.believe that additional girls in the
household are unlikely to increase or decrease the shiredofor ofFHE) expenditure in total household
expenditure - most likely the effect is neutraln other words, modelling how the share of education in
FHE expenditure changes with household gender composition should niither- nor over-estimate
gender bias in the allocation of education expenditure. Thusualh we use the budget sub share of

education in this paper, for simplicity, we refer tsiinply as the budget share of education.

The analysis here is limited to households which havelrehmil of school-going age, i.e. children
aged 5 to 19 years old. This yields a sample of 25954 houseHalthis sample, the mean budget share of

education is 4.40%and the percentage of households with zero educatiodisgds 31%.

4. Discussion of results

We present the results in three sub-sections. The Xp&tres gender bias by means of descriptive
statistics using individual-level data. The second sub-seetiamines whether incorrect functional form is
responsible for the failure of the conventional Engel curve apprimadetect gender bias. The third sub-
section asks whether aggregation of data at the houdekields to blame for the failure of the Engel curve

approach to detect gender bias.

" None of the several extant studies provides any comgrevidence of systematic gender bias in food allocation
within Indian households.

8 This is considerably higher than the budget share of edndatprevious studies on India. For example, the average
budget share of education for the 5 Indian states studi®dbramanian (1995) was 1.34%. In our data, it is 3.69%
for those same 5 states. However, the data used twdlstudies are not comparable because firstly, tHierear
studies do not restrict the sample to only householdsahitdren in school-going age range. Secondly, as stated
above, our denominator is not total household expendgisrgn Subramanian) but rather a subset of it, congisti

only of food, medical and educational expenditure. In Subramari88sdata on 5 states, these three expenditure
items together constitute 63% of total expendituret sopossible to ‘adjust’ our education budget share by dediati

it appropriately (3.69*63/100). This yields a budget share of 2f82%ducation which, though considerably higher
than the 1.34% figure in Subramanian for the year 1987-8Rger to the 2.87% figure for rural India in the MIMAP
survey of the mid-1990s (Pradhan and Subramaniam, 2000, p27). Thexplaination for the fact that the budget
share of education (s) in our data (2.32%) is greatarttie in Subramanian’s study (1.34%) is that the education
budget share has increased between 1987-88 and 1994, the eefltscof the data in the two studies. This is
plausible because of (i) reductions in poverty over timéZBrand Srinivasan, 1996, p4-5; Datt and Ravallion, 1998,
p30; Dubey and Gangopadhyay 1998), and (ii) increased demandiforaie widespread supply of education. That
demand for education increased may be gleaned by examining stusegéime in the percentage of households that
incurred any positive educational expenditure. Figuraabte for rural Maharashtra at three points in t883,
1988 and 1994 show that the percentage of households incurritigegpeducational expenditures rose from 11% in
1983 to 30% in 1988 and further to 55% in 1994.
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4.1 Descriptive statistics

The first column of Table 1 shows the sex-ratio in the 0-24 gge group in sample households. It
shows that the proportion of girls is only 46.4% in rural Indiadtsi® shows considerable variation across
states with Bihar, Gujarat, Haryana, Rajasthan,rltadesh and Assam having lower proportions of girls
than the All-India averade This gives us our prior belief that gender differencéhi intra-household

allocation of educational expenditure is likely to be stronigegtese states.

In the remaining columns of Table 1, we divide all householdls etiildren aged <15 years into
two groups - ‘all-girl' households, where all the childieslow age 15 are girls, and ‘at least one boy’
households, where there are one or more boys in the househabde 1Tshows quite a dramatic difference
in the percentage of households incurring positive educatpealding, depending on whether it is an ‘all-
girl’ or ‘at least one boy’ household. It shows that in runglia, the percentage of ‘all-girl' households
reporting positive education spending is only 47.3% whereas thesponding percentage for ‘at least one
boy’ households is 66.0%. In other words, all-girl householdsieady 19 percentage points more likely
to report zero educational spending than ‘at least onehoogeholds. This very large difference indicates
an important correlation between the gender-compositiorhef hibusehold child population and the

household’s decision to incur positive educational spending.

Table 2 shows that in the age groups 10-14 and 15-19 years, girlsahsigmificantly and
substantially lower current enrolment rate (than bayes)a higher probability of reporting zero educational
spending due to non-enrolment, in virtually every one of the hfpleastates (except Kerala and West
Bengal). However, this is not so in the age group 5-9 whergethder gap in enrolment rate is significant

only in about half the states.

Table 3 shows average educational expenditure, conditional ommentol It is clear that, once
enrolled in school, girls and boys are not treated diffgrén terms of educational spending in most states
in any of the three age-groups. Thus, the main form féérdntial treatment is via differenti@iurrent
enrolmentrates of girls and boys. Table 4 includes zero educatipenditure (i.e. non-enrolled) children
and it shows that in the 5-9 age group, the states withréagegt gender gap in unconditional educational
expenditure are Bihar, Madhya Pradesh, Punjab, Rajasthdijttar Pradesh In the 10-14 age group, the
gender difference in unconditional education expenditure isfisigmi in 12 of the 16 states and in the 15-
19 age group in 14 of the 16 states. Thus, there is faidggvidence of gender bias in the raw data, and
the bias is stronger in the older age groups. The genden galucational expenditure occurs mainly via
girls’ significantly higher probability of non-enrolment (i.eia zero education expenditures) and only

rarely via lower expenditures once enrolled.

® The figure for Assam seems implausibly low.
19 While Kerala appears to have a significant gender gagiB-fiage range, this seems implausible. Moreover, this
gap becomes insignificant after controlling for housgltharacteristics, as seen later.
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4.2 Incorrect functional form as the reason for Engel curve methotlsefdo
detect gender bi&s

The conventional Engel curve equation is fitted using leastreq regression on the absolute value
of the household’s unconditional budget share of education. Theisfuhctional form used for the
dependant variable is linear and the analysis modelszsothand positive education budget shares in a
single equation. As stated earlier, this is problematie unpack the unconditional education budget share
into its two components: the probability of positive budgeteshad, conditional on positive budget share,
the size of budget share. Using household level data, wmeasstthree equations for each state (a) the
conventional Engel curve equation; (b) a binary probit of whehlteehousehold's education budget share is
positive or zero; and (c) OLS of the natural log of edocdbudget share, conditional on positive education

budget share. The resulting 48 equations are presented indipdable 1.

The first column under each state in Appendix Table 1 presgkatconventional Engel curve of
education expenditure share (or ESHARE) fitted on atl aed positive education expenditure households.
This is the unconditional OLS of ESHARE.

The budget share of education varies from 2.7% in Andhreefnad 8.7% in Himachal Pradesh.
The goodness of fit of the conventional Engel curves varies sub#yably state. The shape of the
education Engel curve was non-linear in several states Whtowed for a quadratic term in LNPCE,
confirming that at low levels of per capita expenditurecatan is a luxury but that it becomes a necessity

at higher levels of expenditdfe

Per capita expenditure has a significant positive impact on batlges of education, and the total
expenditure elasticity is close to or above unity in aliestasuggesting that education is treated as a luxury.
The elasticities are mostly lower than those foun&uramanian and Deaton (1990) and Subramanian
(1995), suggesting that education has come to be treatessasf a luxury than in the mid-1980s (date of

data in previous studie¥)

| report the specification using log of per capita expend{tté®CE) on the right hand side but | also tried two
variations: one was to include LNPCI (log of per capittome) instead. The other was an instrumental baria
estimation, using LNPCI to instrument LNPCE. UsitigPCl as an instrument f&tNPCEis justified because the two
are highly correlated and because income will not bestaded with budget shares independently of its correlation
with LNPCE The coefficients of the household demographic vagafi\i5t09, F5t09, M10to14, etc.) and the F-tests
of the significance of the gender gaps in educational expeaditere very robust to these alternative formulations
2 |n Subramanian’s study the total expenditure elastiditiedP, Haryana, Maharashtra, Punjab and Rajasthan were
2.14,1.13,1.79, 1.58, and 1.75 respectively. When we repeahalysis to resemble Subramanian’s, i.e. this time
including households without children of school-going age, stimated elasticities for the 5 states are: 1.49, 1.41,
1.19, 1.17 and 1.08 respectively. That is, except for Haryhealasticities for the other four states arg ver
considerably lower than in Subramanian (1995).
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The effect of household size is positive and significanewery state. This is in line with
theoretical considerations which suggest that, at any d@weh of per capita resources, larger households
will be better off due to economies of scale that aefrom shared household public goods. The finding of
a positive and consistent effect of household size is dtpkar interest given the failure to find this effect

in the seven high and low income countries studied indbeand Paxson (1998).

Household head’s schooling (HEDYRS) increases the budget chadecation very significantly
across all sample states, indicating a higher ‘taste’/ddnfiar child schooling among more educated
households. The effects of caste and occupation are ematasignificant or consistent across states.
However, religion matters. Even after controls for househaldq@ta expenditure and head's education,
MUSLIM households have significantly lower education budget sales than Hindus and Sikhs (the
omitted category) in Haryana, HP, Karnataka, Kerat&gs@, UP, WB, and Assam. The parameters of the
gender- and age-composition variables (M5t09, F5t09, M10tol14,sbiovy that education budget share

generally increases with proportion of male and femiildren of school-going age within the household.

What does the fitted conventional Engel curve in each sthigstabout gender bias in the within-
household allocation of educational expenditure? P-valugkeoF-test of the null hypothesis that the
coefficients on the male and female demographic variabdesqaral are presented in the last three rows of
Appendix Table 1. The row for ‘p-value: age 5 to 9’ of the fiddumns under each state shows that in the
5-9 age group, the hypothesis that the coefficient on M5todr{ge demographic variable for age group 5
to 9) is the same as the coefficient on F5t09 (the fematogaphic variable for age group 5 to 9) is
rejected at the 5% significance level ofdy Rajasthan. This lack of evidence of significamdgr bias in
all but one state shows that the conventional Engel curve techisiqu@ good at picking up gender-
differentiated treatment in educational expenditure withimiseholds, given that enrolment data show

significant gender differences in 9 out of the 16 states €T2bl

Next, in attempting to examine why the Engel curve method tiailietect gender bias, | unpack
total household education budget share into its two underlpimpaonents using the hurdle model outlined
earlier. The second and third columns under each stéjgpiendix Table 1 present equations respectively
for: (a) the probability that the household budget share of &docs positive (the probit equation of
ANYEDEXP), and (b) the natural log of education budget shaomditional on positive spending
(conditional OLS equation). In the conditional budget sharetieqaample selection could be a problem.
However, as explained in the methodology section, the conditioraleguation will tend tover-estimate

any pro-male bias. We attempted to control for sampéethety but its effects were largely insignificaht

13 We allowed for sample selectivity using ‘index of produeassets owned by household’ as the exclusion
restriction for identifying the constructed variable lta. Index of productive assets (INDEXPA) seemed a good
exclusion restriction in that, for each age group (5-9, 10-14, 13NBEXPA was significant in the probit of current
enrolment and insignificant in the educational expenditure famctOne would expect théspriori since the presence
of productive assets would be likely to raise the opportuwaisy of school attendance by increasing the retorns t
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In Appendix Table 1, it is conspicuous in the second and thitdew under each state that some
variables have opposing effects on the two outcomes. Forpéxathe effect of log of household per
capita expenditure (LNPCE) is invariably positive and highgpificant in the probit of ANYEDEXP in all
states but it is almost invariably negative and highly siganitién the conditional OLS of budget share. As
per Engel's law, this is as expected. While the householdvaizable (LNHHSIZE) has a large positive
and significant effect on the probability of spending a p@sisum on education, its effect on the

conditional budget share is small and typically insignifitant

Of most interest, from the point of view of the centradgfion about gender bias, is the impact, on
the two outcomes, of the demographic variables M5t09, F5t09 (hddselpooportion of males and
females aged 5 to 9); M10to14, F10tol14 (proportion of maleseanalés aged 10 to 14); and M15to19 and
F15t019 (proportion of males and females aged 15 to 19). Totigatesthis impact, we compute the
marginal effects of the male and female demographic vasiableeach equation and then take the
difference between the male and female marginal efféeds example, in any given equation, the marginal
effect of the variable ‘M5t09’ minus the marginal effettte variable ‘F5t09’ is the difference in marginal

effect (DME) of the gender variables in age group 5-9.

Tables 5a, 5b and 5c present diifeerencein marginal effects (DME) of the demographic variables
for the 5-9, 10-14 and 15-19 age groups respectively, calculatadiie results in Appendix Table 1. The
figures in parentheses below each DME are the p-valudsedf-test that the DME is equal to zero. P-
values of statistically significant DME’s (at the 58w¢&l or better) are shaded. The meaning of the DME is
best illustrated with an example. For instance, irptiobit of ANYEDEXP in Gujarat in Appendix Table 1,
the marginal effect of the variable M5t09 was 0.4867 and thiginad effect of F5t09 was 0.0712. Thus
the gender DME in the 5-9 age group there was 0.4155. Table 5at$liedifference multiplied by 100,
i.e. as 41.55. The p-value of the F-test that this differds equal to zero was 0.04, i.e. this gender
difference in marginal effect is statistically signdfit at the 4% level. In Tables 5a, 5b and 5c, the probit
results in column (a) refer to male-female DME from pinebit of whether the household had a positive

education budget share. Column (b) refers to the maleleBME in the conditional OLS of the log of

child labour. However, once a child is in school, préidacassets should not matter to how much the hougehol
spends on the education of the child since we contrdidosehold per capita expenditure. The selectivityabei
Lambda was significant at the 5% level (p value 0.04302)2nly in the 10-14 age group but even there, there was
no significant difference in the coefficients of theSand selectivity corrected equations. In the age-grot<.6-

14, and 15-19, the t-values on lambda were -0.44, 2.021&8®respectively. INDEXPA turned out not to be a
good identifying exclusion restriction when doing the regoessby state, since it was frequently insignificarthia
current enrolment probit and occasionally signifidarthe educational expenditure function. It is possible kit
better identifying exclusion restrictions, we could aghibetter identification of lambda and so the OL Sfuwerfit

on MALE should be taken as the lower bound on the effeRtALE. We also tried CLAD estimates (availablerfr
author) but these were not significantly different to GisBmates.

4 The marginal effects of the demographic variables@retmes above 1 because these variables take valtres fro
0 to 1 rather than from 1 to 100. Redefining them to be baolingldé and 100 simply leads to the reported marginal
effects being divided by 100.
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education budget share (ESHARE). Since the dependenblegahiere is in logs, the marginal effects of the
male and female demographic variables were transformextebtiking differences, so that the DMEs
reported in column (b) are comparable to those in coludphmnhere the dependent variable was absolute
ESHARE®. Column (c) shows the DME of the combined marginal &ffsom the probit and conditional
OLS equations, the combined marginal effect having been denithd way shown in equation 7. Column
(d) pertains to the unconditional OLS results, i.e. the OL®e absolute budget share of education fitted

on all (including zero education expenditure) households — the comnmapairted Engel curve equation.

Tables 5a, 5b and 5¢ demonstrate two interesting faicsslyRhat DME is almost always
positive in the probit. That is, in most cases, havingxra boy in the household has a greater positive
impact on the probability of having ANYEDEXP than having anaxirl in the household. Secondly, it
shows that the gender DME is often negaiivehe conditional OLS in the 5-9 and 10-14 age groups
(though not in the 15-19 group). Thus, in the basic-educatioyrage (5-14) in many states, there is
slight pro-female bias in conditional education budget shendng an extra girl in the household increases
the conditional household budget share of education tharehaving an extra boy in the household. This

could be because certain costs of girls’ educationanewhat greater than those for biSys

In the 5 to 9 age group, the gender DME in the probit is positiveall states except one
(Karnataka), and is statistically significant in states. In 10 out of 16 states the gender DME in the
conditional OLS of LNESHARE is negative (albeit insignifita and in only one of the 16 states is it
positive and statistically significant, i.e. in the vasfjarity of states there is no pro-male gender bias in
conditional education expenditure. The inference from the ‘corraitiEngel curve results in column (d)
is that there is no significant gender bias in education exjpeadn the 5-9 age group in any state other
than Rajasthan. However, such an inference maskadth¢hat in 5 states other than Rajasthan, there is
significant gender bias in the decision whether to enrol a ahisg¢hool. To overlook the difference is to

miss an important discriminatory process.

In the 10-14 age group, the gender DME in the probit is posiivalf states except Kerala and
West Bengal, and it is significant in 7 states. ButDME from the conditional OLS is insignificant in all

but one state. Here too, as in the 5-9 age group, the converiiogell curve result in column (d) would

15 For example, the coefficient on the variable M5tothim ¢onditional OLS of LNESHARE for Guijarat is —1.58 and
the coefficient on F5t09 is —1.08. The log transfoohthese are obtained by using the property of the logalo

distribution that the conditional expectationB{S| X, s> 0) equalsexp(x3+c? /2). For the Exp(.) is equal to

0.04836. Thus the marginal effect of M5t09 is b*exp(.), i.es #1.58*0.04836 = -0.0766 ; the marginal effect of
F5t09 is —1.08*0.04836 = -0.0524. Thus, the gender difference inmahadfect for the 5-9 age group in Gujarat in
the conditional OLS of budget share (as opposed to the lagdgEbshare) is —0.0766 — -0.0524 = -0.0242. In Table
5 all (differences in) marginal effects are multipled100, so this appears as -2.42.

18 For instance, girls’ school clothes may cost mareesgirls should be well covered. However, there is no
consistent evidence of systematically greater expeeditu girls than boys in particular education expenditure
categories. In the questionnaire, tuition fee and school um#ioe lumped together in one category so we cannot
check if more is spent on girls’ school uniform than opsh In the 5-9, 10-14 and 15-19 age groups, mean transport
costs are higher for girls than boys in only 3, 5 and Befl6 states respectively.
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lead to the inference of no significant gender bias in date ©other than Rajasthan. Again, such an
inference would neglect the fact that in 6 states othen Rajasthan, there is significant bias in the
enrolment decision. Table 5b also shows that using the hurdld aot®ach (column c), 5 states have
significant gender bias in unconditional education expenditur@thir words, when the decision to incur
positive education expenditure is modelled separately from thi€atebow much to spend conditional on
positive expenditure (using appropriate functional forms), seenaore successful in ‘picking up’ gender
bias in education spending than with the conventional Engel agipraiaich imposes linear regression of

unconditional education expenditure.

In the 15-19 age group, both the DME in the probit and the DM#henconditional OLS are
typically positive (significant only in 10 states in thelpit and in 6 states in the conditional OLS). Thus,
unlike in the case of the 5-9 and 10-14 age groups, here bothotiieagd conditional OLS results mostly

work in the same direction, i.e. they reinforce eatieio

In order to show graphically that the two processes of gdtifierentiation are different, | present
a scatter plot of the DMEs separately for the threegageps in Figure 2. If the two processes were the
same, we would expect all the points to fall on the didgthaegree line through the origin. It is clear in
Figure 2 that for youngest two age groups (denoted age=1 and agergirie 2), there is little suggestion
that the states are on the upward diagonal. Indeed if anythimgoints appear to lie on the downward
diagonal. However, for the 15-19 year olds (denoted age=3), drcepfew states such as Assam, Bihar
and Himachal Pradesh (denoted by as, bi, and hp rasgdg¢ctmost of the other states lie roughly on the
positive diagonal. In other words, below the age of 15 vibeptocesses oppose each other but beyond age

15, they reinforce each other.

It is not clear what explains the lack of significant gendi&erence in conditional education
expenditure in the primary and junior age groups but its presartie secondary school age group. One
possibility might be that gender differentiated treatniemonditional education expenditure only begins at
the secondary school stage because at that stage childretoser to further education courses and to
employment. However, at the secondary school stage, therbarsapply-side reasons for not interpreting
lower conditional educational expenditure on girls necessasilgvidence of parental discrimination. By
the early 1990s, state provided elementary education wasntdiee but certain states operated an
affirmative action policy for girls in the secondary schoagst by providing tuition-free secondary
schooling”. Thus, in these states, lower conditional education expeaditurgirls cannot be taken as
evidence of parental bias against girls. Moreover, thahlleffand distance to) single-sex girls’ secondary

schools may deter parents from sending girls to school faysaid social reasons, rather than for reasons

7 Bihar, Haryana, Himachal, Maharashtra, Orissa, Rajasthd Assam provided free access to secondary education
for girls.
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of discrimination; thus it is difficult to know what pant girls’ observed inferior enrolment outcomes in the

15-19 age range is due to parental discrimination and wisatodsupply-side factors.

To sum up, the discussion so far suggests two conclusiorstly,Rinat the Engel curve approach
does not pick up gender bias partly because it uses the wronghahdtrm. It estimates a single budget
share equation to encompass two different decisions: magyhilecision of whether to make a purchase and
the decision, conditional on purchase, of how much to spend gotice If the correct functional form for
the binary decision is non-linear and the correct distribudgfarpnditional expenditure is lognormal rather
than normal, then a hurdle model seems better able toreapnder biases in unconditional expenditure.
Secondly, the discussion shows the importance of ‘unpackingothbgender difference in expenditure
into its two constituent parts — the difference due tweater incidence of zero purchases for girls thas boy
and the difference due to lower conditional expenditures da tfian boys — so as to avoid lumping
together two different (often divergent) processes. Averagiag the two dilutes the effect of the former
difference, which is clearly the main discriminatorpgass. While averaging may lead to the conclusion
of no pro-male bias, there is evidence of significant pro-rhae in one of the processes, and policy
makers may be as concerned with digribution of educational expenditure for girls and boys as with its
average. Indeed it is possible that for children’s lamgtlife chances, being in school is more important

than expenditure on schooling once enrolled.

4.3 Aggregation as the reason for Engel curve method’s failure to detedér bia8

We turn next to examine whether aggregation of data at the hoddebell makes it more difficult
to detect gender differences in educational expenditure than wieg individual child level data.
Individual level expenditure provides the most reliable way ofctiege gender bias. As we have
educational expenditure information at the level of the indadidhild and also, by aggregation, at the level
of the household, it is possible to compare household level Engeé results with individual level
analysis. In the individual level analysis, the dependanable is education expenditure on the individual
child (rather than household budget share of education). Marensead of demographic variables such
as ‘household proportion of males aged 5 to 9’ and ‘householdiap of females aged 5 to 9', etc., the
gender variable of interest is simply the dummy variabRLE which is 1 for males and 0 for females.
The rest of the explanatory variables in the individualllegeations are identical to those in the household
eguations of Appendix Table 1, i.e. they are household leveblesiaThe three age groups of interest, as
before, are ages 5 to 9, ages 10 to 14 and ages 15 to 18pondiag roughly with primary, junior and

secondary education.

At the individual child level, we estimated 144 separate @ns{16 states x 3 age groups x 3

eguations). We do not display all 144 equations but the mardiaaiseon the gender variable MALE from
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these equations are presented in Table 6a (for age §rtaup), Table 6b (for age group 10-14) and Table
6¢ (for age group 15-19).

The marginal effects on MALE in Tables 6a, 6b and 6cnatecomparable with the difference in
marginal effects of the household demographic variables ine§dd, 5b and 5c. This is because the
household demographic variables in a household level regressiarot identical to the dummy variable
MALE in the individual level regression. It is also besa the dependant variable in the conditional and
unconditional OLS equations in Table 6 is education expenditureinbliiable 5 the corresponding
dependant variable is education budget share. Thus, tigsofidhe coefficients and marginal effects will
be different in the two Tables. However, we are inteceshainly in whether any statistically significant

gender differences in the individual level Table 6 are alsdfisignt in the household level Table 5.

The individual level results of Tables 6 confirm what wer gmarlier, namely that in each of the
three age-groups, much of the gender differentiated treataoeurs at the stage of the decision whether to
even incur positive education expenditure (enrol a child in sghenad) not in the decision of how much to
spend, conditional on school enrolment. In several instancesmanginal effect of MALE in the
conditional expenditure equation is negative, i.e. girls haveewbat higher education expenditure,

conditional on being in school, though this pro-female bisaredy statistically significant.

Since MALE is a discrete variable, the marginal affdfcMALE in the combined hurdle model
(column c) is estimated by calculating the expected valfieaconditional expenditure in equation (5) with
MALE=1 and with MALE=0 and then taking the difference, rattlean by taking derivatives, as in
equation (7)*2. Column (d) presents the marginal effect of the vaeidWALE in the unconditional

expenditure equation, i.e. the single OLS equation estinmatkaling zero education expenditures.

While a comparison of columns (c) and (d) shows quite googsmondence between the two, the
hurdle model is still more effective at picking up gender bias tthe conventional unconditional OLS
model. For example, in Table 6a, the hurdle model detects bgeraler bias in Andhra Pradesh and

Tamil Nadu where the unconditional OLS fails to pick it ue ame is true for Assam in Tables 6b, 6c¢.

The most noteworthy fact to emerge from a comparisonadfiek 5 and 6 is that the gender
difference in education expenditure is statistically sigaift in many more states when individual level
data is used (Tables 6) than when household aggregateds dated (Tables 5). This may be taken to
suggest that there is something in the aggregation that ritakese difficult to pick up gender differences

in expenditure. However, when comparing Tables 5 and 6 one @mptaring like with like. While we

18 However, when we estimated the marginal effects ofdnéinuous gender variables M5to9 and F5to9 etc. in the
Engel curve equation using household level data earltbeipaper, we used derivatives as set out in equations (6)
and (7).
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have ensured that in all other respects the specificafithe probit, conditional OLS and unconditional
OLS equations are identical in the individual and househwotd nalyses, the dependant variables (except
in the probit) as well as the gender variables are difféndhie individual and household level analyses. In
order to compare like with like, one would need to use alairgender variable in the household level

analysis as the MALE dummy variable in the individual laralysis.

Since gender bias manifests itself mainly in the zero vasesiive expenditure (ANYEDEXP)
decision, we examine whether the effect of gender is similie individual and household level probits of
ANYEDEXP. Table 7 compares the marginal effects of gendeéreiindividual and household level probit
eguations that are as alike as we could make them. Cdlmeproduces the marginal effect of MALE in
the individual level probits (taken from the first columnsTables 6a, 6b, and 6¢). Columns (2) presents
the marginal effects of gender variables in the household lewbltpthe three gender variables being:
‘proportion of males among all 5-9 year olds in the household’; at@m of males among all 10-14 year
olds in the household’; and ‘proportion of males among all 1€ olds in the household’. These
gender variables at the household level differ from those usked sothat they represent the proportion of
males within a given age group (e.g. number of males age® divided by number of males and females
aged 5 to 9 in the family) rather than, for example, ptapoiof males aged 5 to 9 within the household as
a whole. This is the gender concept that comes closds tpender dummy MALE in the individual level
regression. Since both individual and household level gendeblesriare now bounded between 0 and 1,

their marginal effects should be comparable.

Table 7 shows that at conventional levels of significance, dinmld level data fails to detect
significant discrimination in about 11 (or about one-third adses where individual level data shows
significant bias. We can also compare the sizes of tingimah effects of gender across the individual and
household probits. Such a comparison shows that even when weldrav¢he best we can to achieve
similar explanatory and dependant variables in individual kemgsehold level equations, we still fail to
capture the full extent of gender bias when we use householdibteel The marginal effect of the gender
variable is consistently and significantly lower in thmudehold level probit than in the individual level
probit in each of the three age groups. The average maeffieal of gender in each age group is presented
in the last row of Table 7 and depicted in Figure 3.hdiwgs that the marginal effect of the gender variable
increases with age group and, within each age groupwasyslhigher in individual level data than in
household level data. This suggests that tteesemething about aggregation that prevents household level
data from picking up the full extent of gender bias. It isthat measurement error is greater in household
total education expenditure than in individual education expaglisince in the dataset used for this study,

household education expenditure is obtained by aggregating indiediuzation expenditure.
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5. Conclusion

The individual level data on educational expenditures aartfiat (i) in Indian states with the most
skewed sex-ratios, educatiormitcomessuch as school enrolment rates for girls are signifizamtrse
than those for boys. They also confirm that (ii) in thdsdian states where there is evidence of
significantly worse educational outcomes for girls than phgsiseholdexpenditureon girls’ education is
indeed significantly lower than that on boyis&, lower educational inputs are an important mechanism by
which girls’ educational outcomes turn out to be inferi@mtboys’. The data show that the most important
way in which gender bias in educational resource allocamianifests itself in rural Indian households is
via non-enrolment of girls, which implies zero educatioraénsling. There is little gender bias in

educational expenditure among enrolled children.

The analysis shows a low degree of correspondence betwsaltsrin individual level and
household level data; particularly in the younger two age grilwgbhousehold expenditure method fails to
find significant discrimination. Our approach in this papaggests important explanations for why the
conventional Engel method fails to detect gender bias in hamaehold allocation. Tests suggest that this
failure is partly because the Engel curve method as convergiapglied suffers from incorrect functional
form and the limitation that the effects of the householddge composition variables on both (a) the
decision to enrol in school and (b) the decision of how muctpénds- conditional on enrolling - are
constrained to be in the same direction. Our data sutigEsthe effects are in divergent directions in a
substantial number of cases in the primary and junioodcage groups. However, in the 15-19 year age
group, these two effects work in the same direction andtterginforce each other. Thus, it is only in this
group that results from the Engel curve method correspond whlitkeé results from the direct inspection
of individual level expenditure. Given that the two processadiscrimination often diverge, neither the
unconditional OLS nor the tobit are appropriate modelling gfiege The hurdle model has greater power

to detect discrimination.

The results also suggest that aggregation of data at tisetad level makes it more difficult to
pick up gender differences. Even when individual and household |eneghles and equations are made as
similar as possible, household level equations consistiiltlyp capture the full extent of the gender bias.
This suggests that aggregation of data does prevent thehblilsxpenditure method from detecting
gender bias, and this is not due to measurement errbe ihausehold expenditure variable. We are left
with the conclusion that for those concerned with reliabdasaring the extent of gender discrimination in
household expenditure allocation, household level data is aspbetitute for individual level expenditure
data. Household expenditure data is of some use providing one rtiaalblsrdle but it still understates the

extent of the problem of gender discrimination.

The results here highlight that there are two distinotgsses by which gender bias occurs in the

within-household allocation of educational expenditure. Thusethod that integrates/jointly models these
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two processes dilutes the powerful gender-differentiaticat #xists in many states in the main
discriminatory mechanism, namely the non-enrolment of.qgiil is possible that this is also the reason why
no significant or consistent evidence of gender bias has beettaiktin medical expenditures in India
(Subramanian and Deaton, 1990; Subramanian, 1995). It is fadgiple to imagine scenarios whereby
parents delay seeking medical care for girls compared feittboys in the same state of illness but,
conditional on seeking medical advice, the expenditure on gith® isame as that on boys. Policy makers
may be as or even more concerned with the former salfirb@as since it may be more important for

children’s longer term life chances.

Our discussion also points out the need to consider theyssigpel when investigating household
expenditures on particular commodities. If certain facdllitend institutions (such as schools or health
clinics) are not locally available and there are sotihbos or difficulties about girls’ use of non-local
facilities, or if there are affirmative action policiesplace for girls’ health or their participation in tén
levels of education, household expenditures on girls may be ltelue to parental discrimination per se

but rather due to these supply side conditions.

While our data show very significantly lower education&cations to girls than boys in rural
India, explanations underlying these differential allocatiares not explored here. Gender-differentiated
treatment could be due to son preference or due to annmmsimotive. The investment motive attributes
unequal allocations to the differential returns of ginsl &oys, or differential returns accruing to parents.
Differential returns may arise from dowry, differenbdar returns of males and females, or patrilocal
family structure (Rose, 2000). Foster and Rosenzweig (20@D)Hat where there are economic returns to
women’s human capital, parents do invest in girls’ edapattstimates for urban India suggest that women
face lower economic returns to education than men (Kingdon, #998)rther evidence on returns to men
and women’s education in theral Indian labour market would be useful in analysing whether gdrids
in intra-household educational resource allocation in rurdd liscattributable to gender differentials in the

returns to education.

19 Duraisamy (2002) and Kingdon and Unni (2001) find mixed evidenaeturns to men and women'’s education in
India. However, neither study could control for omittechily background bias, which substantially reduces women’s
returns but not men’s in Kingdon (1998). Indian estimaté8rigdon (1998) do not conform to the worldwide pattern
that returns to women’s education are generally hidgtear those to men’s (Schultz, 1993).
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Tablel

Descriptive statistics, by State

STATE Proportion of Proportion of % of ‘at-least- % of ‘all-girl’ Percentage t-value of the
girls ‘all-girl’ one-boy’ households point difference
in all children households in households that thatincurred  difference  in (d) and (e)
(aged 0-14) all households incurred positive (d) - (e)
positive education
education expenditure
expenditure

(@) (b) (€) (d) (€) (f) ()
ANDRHA 48.1 25.6 62.8 48.9 13.9 4.8
BIHAR 44.7 17.1 56.3 43.2 13.1 4.3
GUJARAT 45.9 17.8 62.9 42.6 20.3 5.5
HARYANA 46.3 15.5 72.4 52.2 20.2 5.7
HIMACHAL 46.8 19.1 85.4 69.6 15.8 4.3
KARNATAK 47.6 20.6 72.1 59.0 13.1 4.9
KERALA 50.2 28.9 72.1 58.7 13.4 4.2
MAHARASH 46.3 19.2 69.2 48.3 20.9 7.8
MADHYA 46.4 18.5 61.1 42.3 18.8 8.6
ORISSA 48.4 21.1 64.7 44.0 20.7 6.7
PUNJAB 46.4 17.7 70.5 46.5 24.0 6.0
RAJASTHAN 45.0 15.0 67.9 32.3 35.6 11.1
TAMILNADU 48.7 28.5 60.1 39.5 20.6 6.2
UTTAR 44.8 15.0 66.9 44.1 22.8 9.6
W.BENGAL 49.2 20.4 60.2 42.8 17.4 5.1
ASSAM 39.6 12.2 62.4 55.6 6.8 15
INDIA 46.4 19.0 66.0 47.3 18.7 24.4

Note Shaded cells represent cells with values abovelowtthe national average. The figures for Assam iffitkte
two columns are implausibly low. The states with theatest expected gender bias are Bihar, Gujarat, Haryana,

Maharashtra, Madhya, Orissa, Punjab, Rajasthan #adRfadesh.
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Table2
Current enrolment rate of children, by age-group and gender

State Age 59 Age10-14 Age 15-19

female male gap female male gap female male gap
ANDRHA 65 77 12 57 70 13 15 40 25
BIHAR 35 46 11 50 64 14 24 46 22
GUJARAT 57 65 8 68 82 14 24 44 20
HARYANA 55 60 5 70 85 15 21 49 28
HIMACHAL 79 83 4 89 94 5 46 74 28
KARNATAK 60 64 4 64 74 10 27 44 23
KERALA 81 85 4 98 96 -2 54 55 1
MAHARASH 69 70 1 71 85 14 26 56 30
MADHYA 40 47 7 52 69 17 15 42 27
ORISSA 51 58 7 56 76 20 18 42 24
PUNJAB 71 76 5 73 83 10 26 45 19
RAJASTHAN 32 58 26 36 79 43 9 46 37
TAMILNADU 61 74 13 67 80 13 23 38 15
UTTAR 40 56 16 49 72 23 19 47 28
W.BENGAL 47 48 1 62 66 4 25 40 15
ASSAM 52 60 8 77 86 9 49 59 10
INDIA 51 60 9 60 76 16 24 47 23

Note: The shaded cells represent statistically significant gegalgs, at the 5% level.
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Educational expenditure on ENROLLED children, by age-group and gender

Table3

0.

Age5-9 Age10-14 Age 15-19

girls boys t girls boys t girls boys t
ANDRHA 258 219 -1.0 305 330 0.5 864 885
BIHAR 249 309 2.1 378 431 1.4 651 652 0.0
GUJARAT 258 247 -0.3 313 350 1.0 912 1171 1.5
HARYANA 633 634 0.0 721 859 2.3 1115 1434 2.6
HIMACHAL 671 707 0.6 974 1049 1.2 1686 1966 1.9
KARNATAK 285 337 1.3 446 455 0.2 751 918 1.8
KERALA 490 611 2.7 677 745 1.3 1269 1373 0.8
MAHARASH 210 222 11 359 397 1.7 688 786 1.7
MADHYA 218 242 1.6 301 289 -0.7 651 582 -1.1
ORISSA 222 188 -1.6 295 289 -0.3 852 831 -0.2
PUNJAB 498 651 2.3 674 793 2.0 1712 1365 -2.0
RAJASTHAN 324 348 1.0 496 520 0.8 1109 1164 0.4
TAMILNADU 333 331 -0.0 386 418 0.6 1069 910 -0.8
UTTAR 343 316 -1.0 375 411 1.8 710 780 1.0
W.BENGAL 200 204 0.1 382 379 -0.1 863 945 0.8
ASSAM 357 353 -0.1 352 449 2.2 905 1007 0.6
INDIA 331 345 1.5 455 477 2.2 981 994 0.4

Note The shaded cells represent statistically signifiganider-gaps, at the 5% level.
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Educational expenditure on all (enrolled and non-enrolled) children, by age-group and gender

Table4

Age5-9 Age 10-14 Age 15-19

girls boys t girls boys t girls boys t
ANDRHA 168 168 0.0 174 232 1.7 130 355 4.9
BIHAR 88 142 4.1 191 275 3.4 153 302 5.0
GUJARAT 147 160 0.5 212 288 2.6 215 514 4.6
HARYANA 348 378 0.9 503 731 4.5 236 703 8.7
HIMACHAL 528 586 1.2 872 989 2.0 780 1458 6.3
KARNATAK 171 218 1.8 284 339 1.7 199 406 5.2
KERALA 399 520 2.9 662 718 1.1 679 758 0.9
MAHARASH 144 154 1.2 254 339 4.6 180 438 8.4
MADHYA 86 113 3.5 156 200 4.0 99 247 8.6
ORISSA 112 109 0.3 165 219 3.1 155 351 5.0
PUNJAB 352 491 2.7 495 660 3.2 449 611 2.2
RAJASTHAN 104 202 7.6 176 410 114 95 540 9.8
TAMILNADU 204 244 1.0 259 336 1.9 248 348 1.4
UTTAR 137 176 2.9 182 297 8.6 136 368 9.4
W.BENGAL 95 99 0.3 235 249 0.6 212 376 3.8
ASSAM 186 210 0.9 271 387 3.0 444 593 15
INDIA 170 206 6.6 274 364 12.1 234 468 19.5

Note: The shaded cells represent statistically significant gegeales, at the 5% level.
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Table 5a
Differencein Marginal Effect (DME) x 100 of gender variables male5-9 and female5-9,
and p-value of the associated t-test
(Household-level results)

State Probit Conditional Combined Unconditional OLS
oLsS probit+OLS (Conventional
Engel curve)
(@ (b) (©) =f(ab) (d)
AP 60.09 -1.38 1.67 -0.08
(.00) (:41) (.24) (.98)
BIH 24.53 -0.73 1.00 0.40
(.10) (.73) (.54) (.76)
GUJ 41.55 -2.42 0.31 0.30
(.04) (:34) (.87) (:87)
HAR 10.41 3.78 3.95 3.1y
(.49) (.11) (11) (.11)
HIM 11.79 -2.71 -1.48 0.93
(.25) (:37) (.62) (.72)
KAR -1.94 -2.03 -1.67 -0.31
(.88) (-30) (:32) (:83)
KER 11.02 2.86 3.71 3.6b
(.10) (:22) (11) (:12)
MAH 17.24 -2.30 -0.82 0.56
(.18) (17) (.61) (.68)
MP 14.50 -0.55 0.31 0.6D
(19) (.66) (.75) (:45)
ORI 70.57 -2.68 1.00 0.28
(.00) (.07) (.40) (.86)
PUN 30.46 2.70 4.11 2.85
(11) (:46) (.24) (-20)
RAJ 40.86 3.34 4.32 4.10
(.00) (.03) (.00) (.00)
TN 50.96 1.26 3.50 2.98
(.01) (:59) (.08) (.11)
UpP 32.99 -0.58 1.31 1.55
(.00) (.64) (.19) (.11)
WB 18.82 -0.18 0.62 0.7y
(.30) (:92) (.66) (:58)
ASS 5.33 2.62 2.46 -0.12
(.73) (:24) (.25) (:94)

Note: In the conditional OLS equation fitted only for housghaith positive education spending, the dependant varsbhei
natural logof the household education budget share. Thus, the coeSiciktiite gender dummy variables were transformed so that
the marginal effects reported in column (b) are comparatthose in column (d), where the dependent variabieaissolute

rather than log terms. Column (d) pertains to the unconditiOLS of absolute household education budget share, fittalil o
households, including those with zero education budget shatestable displays 100 times the difference in margiffietts

(DME) of the variables ‘proportion of males aged 5-9' gmdportion of females aged 5to 9'. The figures in paresethare p-
values of the t-test of the DME, where standard eroorthe t-test in column (c) were obtained by bootstrapping.
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Table5b
Differencein Marginal Effect (DME) x 100 of gender variables malel0-14 and female10-14,
and p-value of the associated t-test
(Household-level results)

State Probit Conditional Combined Unconditional OLS
oLsS probit+OLS (Conventional
Engel curve)
(@ (b) (©) =f(ab) (d)
AP 19.70 -0.11 0.78 1.28
(.25) (:95) (.55) (:34)
BIH 33.90 -2.35 0.57 -0.54
(.04) (.26) (.70) (.70)
GUJ 67.30 -3.58 0.75 0.7
(.00) (:15) (71) (.67)
HAR 16.63 -0.62 0.73 -1.19
(:32) (.78) (.72) (:54)
HIM 11.96 0.92 2.01 1.28
(.25) (.74) (.36) (.60)
KAR 5.92 -0.02 0.34 0.21
(.65) (:99) (.83) (.88)
KER -8.86 -0.81 -1.53 -0.5b
(.50) (.72) (NA) (.81)
MAH 43.70 0.50 3.05 2.21
(.00) (.75) (.03) (.09)
MP 42.99 -0.92 1.40 -0.2p
(.00) (:45) (.16) (.80)
ORI 73.26 0.24 3.16 -0.2D
(.00) (.88) (.01) (-88)
PUN 14.54 4.05 4.20 3.69
(.49) (.26) (21) (.11)
RAJ 108.87 3.13 7.35 5.3
(.00) (.04) (.00) (.00)
TN 42.80 1.79 3.51 2.3f
(.07) (:45) (.10) (.22)
UpP 56.12 -0.50 2.56 0.87
(.00) (.68) (.02) (-38)
WB -3.53 -1.16 -0.90 -2.20
(.86) (:52) (.50) (:15)
ASS 16.64 5.10 5.09 3.5
(.50) (.08) (.04) (:13)

Note: See note in Table 5a. The table displays 106 tiheedifference in marginal effects (DME) of the ablés ‘proportion of

males aged 10-14’ and ‘proportion of females aged 10 to 14
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Table5c
Differencein Marginal Effect (DME) x 100 of gender variables malel5-19 and female15-19,
and p-value of the associated t-test
(Household-level results)

State Probit Conditional Combined Unconditional OLS
oLSs probit+OLS (Conventional
Engel curve)
) (b) (9 =f(ab) (d)
AP 66.25 2.57 4.62 3.441
(.00) (-31) (.01) (.01)
BIH 60.75 0.34 3.36 4.64
(.00) (.91) (.10) (.01)
GUJ 17.13 4.50 3.98 4.59
(-38) (.12) (.06) (.01)
HAR 50.03 4.67 7.67 6.49
(.00) (.11) (.00) (.01)
HIM 15.71 8.27 9.37 10.14
(.02) (.01) (.00) (.00)
KAR 39.19 5.80 6.78 5.98
(.00) (.01) (.00) (.00)
KER -0.49 -2.88 -2.82 -0.5f
(.94) (.25) (.26) (.81)
MAH 48.13 3.48 5.72 6.60
(.00) (.07) (.00) (.00)
MP 66.29 5.32 6.57 4.9p
(.00) (.00) (.00) (.00)
ORI 59.59 7.10 7.40 5.78
(.00) (.00) (.00) (.00)
PUN 8.96 2.39 2.51 1.18
(.60) (:55) (.40) (.61)
RAJ 102.35 9.44 11.58 10.01
(.00) (.00) (.00) (.00)
TN 34.39 3.22 4.18 1.97
(.09) (:29) (.09) (:30)
UpP 38.72 6.87 6.88 6.5[7
(.00) (.00) (.00) (.00)
WB 36.93 3.62 3.81 2.82
(12) (.12) (.04) (.10)
ASS -19.24 3.79 2.12 3.90
(.44) (:31) (.54) (:14)

Note: See note in Table 5a. The table displays 106 tiheedifference in marginal effects (DME) of the ablés ‘proportion of
males aged 15-19' and ‘proportion of females aged 15 to 19'.
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Table 6a

Marginal effect of the gender dummy variable MALE and p-value of the associated t-test,
Individual level data, age group 5-9

State Probit Conditional Combined Unconditional
OLS probit+OLS oLS
(@) (b) (c) =f(ab) (d)
AP 0.129 0.27 27.3 14.9
(.00) (:99) (.01) (:39)
BIH 0.105 17.4 32.9 40.5
(.00) (:28) (.00) (.00)
GUJ 0.056 12.2 18.8 10.0
(.08) (.56) (.09) (.61)
HAR 0.039 74.9 62.4 58.1
(.16) (.01) (.02) (.02)
HIM 0.042 12.3 37.5 54.8
(13) (.74) (:32) (.16)
KAR 0.046 -5.6 9.3 24.%
(.05) (.76) (.56) (.15)
KER 0.042 41.8 55.0 92.4
(.15) (.10) (.04) (.01)
MAH 0.005 -6.1 2.7 4.8
(.82) (.61) (.25) (57)
MP 0.074 21.5 24.4 26.[7
(.00) (.04) (.00) (.00)
ORI 0.077 -31.7 -3.8 -7.2
(.01) (.00) (:22) (.56)
PUN 0.096 93.5 120.2 1167
(.00) (.12) (.00) (.01)
RAJ 0.266 38.3 96.5 94.8
(.00) (.02) (.00) (.00)
TN 0.132 11.2 39.6 31.9
(.00) (:63) (.00) (:31)
UpP 0.175 -10.2 46.0 40.4
(.00) (:41) (.00) (.00)
WB 0.015 2.4 3.5 5.4
(.62) (-85) (.85) (.65)
ASS 0.078 11.1 28.3 17.7
(.02) (:62) (.13) (:83)

Note: In the conditional OLS equation fitted only for chéldmith positive education spending, the dependant vaisatiie

natural logof education expenditure. Thus, the coefficients of the gehdemy variables were transformed so that the marginal
effects reported in column (b) are comparable to thoselimn (d), where the dependent variable is in absollterrtitan log
terms. Column (d) pertains to the unconditional OLShebhite education expenditure, fitted on all children, incluthinge with

zero education-expenditure. The table shows the mardfeel en the gender dummy variable MALE. The figures in

parentheses are p-values of the t-test of the margieat ef MALE, where standard errors for the t-testétumn (c) are obtained

by bootstrapping.
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Table 6b

Marginal effect of the gender dummy variable MALE and p-value of the associated t-test,
Individual level data, age group 10-14

State Probit Conditional Combined Unconditional
OLS probit+OLS oLS
(@ (b) (c) =f(ab) (d)
AP 0.140 -1.6 35.2 40.
(.00) (:93) (41) (.04)
BIH 0.178 12.6 64.4 72.]
(.00) (:45) (.00) (.00)
GUJ 0.161 14.9 59.9 57.
(.00) (.57) (.02) (.02)
HAR 0.164 63.5 157.9 153.
(.00) (.04) (.00) (.00)
HIM 0.037 105.0 134.5 135.
(.01) (.01) (.01) (.01)
KAR 0.121 -4.0 40.2 26.
(.00) (:83) (.23) (:13)
KER -0.012 -13.1 -20.3 -26.
(.28) (.60) (.44) (:41)
MAH 0.143 21.3 66.4 65.4
(.00) (.09) (.00) (.00)
MP 0.196 16.3 63.2 42.
(.00) (.16) (.00) (.00)
ORI 0.242 4.3 60.5 42.8
(.00) (.75) (.00) (.00)
PUN 0.085 68.5 111.8 118
(.01) (.16) (.00) (.02)
RAJ 0.515 59.5 262.9 230
(.00) (.01) (.00) (.00)
TN 0.145 10.4 54.0 52.0
(.00) (.68) (.00) (.12)
UpP 0.289 26.6 120.4 106
(.00) (.04) (.00) (.00)
WB 0.048 3.3 17.4 3.9
(13) (-89) (.08) (.84)
ASS 0.048 42.7 54.1 349
(.07) (.12) (.04) (:22)

Note: See note in Table 6a.
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Table 6¢

Marginal effect of the gender dummy variable MALE and p-value of the associated t-test,

Individual level data, age group 15-19

State Probit Conditional Combined Unconditional
OLS probit+OLS oLS
(@ (b) (c) =f(ab) (d)
AP 0.269 0.4 152.0 166.p
(.00) (:99) (.00) (.00)
BIH 0.248 34.7 142.0 144.9
(.00) (:40) (.00) (.00)
GUJ 0.198 234.1 212.8 2112
(.00) (.03) (.00) (.00)
HAR 0.311 286.7 419.6 4334
(.00) (.00) (.00) (.00)
HIM 0.306 102.0 519.1 52214
(.00) (:19) (.00) (.00)
KAR 0.184 48.4 135.8 157.1
(.00) (-30) (.00) (.00)
KER 0.019 -86.5 -27.8 -23.8
(.66) (:15) (.95) (.66)
MAH 0.300 74.5 211.1 203.3
(.00) (.06) (.00) (.00)
MP 0.300 11.6 151.8 149.1
(.00) (.75) (.00) (.00)
ORI 0.248 64.0 131.2 173.8
(.00) (:14) (.00) (.00)
PUN 0.216 7.8 265.8 202.8
(.00) (:94) (.00) (.00)
RAJ 0.384 -57.1 362.8 404.p
(.00) (.65) (.00) (.00)
TN 0.171 -46.8 91.7 83.b
(.00) (.57) (.00) (.05)
upP 0.312 98.5 211.0 226.11
(.00) (.01) (.00) (.00)
WB 0.189 18.1 124.4 167.9
(.00) (.78) (.00) (.00)
ASS 0.113 103.6 130.3 1361
(.03) (:15) (.00) (.08)

Note: See note in Table 6a.

33



Table7
Marginal effect (x100) of the gender variablesin the probit equation of ANYEDEXP
and p-value of the associated t-test:
(Gender variablesin household level equation redefined)

Marginal effect of MALE Marginal effect of gender variablein
inindividual leve probit househaold level probit
(@) (@)
Age 5-9 Age 10-14 Age 15-19 Age 5-9 Age 10-14 A§el9

AP 0.129 0.140 0.269 0,127 0.069 0.203
(.00) (.00) (.00) (.00) 0.09 (.00)

BIH 0.105 0.178 0.248 0.074 0.083 0.143
(.00) (.00) (.00) (.03) (.02) (.00)

GUJ 0.056 0.161 0.198 0.094 0.132 0.065
(.08) (.00) (.00) (.03) (:01) (-16)

HAR 0.039 0.164 0.311 0.008 0.055 0.145
(-16) (.00) (.00) (:80) (14) (:00)

HIM 0.042 0.037 0.306 0.058 0.011 0.046
(.13) (:01) (.00) (.02) (.65) (:01)

KAR 0.046 0.121 0.184 0.013 0.010 0.108
(.05) (.00) (.00) (.68) (.76) (.00)

KER 0.042 -0.012 0.019 0.043 -0.047 0.009
(.15) (.28) (.66) (.04) (.26) (.67)

MAH 0.005 0.143 0.300 0.039 0.121 0.143
(:82) (.00) (.00) (.18) (.00) (.00)

MP 0.074 0.196 0.300 0.042 0.136 0.152
(.00) (.00) (.00) (-10) (:00) (:00)

ORI 0.077 0.242 0.248 0.133 0.198 0.152
(:01) (.00) (.00) (:00) (:00) (:00)

PUN 0.096 0.085 0.216 0.066 0.061 0.018
(.00) (:01) (:00) (11) (-24) (.66)

RAJ 0.266 0.515 0.384 0.136 0.236 0.220
(.00) (.00) (:00) (.00) (.00) (.00)

TN 0.132 0.145 0.171 0.130 0.141 0.125
(.00) (.00) (:00) (:01) (.02) (.02)

UP 0.175 0.289 0.312 0.091 0.144 0.094
(.00) (.00) (.00) (.00) (.00) (.00)

WB 0.015 0.048 0.189 0.031 0.015 0.129
(.62) (.13) (.00) (.47) (.74) (.01)

ASS 0.078 0.048 0.113 0.020 0.075 0.031
(.02) (.07) (.03) (:59) (17) (:58)

Average

marginal 0.086 0.156 0.236 0.069 0.090 0.111

effect

Note: In the individual level probit, the gender variableie@y the MALE gender dummy. In theousehold level
probit in column (2), there were three gender variabbesedch of the three age groups, the ‘proportion of nialet
children of that age group within the household’. Thewol (1) figures are reproduced from the first columns of
Tables 6a, 6b and 6c¢.
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Appendix Table 1
OL Sregresson of budget share of education; binary probit of any education expenditure; and OL Sregression of
natural log of budget share of education, conditional on positive education expenditure

AndhraPradesh Bihar Gujarat
Unconditional Probit Conditional Unconditional Probit Conditional Unconditional Probit Conditional
oLs oLSs oLs oLs oLSs oLs
Dep. variable (ESHARE) (ANYEDEXP) (LNESHARE) (ESHARE  (ANYEDEXP) (LNESHARE) (ESHARE) (ANYEDEXP) (LNESHRE)
coeff t-value marginal t-value  coeff t-value | coeff t-value marginal t-value  coeff t-value| coeff t-value marginal t-value  coeff t-value
x 100 effect x 100 effect x 100 effect

Variable
LNPCE 0.56 21 0.19 5.0 -0.40 -4.3 0.37 14 0.21 6.6 -0.58 -1.7 1.12 3.7 0.15 4.4 0.06 0.6
LNHHSIZE 1.55 5.0 0.40 8.7 -0.15 -1.2 0.57 1.7 0.31 7.3 -0.29 -3.0 1.28 3.0 0.36 7.3 -0.19 -1.3
MOTO4 -6.79 -3.0 -1.01 -3.3 -2.38 -2.8 -0.92 -0.3 -0.29 -0.8 -0.86 -1.0 -4.53 -1.5 -1.13 -3.2 -0.73 -0.7
M5TO9 1.25 0.6 1.30 4.2 -1.12 -1.4 4.82 1.7 0.67 2.0 0.03 0.0 -1.54 -0.5 0.49 14 -1.58 -1.7
M10TO14 1.65 0.7 0.56 1.9 -0.39 -0.5 8.89 3.1 0.88 2.6 1.13 1.3 2.96 1.0 0.77 2.3 -0.44 -0.5
M15TO19 3.76 1.7 -0.16 -0.5 1.16 14 8.21 2.8 0.41 1.2 1.55 1.8 3.30 1.1 -0.41 -1.3 1.20 1.3
M20TO24 -3.78 -1.6 -0.48 -1.5 0.07 0.1 5.73 1.8 -0.12 -0.3 1.39 1.5 -3.28 -1.0 -1.10 -3.1 -0.54 -0.5
M25TO60 -3.17 -1.4 -0.45 -1.5 -1.38 -1.7 3.86 1.3 -0.08 -0.2 0.56 0.6 -2.36 -0.8 -0.38 -1.1 -0.67 -0.7
M61MORE -4.68 -1.6 -0.68 -1.8 -0.80 -0.8 6.03 1.5 -0.01 0.0 0.69 0.6 -4.54 -1.1 -1.13 -2.3 -0.60 -0.4
FOTO4 -5.86 -2.6 -0.47 -1.5 -2.97 -3.6 -0.96 -0.3 -0.31 -0.9 -0.79 -0.9 -5.29 -1.8 -0.90 -2.6 -1.59 -1.7
F5TO9 1.28 0.6 0.70 24 -0.80 -1.0 4.42 1.5 0.42 1.3 0.15 0.2 -1.84 -0.6 0.07 0.2 -1.08 -1.2
F10TO14 0.42 0.2 0.36 1.2 -0.36 -0.5 9.43 3.2 0.54 1.6 1.53 1.8 2.19 0.7 0.09 0.3 0.30 0.3
F15TO19 0.35 0.2 -0.82 2.7 0.57 0.7 3.57 1.2 -0.20 -0.5 1.60 1.8 -1.29 -0.4 -0.58 -1.7 0.27 0.3
F20TO24 -2.68 -1.1 -0.20 -0.6 -1.16 -1.3 -0.02 0.0 -0.47 -1.3 0.40 0.4 -1.11 -0.3 -0.77 2.1 -0.12 -0.1
F25TO60 -0.17 -0.1 0.44 1.5 -0.88 -1.1 2.09 0.7 0.21 0.6 0.06 0.1 3.00 1.0 0.02 0.1 0.91 1.0
HEDYRS 0.37 9.1 0.05 8.5 0.05 3.9 0.37 10.1 0.05 10.6 0.05 5.0 0.43 7.8 0.05 7.9 0.05 3.4
SC -0.55 -2.3 0.00 0.0 -0.27 -3.3 -0.66 -2.3 -0.06 -1.9 -0.18 -2.3 0.31 0.7 0.00 -0.1 0.22 1.7
ST -1.17 -2.0 -0.08 -1.1 -0.53 -2.4 -0.77 -2.4 -0.07 -1.8 -0.28 -3.1 -0.16 -0.5 -0.03 -0.8 -0.16 -1.5
MUSLIM -0.37 -0.8 0.05 0.8 -0.22 -1.4 -0.18 -0.6 -0.11 -3.4 0.04 0.5 -0.10 -0.2 -0.07 -1.1 -0.02 -0.1
CHRISTN 0.87 1.3 0.04 0.4 0.32 1.3 0.97 0.7 0.27 1.8 -0.05 -0.1 1.78 0.9 0.25 0.5
WAGELAB -0.56 -2.4 -0.08 -2.5 -0.20 -2.4 -0.77 -2.8 -0.11 -3.6 -0.09 -1.2 -0.25 -0.8 -0.04 -1.1 0.01 0.1
INTERCEP -3.42 -1.1 0.52 0.5 -4.85 -1.4 1.14 1.1 -8.52 -2.3 -3.72 -3.3
AdjustedRz 0.1444 0.2755 0.1615 0.1570 0.1960 0.1506 0.1354 0.2250 0.1157
N 1571 1571 1001 1787 1787 1042 1182 1182 776
Depvar mean 0.0269 0.6372 -3.7624 0.0346 0.5831 -3.2549 0.0317 0.6548 -3.63B1
Exp. elasticity 1.21 1.11 1.35
p-value:age5-9 0.98 0.00 0.41 0.76 0.10 0.73 0.87 0.04 0.34

age 10-14 0.34 0.25 0.95 0.70 0.04 0.26 0.67 0.00 0.15

age 15-1p 0.01 0.00 0.31 0.01 0.00 0.91 0.01 0.38 0.12

Note: For the unconditional OLS, the dependent variable i S8RE or the budget share of education, and coefficients e multiplied by 100. For the conditional OLS, i.e. fitteid only on
households with positive ESHARE, the dependent variable isatioeal log of ESHARE or LNESHARE. The dependent vagiabthe Probit is ANYEDEXP, i.e. whether household had any
positive education expenditure in past year, as opposeditedecation spending. Where a variable predicts supeefestly, that is indicated with a dash ---. For examnphere all Christian
households have anyedexp=1, then the marginal effecttofethable is not identified and it is denoted with ahdas Similarly, if there are no Christians in theal part of a state in the sample, this
is denoted with a dash ---. The last 3 rows present th&upsvaf F-test that in a given age-group, the coeffisiehimale and female demographic variables in that numdieinn are equal.
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Appendix Table 1, continued

66

Haryana Himachal Pradesh Karnataka
Unconditional Probit Conditional Unconditional Probit Conditional Unconditional Probit Conditional
oLS oLS oLS oLS oLS oLS
Dep. variable (ESHARE) (ANYEDEXP) (LNESHARE) (ESHARE (ANYEDEXP) (LNESHARE) (ESHARE) (ANYEDEXP) (LNESHRE)
coeff t-value  marginal t-value coeff t-value coeff tvalue marginal t-value coeff t-value coeff t-value marginal t-value coeff t-value
x 100 effect x 100 effect x 100 effect
Variable
LNPCE 1.83 4.5 0.19 6.2 -0.01 -0.1 0.17 0.4 0.09 54 -0.31 5.1 0.19 0.6 0.10 3.6 -0.34 -5.0
LNHHSIZE 2.49 5.6 0.31 9.1 0.04 0.6 3.57 6.4 0.14 6.7 0.12 1.6 1.58 4.6 0.29 9.3 -0.08 -1.0
MOTO4 -5.83 -1.8  -0.25 -1.1 -1.46 -2.5| -13.34 -3.6 -0.30 24  -2.01 -4.2| -5.22 -20 -0.54 -25  -1.37 -2.2
M5TO9 9.23 2.9 0.76 3.3 0.28 0.5 2.57 0.8 0.25 1.8 -0.16 -04 2.55 1.0 0.55 2.6 -0.10 -0.2
M10TO14 11.75 3.6 1.02 4.2 0.80 1.4 13.43 4.1 0.21 1.7 1.46 3.6 7.67 3.2 0.75 3.7 1.28 2.3
M15TO19 11.99 3.7 0.36 1.6 1.34 2.3 14.21 4.3 -0.05 -04 1.87 4.5 8.13 3.3 0.16 0.8 2.35 4.1
M20TO24 1.68 0.5 -0.13 -0.6 0.31 0.5| -5.44 -1.5 -031 -2.6 0.02 0.1 3.34 1.3 -0.40 -1.9 1.17 1.9
M25TO60 1.05 0.3 0.05 0.2 -0.43 -0.7( -7.17 -2.3  -0.25 -2.3 -0.89 -2.2| -0.96 -04 -0.35 -1.7 0.60 1.0
M61MORE -1.37 -0.3 -0.08 -0.2 -0.35 -0.4| -7.58 -1.8  -0.25 -1.8  -0.65 -1.2 -1.94 -0.6 -0.28 -1.0 0.58 0.7
FOTO4 -4.45 -1.3  -0.18 -0.8 -1.52 -2.6| -10.16 -26 -0.24 -1.9 -1.55 -3.2| -4.27 -1.6 -041 -1.8  -0.69 -1.1
F5TO9 6.06 1.8 0.65 2.7 -0.22 -04 1.64 0.5 0.13 1.0 0.13 0.3 2.86 1.1 0.57 2.7 0.24 0.4
F10TO14 12.94 4.1 0.86 3.6 0.89 1.6 12.15 3.6 0.09 0.7 1.36 3.3 7.46 3.1 0.69 3.3 1.28 2.3
F15TO19 5.50 1.6 -0.14 -0.6 0.72 1.2 4.07 1.2 -0.21 -1.8 0.98 2.3 2.20 0.9 -0.23 -1.1 1.37 2.3
F20TO24 -1.59 -04 -0.34 -1.4 -0.27 -0.4| -0.40 -0.1  -0.20 -1.7 0.15 0.3 2.02 0.7 -0.33 -1.5 1.17 1.7
F25TO60 3.04 1.0 0.20 1.0 -0.14 -0.3] -5.05 -1.6 -0.04 -0.4 -0.65 -1.6 1.92 0.8 -0.02 -0.1 0.66 1.1
HEDYRS 0.37 7.4 0.02 4.5 0.05 5.9 0.39 5.6 0.01 2.7 0.05 5.3 0.28 6.3 0.02 5.3 0.04 4.3
SC -0.36 -1.0 -0.04 -1.4  -0.04 -0.7f -0.44 -1.0 -0.02 -1.1 -0.05 -0.8 -0.09 -0.3 -0.08 -2.6 0.03 0.4
ST 1.39 0.6 0.38 1.1 -1.10 -1.1 -0.10 -2.2  -0.09 -0.7| -0.53 -1.4  -0.02 -0.5 -0.20 -2.3
MUSLIM -2.48 -3.7 -0.39 -6.5 -0.12 -0.9] -351 -2.7 -0.26 -3.3  -0.26 -1.5| -0.63 -1.8  -0.10 -3.2 0.02 0.2
CHRISTN -4.59 -0.8 2.51 1.7 -0.08 -0.6 0.63 1.8
WAGELAB -0.86 -2.3 -0.06 -2.3 -0.15 -2.3| -0.82 -1.0  -0.05 -1.7 -0.08 -0.7f -0.83 -2.8 -0.08 -3.3 -0.13 -1.9
INTERCEP -17.49 -3.9 -2.94 -3.7 0.36 0.1 -0.32 -0.5| -2.45 -0.7 -1.32 -1.7
AdjustedRZ 0.2333 0.2824 0.1897 0.2757 0.3163 0.3046 0.1126 0.1865 0.1389
N 1409 1409 1074 949 949 838 1979 1979 1435
Depvar mean 0.0614 0.7619 -2.8315 0.0868 0.8830 -2.5700 0.0427 0.7251 -3.32
Exp. elasticity 1.00 1.02 1.04
p-value of
F-test
Age 5-9 0.11 0.49 0.11 0.72 0.25 0.37 0.83 0.88 0.30
Age 10-14 0.54 0.32 0.78 0.60 0.25 0.74 0.88 0.65 0.99
Age 15-19 0.01 0.00 0.11 0.00 0.02 0.01 0.00 0.00 0.01
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Appendix Table 1, continued

b7

Kerala M aharashtra Madhya Pradesh
Unconditional Probit Conditional Unconditional Probit Conditional Unconditional Probit Conditional
oLS oLS oLS oLS oLS oLS
Dep. variable (ESHARE) (ANYEDEXP) (LNESHARE) (ESHARE (ANYEDEXP) (LNESHARE) (ESHARE) (ANYEDEXP) (LNESHRE)
coeff t-value  marginal t-value coeff t-value coeff tvalue marginal t-value coeff t-value coeff t-value marginal t-value coeff t-value
x 100 effect x 100 effect x 100 effect
Variable
LNPCE 0.50 0.9 0.03 2.3 -0.17 2.4 0.23 0.9 0.15 6.3 -0.17 -3.0 1.25 6.7 0.31 11.7 -0.09 -14
LNHHSIZE 1.72 2.8 0.12 6.9 -0.15 -2.0 1.83 6.0 0.30 9.7 0.08 1.1 1.64 8.7 0.50 17.1 -0.18 -2.7
MOTO4 -8.44 -2.4 -0.08 -1.0 -151 -3.2| -5.19 -2.4  -0.53 -2.8 -1.58 -3.2| -3.24 -20 -051 2.3 -0.92 -1.6
M5TO9 9.01 2.8 0.53 5.6 0.27 0.7 6.18 3.0 0.91 4.7 0.25 0.6 2.48 1.6 0.59 2.8 0.22 0.4
M10TO14 15.88 51 0.68 6.3 1.00 2.6| 11.55 5.7 0.95 4.9 1.61 3.7 5.78 3.8 1.02 4.7 0.82 1.6
M15TO19 11.88 3.6 0.23 2.7 0.99 24| 10.92 5.3 0.34 1.8 1.89 4.2 5.98 3.9 0.31 14 2.02 3.8
M20TO24 1.23 0.4 0.07 1.0 -0.06 -0.1 3.20 1.5 -0.22 -1.2 0.61 1.3 -0.37 -0.2  -0.37 -1.5 0.44 0.7
M25TO60 -0.78 -0.3 0.12 1.7 -0.42 -1.1 1.01 0.5 -0.16 -0.9 0.06 0.1 -1.63 -1.0 -0.06 -0.3  -0.42 -0.7
M61MORE -5.33 -1.2 0.00 0.0 -0.81 -1.5 -3.70 -1.3 -0.30 -1.2  -0.58 -0.9] -1.01 -0.5 -0.12 -0.4 -0.02 0.0
FOTO4 -7.23 2.1 0.00 0.1 -1.77 -4.0 -4.26 -2.0 -0.52 2.7 -1.42 -2.9| -3.55 2.3 -041 -1.8 -1.38 -2.5
F5TO9 5.36 1.6 0.42 45 -0.06 -0.2 5.62 2.7 0.74 3.8 0.63 14 1.88 1.2 0.45 2.1 0.34 0.6
F10TO14 16.43 5.4 0.77 6.1 1.09 2.9 9.34 4.5 0.51 2.7 1.53 3.4 6.00 3.9 0.59 2.7 1.02 1.9
F15TO19 12.45 4.0 0.23 3.0 1.32 3.4 4.32 20 -0.14 -0.7 1.32 2.8 1.06 0.7 -0.35 -1.5 0.88 1.6
F20TO24 2.17 0.6 0.01 0.1 0.35 0.8/ -0.76 -0.3  -0.28 -1.3 0.11 0.2 -1.63 -0.9 -0.32 -1.3 -0.02 0.0
F25TO60 2.75 0.9 0.17 25 -0.50 -1.3 0.69 0.3 0.06 0.4 0.23 0.5 0.25 0.2 0.23 1.1 0.16 0.3
HEDYRS 0.46 5.6 0.01 3.1 0.04 4.1 0.23 54 0.03 6.1 0.02 2.8 0.38 14.2 0.05 13.0 0.07 7.8
SC 0.45 0.7 0.00 0.3 -0.083 -04 0.29 0.9 0.03 1.0 0.12 1.8 -0.32 -1.8  -0.09 -3.5 -0.07 -1.1
ST -2.17 -0.9 -0.45 -1.6| -1.74 -5.9 -0.22 7.4 -0.24 -3.4| -0.03 -0.2 -0.07 -3.2  -0.02 -0.3
MUSLIM -1.10 21 -0.01 -0.7 -0.14 -2.1) -0.45 -0.7 -0.02 -04 -0.04 -0.3| -0.29 -0.7 -0.12 -1.8  -0.05 -04
CHRISTN 1.38 3.0 0.00 0.2 0.10 1.8 1.89 0.9 0.45 1.2 8.44 7.7 0.18 1.2 1.35 4.3
WAGELAB -1.25 -3.0 -0.03 2.2  -0.11 -2.2| -0.68 -24  -0.04 -1.5 -0.13 -1.9 -0.29 -1.7  -0.05 2.3  -0.12 -2.0
INTERCEP -4.47 -0.8 -1.08 -1.5| -3.48 -1.3 -2.43 -4.1| -10.91 -5.3 -2.80 -3.9
AdjustedRz 0.2700 0.3599 0.2815 0.2097 0.2767 0.1932 0.2031 0.2405 0.1391
N 948 948 809 2039 2039 1507 3305 3305 2036
Depvar mean 0.0788 0.8526 -2.6175 0.0474 0.7384 -3.0901 0.0297 0.6160 -3.47
Exp. elasticity 1.06 1.05 1.42
p-value of
F-test
Age 5-9 0.12 0.10 0.22 0.68 0.18 0.17 0.45 0.19 0.66
Age 10-14 0.81 0.50 0.72 0.09 0.00 0.75 0.80 0.00 0.45
Age 15-19 0.81 0.94 0.25 0.00 0.00 0.07 0.00 0.00 0.00

37



Appendix Table 1, continued

3

Orissa Punjab Rajasthan
Unconditional Probit Conditional Unconditional Probit Conditional Unconditional Probit Conditional
OLS OLS OLS OLS OLS OLS
Dep. variable (ESHARE) (ANYEDEXP) (LNESHARE) (ESHARE (ANYEDEXP) (LNESHARE) (ESHARE) (ANYEDEXP) (LNESHRE)
coeff t-value  marginal t-value coeff t-value coeff tvalue marginal t-value coeff t-value coeff t-value marginal t-value coeff t-value
x 100 effect x 100 effect x 100 effect
Variable
LNPCE 1.69 5.4 0.34 7.5 0.07 0.8 0.38 0.9 0.18 4.7 -0.25 2.1 0.05 0.2 0.20 6.7 -0.32 -5.2
LNHHSIZE 1.80 6.2 0.46 10.0 0.02 0.2 1.67 3.5 0.29 6.7 0.12 0.9 2.34 7.9 0.47 11.5 0.20 2.4
MOTO4 0.91 0.4 0.02 0.1 0.23 0.3] -4.47 -1.2  -0.10 -0.3 -1.81 -1.7 -3.27 -1.4 -0.49 -1.7 -1.01 -1.6
M5TO9 5.07 2.1 1.41 4.3 0.22 0.3 8.01 2.1 1.10 3.5 0.93 0.9 6.73 2.9 0.73 2.6 1.43 2.4
M10TO14 7.55 3.2 1.64 4.9 1.40 1.9 9.46 2.6 1.15 3.9 1.05 1.1 11.53 4.9 1.54 5.3 2.20 3.7
M15TO19 8.33 3.5 0.47 1.5 2.56 3.5 8.18 2.2 0.21 0.7 2.19 2.2| 10.34 4.3 0.43 1.5 2.84 4.6
M20TO24 2.49 1.0 -0.13 -0.4 1.14 1.5 -3.73 -1.0 0.00 0.0 -0.70 -0.7 5.15 2.0 -0.39 -1.2 1.74 2.5
M25TO60 1.31 0.5 0.36 1.1 -0.43 -0.6/ -1.04 -0.3 0.18 0.6 -0.29 -0.3 3.69 1.4 -0.02 -0.1 1.54 2.2
M61MORE 2.23 0.8 0.43 1.1 0.19 0.2 1.39 0.3 0.08 0.2 0.22 0.2 4.99 1.5 -0.09 -0.2 1.98 2.2
FOTO4 1.30 0.6 0.40 1.2 -0.34 -0.5| -6.44 -1.7 -0.04 -0.2 -2.62 -2.5 -2.63 -1.1 -0.55 -1.9 -0.04 -0.1
F5TO9 4.84 2.1 0.71 2.2 0.87 1.2 5.16 14 0.80 2.6 0.51 0.5 2.63 1.1 0.32 1.1 0.72 1.2
F10TO14 7.75 3.3 0.91 2.8 1.34 1.9 577 1.6 1.01 3.4 0.41 0.4 6.20 2.6 0.45 1.6 1.53 2.6
F15TO19 2.55 1.1 -0.12 -0.4 0.82 1.1 7.05 1.9 0.12 0.4 1.82 1.8 0.33 0.1 -0.59 -1.9 0.83 1.2
F20TO24 1.75 0.7 -0.09 -0.3 0.84 1.0 -2.44 -0.6  -0.23 -0.7 0.76 0.7 1.98 0.7 -0.59 -1.7 1.39 1.7
F25TO60 3.83 1.7 0.72 2.3 0.98 1.3 1.82 0.5 0.34 1.2 0.75 0.7 2.27 1.0 -0.29 -1.0 1.29 1.9
HEDYRS 0.38 8.8 0.05 7.7 0.07 5.7 0.56 9.6 0.03 4.8 0.08 5.3 0.44 10.9 0.03 6.5 0.08 8.3
SC -0.74 -2.6 0.00 0.0 -0.23 -2.6 0.38 0.9 0.01 0.2 0.02 0.2 -0.12 -0.5 -0.05 -1.7 0.01 0.1
ST -1.33 -5.0 -0.19 -5.2  -0.47 5.4 0.43 0.1 0.25 0.3 -1.33 -4.0 -0.16 -3.8 -0.43 -4.6
MUSLIM -2.04 -1.9 -0.03 -0.2  -0.40 -1.5 0.14 0.1 -0.11 -1.2 0.25 0.7 -1.17 -2.3 -0.15 24  -0.25 -1.9
CHRISTN 0.45 0.7 0.22 2.8 -0.21 -1.2 0.01 0.0 -0.10 -1.1 -0.26 -0.9
WAGELAB -0.44 -1.7 -0.05 -1.4 -0.14 -1.7) -1.79 -4.1  -0.07 -2.0 -0.54 -4.6 -0.12 -04 0.04 1.2 -0.04 -0.5
INTERCEP -16.68 -5.0 -4.78 -4.6| -4.79 -0.9 -1.91 -1.4| -5.62 -1.9 -2.62 -3.5
AdjustedRz 0.2313 0.3102 0.1869 0.2121 0.2516 0.1857 0.2240 0.2742 0.1965
N 1522 1522 979 964 964 720 1599 1599 1063
Depvar mean 0.0305 0.6432 -3.5070 0.0456 0.7464 -3.3441 0.0353 0.6648 -3.32
Exp. elasticity 1.55 1.08 1.01
p-value of
F-test
Age 5-9 0.86 0.00 0.07 0.20 0.11 0.46 0.00 0.00 0.03
Age 10-14 0.88 0.00 0.88 0.11 0.49 0.26 0.00 0.00 0.04
Age 15-19 0.00 0.00 0.00 0.61 0.60 0.55 0.00 0.00 0.00
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Tamil Nadu Uttar Pradesh West Bengal
Unconditional Probit Conditional Unconditional Probit Conditional Unconditional Probit Conditional
oLS oLS oLS oLS oLS oLS
Dep. variable (ESHARE) (ANYEDEXP) (LNESHARE) (ESHARE (ANYEDEXP) (LNESHARE) (ESHARE) (ANYEDEXP) (LNESHRE)
coeff t-value  marginal t-value coeff t-value coeff tvalue marginal t-value coeff t-value coeff t-value marginal t-value coeff t-value
x 100 effect x 100 effect x 100 effect
Variable
LNPCE 2.34 6.0 0.22 51 0.24 2.2 0.01 0.0 0.16 7.7 -0.46 -9.7 0.90 3.0 0.21 4.8 -0.23 2.4
LNHHSIZE 2.32 4.7 0.49 8.4 -0.02 -0.1 1.88 8.9 0.42 15.8 -0.08 -14 1.14 3.5 0.53 10.8 -0.20 -1.8
MOTO4 -3.51 -1.1 -0.54 -1.7  -1.59 -1.7f -3.73 -2.0 -0.62 -3.0 -0.35 -0.7( -4.23 -1.5 -0.61 -1.5 -2.04 -2.2
M5TO9 8.10 2.6 1.84 5.3 0.01 0.0 3.38 1.9 0.28 14 0.96 2.1 0.12 0.0 0.56 1.4 -1.20 -1.3
M10TO14 9.40 3.0 1.80 5.2 0.49 0.5 6.14 3.5 0.66 3.4 1.57 3.5 5.10 1.9 0.58 1.5 1.02 1.2
M15TO19 5.50 1.7 0.43 1.3 0.90 1.0 7.17 4.0 -0.09 -0.5 2.78 6.1 6.11 2.1 -0.05 -0.1 1.84 2.0
M20TO24 0.55 0.2 -0.28 -0.8 -0.23 -0.2 4.29 22 -031 -14 1.83 3.6 2.06 0.7 -0.51 -1.2 0.91 1.0
M25TO60 -3.12 -1.0 -0.24 -0.8 -0.95 -1.0 1.99 1.0 -0.24 -1.1 1.18 2.3 -2.69 -1.0  -0.42 -1.0 -0.86 -0.9
M61MORE -2.97 -0.7 -0.35 -0.8 -0.39 -0.3 0.96 0.4 -0.33 -1.2 1.25 2.0] -5.55 -1.6 -0.64 -1.3 -0.99 -0.8
FOTO4 -3.83 -1.2  -0.33 -1.0 -231 -2.4) -2.07 -1.1 -041 -2.0 0.24 0.5 -4.01 -1.4 -1.07 -2.7 -1.50 -1.6
F5TO9 5.17 1.6 1.33 4.0 -0.25 -0.3 1.83 1.0 -0.05 -0.2 1.08 2.4] -0.65 -0.2 0.38 1.0 -1.15 -1.3
F10TO14 7.03 2.3 1.38 4.3 0.12 0.1 5.27 3.0 0.10 0.5 1.67 3.7 7.32 2.7 0.61 1.6 1.32 1.5
F15TO19 3.53 1.1 0.09 0.3 0.25 0.3 0.60 0.3 -0.48 -2.3 1.46 3.0 3.29 1.2 -041 -1.0 0.91 1.0
F20TO24 2.03 0.5 -0.48 -1.3 0.70 0.6/ -1.13 -0.5 -0.52 -2.2 0.34 0.6 3.92 1.3 -0.19 -0.5 0.48 0.5
F25TO60 1.46 0.5 -0.02 -0.1 -0.50 -0.5 1.64 0.9 0.21 1.0 0.30 0.6 3.02 1.1 0.22 0.6 0.25 0.3
HEDYRS 0.27 4.7 0.02 3.5 0.06 3.8 0.40 14.7 0.04 11.6 0.06 10.1 0.45 10.1 0.04 7.0 0.11 8.0
SC 0.25 0.8 0.05 14 0.00 -0.1f -0.60 -3.2 -0.05 22  -0.14 -3.0 -0.49 -1.7 -0.08 -2.0 -0.03 -04
ST 0.42 0.2 0.05 0.2 0.41 0.6] -1.32 -2.3  -0.17 -25  -0.20 -1.3| -0.82 -1.3  -0.11 -1.4  -0.05 -0.2
MUSLIM -0.86 -0.7 -0.03 -0.2  -0.30 -0.9| -1.27 -6.2 -0.16 -7.0 -0.18 -3.4| -1.51 -5.0 -0.15 -3.8 -0.36 -3.7
CHRISTN 0.31 0.5 -0.01 -0.1 -0.01 -0.1 5.24 1.2 0.79 0.9] -0.07 -0.1 0.11 1.0 -0.06 -0.2
WAGELAB -0.55 -1.7 -0.04 -1.1 0.02 0.2 -0.42 -2.0 -0.04 -1.9 -0.03 -0.5| -0.36 -1.3  -0.09 -2.6 0.06 0.6
INTERCEP -20.67 -4.8 -5.05 -4.0| -2.65 -1.2 -0.75 -1.3| -7.49 2.1 -1.62 -1.3
AdjustedRz 0.1676 0.3388 0.1040 0.1671 0.2009 0.1489 0.2490 0.2532 0.2736
N 916 916 624 3337 3337 2229 1243 1243 768
Depvar mean 0.0350 0.6812 -3.4513 0.0363 0.6679 -3.3172 0.0292 0.6179 -3.64
Exp. elasticity 1.67 1.00 1.31
p-value of
F-test
Age 5-9 0.11 0.01 0.59 0.11 0.00 0.64 0.58 0.30 0.92
Age 10-14 0.22 0.07 0.45 0.38 0.00 0.68 0.15 0.86 0.52
Age 15-19 0.30 0.09 0.29 0.00 0.00 0.00 0.10 0.12 0.12
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Appendix Table 1, continued

Assam
Unconditional Probit Conditional
oLS oLS
Dep. variable (ESHARE) (ANYEDEXP) (LNESHARE)
coeff t-value  marginal t-value coeff t-value
x 100 effect
Variable
LNPCE 0.98 2.4 0.13 3.4 -0.22 2.1
LNHHSIZE 2.19 3.7 0.42 7.2 -0.11 -0.7
MOTO4 2.41 0.6 -0.45 -1.3 0.35 0.3
M5TO9 8.87 2.3 0.50 14 0.97 0.9
M10TO14 15.24 3.9 0.76 2.1 2.76 2.7
M15TO19 18.83 4.5 0.22 0.6 2.99 2.7
M20TO24 8.22 1.9 -0.71 -1.9 3.18 2.7
M25TO60 2.35 0.6 -0.48 -1.3 0.73 0.7
M61MORE 0.86 0.2 -0.35 -0.8 0.73 0.6
FOTO4 3.64 0.9 -0.39 -1.1 0.71 0.7
F5TO9 8.99 2.3 0.44 1.3 0.47 0.5
F10TO14 11.73 2.9 0.59 1.6 1.79 1.7
F15TO19 14.93 3.6 0.41 1.1 2.27 2.1
F20TO24 13.97 3.1 -042 -1.1 1.78 14
F25TO60 11.79 29 -0.13 -04 1.80 1.6
HEDYRS 0.51 8.9 0.03 7.0 0.11 7.0
SC -2.03 -4.1  -0.04 -0.8 -0.52 -4.2
ST 0.16 0.4 0.02 0.6 0.20 2.0
MUSLIM -1.88 -4.4  -0.30 -6.5 -0.29 -2.4
CHRISTN -1.40 -2.8 -0.04 -0.9 -0.18 -1.5
WAGELAB -0.24 -0.5 -0.11 2.3 -0.14 -1.0
INTERCEP | -17.03 -3.4 -3.23 2.4
AdjustedRz 0.2647 0.3038 0.2051
N 941 941 707
Depvar mean 0.0428 0.7513 -3.3651
Exp. elasticity 1.23
p-value of
F-test
Age 5-9 0.94 0.73 0.24
Age 10-14 0.13 0.50 0.08
Age 15-19 0.14 0.44 0.31

40



Density

Density

Density

1. kdensity eshare

18.2218

.000708 |
T
-.005318

T T
.659096

. edushare
Kernel Density Estimate

2. kdensity eshareif eshare>0

13.0613

.001753
T
-.005862

T T
659711

. edushare
Kernel Density Estimate

3. kdensity Ineshareif eshare>0

.386462

0| oes
T
-9.68305

T T
-.291105
Inshare

Kernel Density Estimate

Figure 1

41



dmep

age==1 age==

ra
l — —
or por
gu
5| a tn i up
: gu up ra bi mp ma tn
pu
hwa E‘&ﬁj heP h pu as
A a%e ha " ka P
0 - whs
-5 I I I
-.05 0 05
age==
11 ra
bi ap mp o
5 ma ha
b ka up
gqu hp
0 ke pu
as
-5 I I T
-.05 0 05 1
dmeols

Graphs by age

DMEp is the male-female Difference in MaaliEffects in the probit of ANYEDEXP.
DMEdols is the male-female Difference in blaal Effects in the OLS of LNESHARE.

Figure 2
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