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Abstract 

The importance of R&D subsidies for innovation activities is highlighted by numerous 

firm-level studies. These approaches miss however the systematic regional character of 

innovation activities and potential firm-spanning effects of this policy measure. The literature 

on regional innovation performance has widely neglected R&D subsidies so far. 

This paper analyzes the importance of R&D subsidies as well as the relevance of a 

publicly funded technological infrastructure for the innovation efficiency of German regions. 

Using conditional nonparametric frontier techniques we find positive effects of R&D 

subsidies and somewhat smaller ones for the technological infrastructure, which however vary 

between industries. 
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1 Introduction 
During the early nineties a regional focus has been added to national innovation 

policy. The Regional Innovation System approach by Cooke (1992) and Cooke et al. (1997) 

particularly emphasizes the importance of regional policies for firms’ innovation activities. 

These ideas have been taken up by national and regional authorities resulting in an ever-

increasing number of measures supporting the formation of local clusters, regional identities, 

and regional networks. At about the same time, budget constraints and concerns about the 

effectiveness of these measures raised the interest in their evaluation. 

In this paper we focus on two different types of innovation policies and their 

evaluation: public subsidies for private R&D projects and the provision of a publicly funded 

regional technological infrastructure.  

The two measures have been studied very differently so far. Most studies that analyze 

R&D subsidies concentrate their effects at the firm level (see, e.g., Brouwer et al., 1993; 

Busom, 1999; Czarnitzki et al., 2007). This literature however does not take into account the 

regional character of innovation processes and potential firm-spanning (regional) effects of 

the evaluated policy programs. 

In contrast, there is a long tradition of investigating the importance of a publicly 

funded technological infrastructure on innovation activities from a regional perspective (see, 

e.g., Jaffe, 1989; Anselin et al., 1997; Fritsch and Slavtchev, 2007a). Despite the firm-level 

studies revealing the importance of R&D subsidies, this has however widely ignored this 

crucial policy measure, which is though linked to the technological infrastructure. 

The aim of the paper is to analyze the effects of public R&D subsidies and the 

provision of a technological infrastructure on the innovation efficiency of German labor 

market regions for four different industries. In addition, the regional distributions of the two 

policy measures are explored and factors are identified that shape this distribution. 

We follow Broekel and Meder (2008) in using conditional nonparametric frontier 

analyses for the empirical evaluations. We make however use of recent advancements in this 

methodology by De Witte and Kortelainen (2009), which yield more robust results. With this 

tool at hand we also put forward a simple “stepwise” procedure that is employed to specify 

regional innovation efficiency.  

Our study confirms the firm-level results of Ebersberger and Lehtoranta (2008). For 

most industries we find that regions with subsidized firms outperform regions that do not 

benefit from public R&D subsidies. The results moreover suggest that even if crowding out 

effects exist, the overall impact of R&D subsidizing remains positive.  
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With the exception of the electrics and electronics industry, the technological 

infrastructure is found to be of lower relevance than R&D subsidies. Though it is most 

effective if firms in a region receive R&D subsidies. 

The paper is organized as follows. In Section 2 theoretical considerations are made on 

the effects of policy initiatives on innovation activities. The empirical approach used to 

investigate the impact of the two policy measures on regional innovation efficiency is subject 

to Section 3. Section 4 provides the description of the employed database. The results are 

presented and discussed in Section 5. Section 6 concludes. 

2 Theory  

2.1 Two policy instruments 
It is consensus that innovations are crucial for long-term growth and wealth, which 

gives policy a reason to stimulate innovation activities. The literature offers a wide range of 

ideas how policy can achieve this: Military programs are a classical example for the indirect 

stimulation of the demand for new technologies (see, e.g., James, 2009). The financing of 

basic science, financial incentives via taxes or subsidies, the supply of skilled human capital, 

etc. are other common instruments of innovation policy. 

In the following we will focus on two types of policy measures aiming at the 

stimulation of firms’ innovation activities. The first is subsidizing of firms’ R&D projects. 

The provision of a supportive technological infrastructure is the second measure. Both are 

typical and important policy initiatives in Germany (Fier, 2002).  

There are two main motivations for R&D subsidies. Firstly, they can be used to 

stimulate private research in fields that are politically desirable. In Germany this applies to 

new technologies and so-called key technologies that are foremost supported (Fier, 2002). 

Secondly, policy aims at increasing investments in R&D because the latter is perceived to be 

below a social optimum. Too low R&D investments can be a result of uncertainty and risk 

involved in research. For instance, the effects and costs of long-running innovation projects 

are difficult to measure ex-ante preventing solid investments plans (Cantwell, 1999). 

Frequently, single firms also lack the resources to conduct large research projects on their 

own (Fritsch et al., 2005). These situations can be overcome by collaborating. However, free 

riding can reduce the benefits of collaborative agreements (see Heijs, 2003). In such cases 

public subsidies may give firms the necessary pecuniary incentives to join their R&D efforts 

and accomplish large-scale research projects together. In this respect, R&D subsidies have an 

immediate resource effect by enlarging total R&D investments. At the same time they can 
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stimulate inter-organizational cooperation because most policy initiatives make R&D 

subsidies conditional on firms and other organizations forming teams, which guarantee 

extensive knowledge sharing. With this design policy aims at stimulating collective learning 

processes that increase overall innovation performance (see, e.g., Camagni, 1991). 

Conditional R&D subsidies also foster firms’ access, absorption, and utilization of external 

knowledge, which is often held by public organizations like universities and research 

institutes. This links R&D subsidies to the second policy measure: the publicly financed 

technological infrastructure. 

In contrast to R&D subsidies the provision of a publicly funded technological 

infrastructure is an indirect way of supporting firms. While firm internal R&D is the most 

important determinant of innovative outputs “it also develops the firm’s ability to identify, 

assimilate, and exploit knowledge from the environment...” (Cohen and Levinthal, 1989, p. 

21). Significant parts of the external knowledge are held by a regional technological 

infrastructure (see, e.g., Feldman and Florida, 1994; Bathelt et al., 2004). Research institutes 

and universities are the core of this infrastructure, which supplies knowledge, human and 

financial capital, as well as a wide range of services. Together, these organizations represent 

approximately one third of Germany’s over-all R&D capacities (ISI, 2000). Nicolay and 

Wimmers (2000) moreover find that 82 percent of innovative firms had contact to such 

institutes. They also represent the central nodes of formal and informal regional networks 

(Soete et al., 2002). In order to make use of this technological infrastructure firms need to 

establish links and interactions with actors part of this infrastructure. For example, these links 

can be employees’ social networks, formal and informal cooperation, master theses, 

internships, contract research, and labor mobility. 

2.2 Evaluation of policy initiatives 
A rich literature analyzes the effects of R&D subsidies. Most of the studies are 

conducted at the firm level and investigate the effects of subsidies on firms’ R&D efforts (see, 

e.g., Busom, 1999, Goerg and Strobl, 2007), employment growth (see, e.g., Brouwer et al. 

1993, Koski, 2008), and collaboration and patenting activities (see, e.g., Czarnitzki and 

Hussinger, 2004, Czarnitzki et al. 2007).1 These studies focus on effects of R&D subsidies on 

the input or output side of innovation activities. The effects are generally found to be positive. 

In contrast, Ebersberger and Lehtoranta (2008) investigate the effects of R&D subsidies on 

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
1 There are also some studies that explore the impact of R&D subsidies at the national level. See for a review 
David et al. (2000). 
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the innovation efficiency, i.e. the relation of innovation output to innovation input. In their 

study on Finnish firms they show that R&D subsidies tend to increase innovation efficiency.  

A major concern in these studies is if public subsidies “crowd out” private R&D 

investments. Crowding out means that firms substitute their own R&D spending with public 

money. Hence, total innovative output remains stable because the increase in public R&D 

investments is compensated by a reduction of private R&D spending (see Peters, 2000). The 

empirical picture is still mixed with more recent studies assigning a small relevance to 

crowding out (see, e.g., Czarnitzki et al. 2007). 

The importance of the firm-external technological infrastructure has also been 

extensively investigated. At the firm level Cockburn and Henderson (1998), Beise and Stahl 

(1999), Zucker et al. (2002), and Cassiman et al. (2007) show that links to science institutions 

increase firms’ R&D efforts and their economic performance. 

Being firm-level studies these approaches do not take into account the regional 

character of innovation processes and potential firm-spanning effects of the two policy 

measures. The first corresponds to a widely accepted view in the field of Economic 

Geography (Morgan, 2004). The literatures on regional innovation systems (see, e.g., Cooke, 

1992; Cooke et al., 1997) and innovative milieus (Camagni, 1991) emphasize the importance 

of collective learning processes and inter-organizational knowledge sharing for innovation 

activities at the regional level. Accordingly, firms are embedded into regionally defined 

systems of innovation. In this respect firm level studies are likely to miss the effects of one 

firms’ behavior on the activities of other regional firms. 

Similar applies to the policy measures, which impact individual firms and at the time its 

relationships with other organizations. We pointed out above that most R&D subsidies are 

granted conditional on that firms team up with other organizations and subscribe to intense 

knowledge sharing. Their interactions with the technological infrastructure also contribute to 

inter-organizational learning and the diffusion of knowledge among regional actors in 

particular if this is backed by policy initiatives “securing the appropriate external conditions 

in which such externalized learning and innovation can occur” (Cooke, 1997, p. 485).  

Jaffe (1989) was among the first providing quantitative empirical evidence that (with 

differences between industries) a positive association exists between corporate R&D activities 

and public research at the regional level. Many studies replicate Jaffe’s analysis and find 

similar results (see, e.g., Feldman, 1994, Feldman and Florida, 1994). Other approaches find 

that firms to be located close to universities if university-firm linkages are important to them 

(Audretsch and Stephan, 1996). For Germany, Fritsch and Slavtchev (2007a, 2007b) show 
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that the presence of universities as well as research institutes is positively associated to an 

above average regional innovation performance. 

To the best of the authors’ knowledge no study exists investigating the impact of R&D 

subsidies on firms’ innovation activities at the regional level. R&D subsidies are however a 

very popular and common policy measures, which is why they take center stage in this paper. 

Because of this measure’s close link to the publicly financed infrastructure both policy tools 

are simultaneously studied. 

With the exception of Fritsch and Slavtchev (2007b) most studies in this field 

investigate policy’s effects on regional innovation inputs (e.g. R&D employment) or the 

regional innovative output (e.g. absolute number of patents). Such approaches require 

however longitudinal data because the relationship between policy measures and these 

variables are not unidirectional. While policy takes effect on innovative output the latter also 

influences policy. With only cross-sectional data at hand, we cannot take this into account and 

might run into serious endogeneity problems. 

We therefore follow the idea of Fritsch and Slavtchev (2007b) as well as Ebersberger 

and Lehtoranta (2008) by focusing on the innovation efficiency, i.e. we investigated the two 

policy measures’ effects (R&D subsidies and technological infrastructure) on the regional 

innovative efficiency. In this approach endogeneity is of less relevance because firms and 

policy cannot easily observe regional innovation efficiency and hence, they cannot 

accordingly adapt their behavior. 2  

We acknowledge that the strong emphasize on the regional dimension of innovation 

processes and the use of regional data is not unproblematic (see on this Maskell, 2001) 

because the region in which a firm is located is not the only determinant of its innovation 

performance. Knowledge networks span regional boundaries (see, e.g., Graf, 2007) and access 

to region-external knowledge is crucial as well (Bathelt et al., 2004).  Research institutions are 

also not restricted to collaborate with firms located in their surrounding region. Nor do groups 

of firms that jointly apply for R&D subsidies have to consist only of actors from one region. 

In light of this the empirical results have to be interpreted with care. If no statistical 

relationships are observed between policy measures and regional innovation efficiency, it 

does not necessarily mean that the first are not important. It might just indicate that either the 

measures or the innovation processes are not regional in nature. 

With respect to the regional dimension of innovation activities we refer to the 

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
2 See for the determinants of funding at the firm-level Blanes and Busom (2004). 
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previously cited literature. The assumption of a regional dimension of the two policy 

measures will be tested with a series of analyses. In these we investigate if the two measures 

show regional patterns, which can be explained by a number of regional characteristics.  

!"# $%&'(&)%*+,+-.)/,'0.1&*2.+*'

Regions particularly differ with respect to their industrial structure, which has been 

identified to be a crucial factor explaining differences in regional innovation performance 

(see, e.g., Jaffe, 1989). We therefore separately conduct our analyses for four industries. The 

considered industries are chemicals (CHEM), manufacturing of transport equipment 

(TRANS), manufacturing of electrical and electronic devices (ELEC), and a mixed branch 

coving manufacturing of precision instruments, measurement devices, optics, and medical 

apparatus (INSTR).  

Applying Pavitt’s (1984) taxonomy ELEC and CHEM are regarded as science-based 

industries implying a high relevance of connections to public science institutions. We expect 

the technological infrastructure to be particularly crucial for these industries. R&D subsidies 

should be less crucial but may become effective through their cost-saving and collaboration-

fostering nature.   

 TRANS is considered to be a scale intensive industry. Here the most important 

sources of technological know-how are suppliers and consulting engineers, which suggest that 

the innovation activity of TRANS are positively affected by the agglomeration of firms and 

industries. The technological infrastructure should be of lower relevance. R&D subsidies 

however are expected to be important to the extent that they foster collaboration with 

suppliers. Similar applies to INST in which specialized suppliers drive the innovation 

performance according to Pavitt. These are more crucial for firms’ innovation processes than 

publically funded research institutes or universities. R&D subsidies can be effective when 

stimulating inter-firm cooperation with and among specialized suppliers. 

3 Method 

3.1 Constructing of infrastructure index 

The regional technological infrastructure is a complex construct of I = e1, e2, … en 

elements e and n > 1. Each element describes the quantity / quality of a certain part of the 

infrastructure. For example, one element captures the employees in public research institutes 

and another the number of university graduates in a region. 

In order to test this infrastructure in an econometric analysis (e.g. regression) one can 
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simultaneously take into account all these elements as independent variables. This raises some 

problems. When a considerable number of elements are simultaneously analyzed many 

observations are required. This is however seldom the case when regions are the observations. 

In addition, certain elements play very similar roles and tend to be correlated in geographic 

space. For instance, research institutes as well as universities fuel the labor market with highly 

skilled employees. They also generate state-of-the-art knowledge that spills over to firms. For 

various reasons they are also geographically collocated. For the econometric analysis this 

implies that one variable captures parts of the explanatory power of the other causing some 

variables to remain insignificant although they may matters (or inducing multicollinearity 

problems). In this study we are moreover not interested in the relative importance of the 

infrastructure’s elements but in its general contribution. Last but not least, the chosen methods 

is not applicable to simultaneously test the relevance of many variables. 

For these reason we collapse the multi-dimensional technological infrastructure vector I 

into a single index. It is the goal to derive a cardinal index representing regions’ endowments 

with this infrastructure. Borrowing from the distance function literature, the difference 

between two regions’ endowments can be described by the Euclidean distance between the 

two infrastructure vectors   

! 

! x  and   

! 

! y . An intuitive index can then be defined as the Euclidean 

distance of each region’s infrastructure vector to the minimum (or maximum) vector found 

amongst the regions. The larger (smaller) this index, the better (worse) a region’s 

technological infrastructure. 

Using the Euclidian distance implies that all elements are weighted equally, which is 

however problematic given the definition of the technological infrastructure. For example, 

public research institutes are often purposefully founded near to universities or technical 

colleagues. The amounts of external funding universities receive are also related to the 

number of engineering graduates. In addition, some elements have very similar effects for 

firms’ innovation activities (see above). In other words, the infrastructure’s elements are not 

independent of each other and many of them tend to show similar spatial distributions. In 

order not to discriminate regions with low values in some elements, we use the Mahalanobis 

distance for estimating the difference between infrastructure vectors  and .  

 

S represents the (spatial) covariance matrix of  and . The information on the spatial 

relationship between the elements, as captured by their covariance matrix, is used for the 

weighting. Elements that are spatially correlated are weighted less than spatially uncorrelated 

elements. Additional desirable features of this distance measure are that it is scale and 
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translation invariant, i.e. the considered variables do not need to be transformed to a common 

scale. 

In order to avoid a regional size bias all quantities are divided with the number of 

regional employees. The final index Ir is defined by the Mahalanobis distance between each 

region’s infrastructure vector and that of the region with the smallest vector (lowest 

endowment). The latter is defined as the region with the smallest Mahalanobis distance to a 

zero value vector. 

3.2 Conditional order-m analysis 

The (regional) knowledge production function (KPF) approach is the most common 

way to test the influence of regional characteristics on regional innovation performance 

(Griliches, 1979, Jaffe, 1989). In this framework, variables representing knowledge inputs 

(regional factors) are set into a pre-defined functional relationship with the knowledge outputs 

(e.g. patents). Regression techniques are used to make statistical inference about the relevance 

of the regional factors for “explaining” the knowledge output.  

Recently, it has been argued that applying non-parametric production frontier 

techniques is more appropriate in this context (Bonaccorsi and Daraio, 2005; Broekel, 2008). 

These “mathematical” frontier approaches are very common in productivity literature and 

represent an alternative way of analyzing the relationship between (regional) input factors and 

(knowledge) output. In essence, frontier functions are fitted by linear programming techniques 

that envelop the data. These functions represent the maximum output given a specific input 

level. In contrast, traditional regression approaches (e.g. OLS) represent the average or 

“expected” output. Another difference regards the perspective taken in the two approaches. 

While frontier approaches traditionally look at each unit’s deviations from the frontier 

(efficiency), regression approaches seek for factors that minimize the observed deviation from 

the average trend. Or in other words, frontier approaches have primarily been concerned with 

the precise estimation of a unit’s deviation from certain benchmarks. The results of such an 

analyses are efficiency scores for all units. Regression approaches rather seek to explain 

variance among a population of observations. Accordingly, typical results are the significance 

levels of variables’ coefficients indicating if a variable can “explain” some of the observed 

variance.  

Although we want to estimate regional innovation efficiency, our final aim is to test if 

the two policy measures can explain a significant part of its variance. Hence, our research 

questions rather correspond to the latter approach. For this reason we rely on recently 
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developed conditional frontier approaches (Daraio and Simar, 2005), which make use of 

frontier techniques but focus on the association between units’ (in-)efficiencies and certain 

“external” factors. 

Using conditional frontier approaches yield a number of advantages over traditional 

parametric regression approaches. They are discussed extensively in Bonaccorsi and Daraio, 

(2005) and Broekel (2008). The most important ones are the following. Linear programming 

techniques do not require the specification of parametric models, which significantly reduces 

the danger of model misspecification. The frontier functions are also allowed to vary between 

regions. Hence, they accounts for the uniqueness of some regional innovation systems. Lastly, 

the estimations are done by comparing regions to best practice and not by a comparison with 

average practice. This makes the results more interesting for policy. 

For the efficiency estimation we use the order-m frontier approach by Cazals et al. 

(2002). It represents a robust nonparametric frontier approach because it allows for stochastic 

noise in the data, which is essential when investigating innovation activities (See Appendix A 

for details). The most important drawback of traditional deterministic nonparametric frontier 

approaches (e.g., Data Envelopment Analysis) has been overcome with this development (see 

Daraio and Simar, 2007). 

The result of the order-m frontier analysis is a measure of relative efficiency of each 

region. In the context of this paper it indicates by how much the innovative output of a region 

has to increase in order for that region to become best practice (efficient) given its level of 

input factors.3 Or in other words, it represents the (Euclidean) vertical distance between a 

region’s innovative output and the frontier, i.e. the maximal output that can be expected given 

its input factor level.4 

Conditional frontier analyses have been put forward as a way to investigate external 

factors’ influences on this efficiency measure (Daraio and Simar, 2005a, 2007). Broekel 

(2008) and Broekel and Meder (2008) show that these approaches are also useful for 

analyzing regional innovation efficiency. We follow these authors but make use of the 

generalized kernel and bandwidth selection procedure by De Witte and Kortelainen (2009). 

This procedure allows for a more accurate analyses and the consideration of dichotomous and 

ordered discrete variables as external factors. It can moreover be used for statistical inference 
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
3 Please note that we use „input factors“ instead of „inputs“ to point out that no deterministic relation exist 
between “outputs“ and “inputs“ as it is the case in production theory. 
4 This corresponds to an output-oriented analysis. One may also ask by how much the input factors have to be 
reduced for a region to become best-practice given a certain output level (input-orientation). We argue that the 
output-orientation is more appropriate because our aim is to identify obstacles that hinder regions in achieving 
“maximal” innovation output (see Broekel and Brenner, 2007). 
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and the estimation of significance levels. 

Two efficiency measures are estimated in this type of analysis: a conditional and an 

unconditional. The unconditional measure has been described above and simply compares the 

relation between a region’s innovative output to the best practice (frontier) found among all 

regions with equal or less input factor levels. The same applies for the conditional 

performance measure. In this case however, the comparison is done under consideration of 

(conditional on) one or more external factors. More precise, in the conditional case the 

evaluation of a region is biased towards a comparison with regions having similar values of 

the external factors (see for more details Appendix A as well as Daraio and Simar (2007)). 

The central variable of the conditional frontier framework is Qz, the ration between the 

conditional and the unconditional performance measure. This ratio is set into relation with the 

external factors. Inference about this relation can be made using two-dimensional scatter 

plots. In addition, nonparametric regressions highlight existing trends in the data clouds. An 

increasing regression curve indicates a positive influence, while a decreasing one hints at a 

negative impact. The significance of the relations is estimated as suggested by De Witte and 

Kortelainen (2009) using 1000 bootstrap replications. 

#"# $%&'0&3.*.(.+*'+3'4&-.+*/,'.**+5/(.+*'6&43+41/*)&'

When talking about regional efficiency researcher commonly analyze the efficiency or 

productivity of regional R&D employees (see, e.g., Fritsch, 2003, Fritsch and Slavtchev, 

2007b, Broekel, 2008). This productivity is amongst others influenced by various regional 

factors (see for an extensive discussion Brenner and Broekel, 2009). Some of them are under 

the control of public authorities and some are not. In order to isolate the effects of policy 

measures we need to control for factors not under control of policy.  

Straightforwardly, these factors enter the input factor set in addition to regional R&D 

employment, i.e. they are related to the regional innovative output in the estimation of the 

efficiency measures.5 The two policy measures, R&D subsidies (SUBS) and infrastructure 

index (INFRA) are defined as “external factors” whose impacts on the innovation efficiency 

are to be analyzed.  

In traditional regression approaches inputs and external factors enter the analysis in an 

identical way as independent variables. The estimation determines if they are significant or 

not. The chosen approach is different in that it does not distinguish between significant and 

insignificant input factors. All factors defined as input factors shape the measure of regional 
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
5 This corresponds to the regional innovation efficiency approach put forward by Brenner and Broekel (2009). 
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innovation efficiency.  We therefore have to ex-ante identify insignificant input factors, which 

would bias the estimation. Their exclusion also reduces the number of empirical dimensions 

(considered variables), which increases the robustness of the analysis by reducing the danger 

of sparsity biases.6  

In order to achieve this we put forward a kind of “stepwise” approach using the 

conditional frontier analysis to check the significance of the input factors. In a first step, we 

define our baseline model to be the innovation efficiency of R&D employees. In this we 

acknowledge industry specific R&D employment to be a necessary input factor because they 

represent the “innovation generators” (Brenner and Broekel, 2009). In a next step, we leave 

aside the policy measures and test the influence of potential additional input factors on this 

measure, i.e. variables not controlled by policy become external factors in the conditional 

frontier analysis. They are iteratively added and removed until we find the largest number of 

simultaneously significant variables. The sequence of removing follows the degree of 

insignificance with the most insignificant variable being removed first. Lastly, it is checked if 

the remaining significant variables are monotonously and positively related to the innovation 

efficiency, which is a necessary requirement for a variable to become an input factor (see, e.g, 

Coelli et al. 1998).7 

4 Data 

4.1 Data on patent applications and R&D 

The 270 German labor market regions defined by the German Institute for Labor and 

Employment (Institut für Arbeit und Beschäftigung, IAB) are used as units of analysis.8 These 

regions reflect the spatial dimension of labor mobility in Germany. About half of all job 

changes of highly educated person take place within labor market regions (Haas, 2000). Most 

of the university graduates also find their first job within the labor market region their 

university is located in (Mohr, 2002). Moreover, they are also likely to correspond to spatial 

constraints in firms’ search for cooperation and knowledge exchange partners (Broekel and 

Binder, 2007). Hence, a significant portion of firm-spanning innovation processes as well as 

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
6 The sparsity bias refers to a situation in which many regions lack a sufficient number of comparison regions, 
which induces a higher proportion of efficient regions. This situation is caused by the fact that regions with a 
minimum in an input factor are automatically deemed efficient. The number of such regions tends to increase 
with the number of considered input factors (see, e.g., Pedraja-Chaparro et al., 1999) 
7 If this is not the case the variable needs to be transformed to meet this requirement. 
8 We use the up-to-date definition of labor market regions in contrast to the older definition used in Greif and 
Schmiedl (2002) and Greif et al. (2006).!
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the geographically bounded effects of the technological infrastructure are likely to be captured 

by this level of spatial disaggregation. 

As it is common in innovation research, the output of innovation activities is 

approximated by patent applications. The data on patent applications for the years 1999-2003 

are published by the Deutsches Patent- und Markenamt (German Patent Office) in Greif and 

Schmiedl (2002) and Greif et al. (2006). The data are classified according to 31 technological 

fields (TF). The applications by public research institutes, e.g., universities and research 

societies (e.g. Max Planck Society) as well as those of private inventors are not included 

because our data on R&D employment covers only industrial R&D. Data on R&D 

employment are obtained from the German labor market statistics. Employees are organized 

according to the international NACE classification.9  

The data is matched using the concordance between the two different classifications 

(NACE and TF) by Broekel (2007). It adapts the concordance by Schmoch et al. (2003) to the 

data used here. As already mentioned we concentrate on the four industries chemistry 

(CHEM), manufacturers of transport equipment (TRANS), electrics & electronics (ELEC), 

and a mixed branch covering manufacturing of instruments, and medical & optical equipment 

(INSTR). The final R&D and patent variables are the summed values of the according 

technological fields and industries presented in Table 1 in the Appendix. For these industries 

patenting represents a considerably important property rights protection mechanism (Arundel 

and Kabla, 1998). This ensures that our innovation output measure captures most, or at least a 

significant share of, innovations in this industry. We follow Fritsch and Slavtechev (2009b) 

and assume a time lag of two years between the R&D efforts and the patent applications. 

4.2 Regional factor endowment 

Many regional factors are not under control of policy but influence firms’ innovation 

activities (see for an overview Broekel and Brenner, 2009). For this study we consider the 

factors most commonly put forward in the literature to influence innovation activities at the 

regional level. 

Agglomeration and urbanization economies are frequently shown to enhance firms’ 

innovativeness (Greunz, 2004). The advantages of urbanization are among others rich local 

labor markets and a well-developed non-technological infrastructure. In a common fashion, 

urbanization advantages are approximated by population density (POP_DEN). 

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
9 Nomenclature Generale des Activites Economiques dans I`Union Europeenne (NACE). 
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Also the availability of highly qualified human capital plays a significant role for firms. 

Given a surplus in demand, some R&D projects cannot be started or will take more time than 

expected if highly qualified human capital is not accessible. Following Weibert (1999) we 

approximate this by the share of employees with high qualifications (EMP_HIGH). These two 

variables are taken from the German statistical office. 

Industrial agglomeration is also argued to stimulate knowledge spillovers and exchange, 

which in turn fosters innovation performance (Feldman and Audretsch, 1999, van der Panne 

and van Beers, 2006). The variable SPEC accounts for the specialization of a region with 

respect to a particular industry. It is estimated as the production specialization index (PS) 

proposed by Feldman and Audretsch (1999) of the industry. Following Laursen (1998) it is 

made symmetric by: 

 

The effect of these regional factors are argued be regionally bounded. However, knowledge 

spillovers from other regions’ R&D facilities are sensitive to, but not ‘bounded’ by, 

geographic distance (Anselin et al., 1997). We therefore need to consider these inter-regional 

relationships. The most intuitive way this can be accomplished is to construct a variable 

SPATIALi approximating a region’s “potential” to benefit from inter-regional spillover. For 

the construction of this spatially lagged variable we use regions’ population centroids’ 

geographic coordinates and the distance decay rule of Funke and Niebuhr (2005) showing as: 

 .
 

dij is the distances between region i and j. Kj represents the potential of knowledge spillover 

of region j, which is approximated with its patent output in t-1. 

According to the “stepwise” procedure the four variables are iteratively tested with 

respect to their impact on the regional innovation efficiency of R&D employees. In a first 

step, we find most of them to be positive significant when they are separately tested. It can 

however already be seen from their correlation structure that they share very similar variance 

(see Table 2 in the Appendix). This explains that when completing the procedure only one 

factor per industry remains significant. Only this factor enters the input factor set in addition 

to industrial R&D employment. For CHEM and TRANS this is population density 

(POP_DEN) and for ELEC and INSTR it is the share of highly educated employees 

(EMP_HIGH). Accordingly, our analyses have five empirical dimensions (variables): one 

innovative output, two input factors, and two external factors. Of course, it is not meaningful 
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to evaluate regions in which no (potential) innovation generators are present. We therefore 

restrict the analysis to regions showing positive R&D employment in the industry under 

consideration. This is true for at least 220 regions out of 270 regions in all industries. This 

ensures a very good ratio between empirical dimensions (5) and the number of observations 

(>220).  

4.3 The publicly funded infrastructure 

Universities and technological colleagues are amongst the most important elements of 

the technological infrastructure, which we approximate by a number of variables. The first 

variables are the number of graduates of engineering and natural sciences & math from 

universities as well as technological colleagues. Their numbers are used to account for the 

presence and size of universities and technological colleagues in a region. The graduates’ 

mobility patterns are considered explicitly because after obtaining their degrees a certain 

share of them leaves the region in which they studied and move to other regions (Mohr, 

2002). Receiving regions benefit from the knowledge and human capital created in regions 

with universities. This is neglected in most existing studies in which graduates are assigned 

only to regions with universities. Such overrates the technological infrastructure in these 

regions and underestimates it in case of receiving regions. Faggian and McCann (2006) show 

that graduates mobility captures most of the non-cooperation related spillovers between 

research institutes and firms. 

We follow the procedure proposed by Broekel and Brenner (2007) and distribute the 

numbers of graduates across the regions such that a region’s probability to obtain another 

regions’ graduates depends positively on its population and negatively on the geographic 

distance between the regions. In addition, a certain share of the graduates is modeled to stay 

in the university region. The parameters of a hyperbolic function used for estimating the 

probabilities are fitted by a maximum likelihood calculation, using geographic coordinates 

and population counts for the German five digit postal code areas as well as empirical 

findings from Legler et al. (2001) on the mobility of graduates. This means that with 

increasing geographic distance the likelihood of graduates to move decreases hyperbolically. 

Two variables are created on this basis: the spatially distributed numbers of engineering 

graduates and the spatially distributed numbers of natural science & math graduates. 

We additionally include variables that account for research activities of universities. 

These are the number of engineering and natural science & math faculties in a region, the 

amount of received third-party funds, and the organizations’ basic funds. Because inter-
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regional effects of universities are already accounted for by the graduates’ mobility, these 

variables are modeled having purely regional effects. 

Another factor that policy can influence is the endowment and the activities of public 

funded research institutes. We consider the ‘big four’ institutions in Germany: the Helmholtz 

Association, the Max Planck Society, the Fraunhofer Society and the Leibnitz Association. 

The Max Planck Society and the Fraunhofer Society are mainly concentrated in the southwest 

of Germany and are often located next to universities (ISI, 2000). While the latter focuses on 

applied research, the first is dedicated towards basic research (Beise and Stahl, 1999). In 

addition, the Helmholtz Association consists of fourteen large-scale institutes all over 

Germany. The institutes of the Leibnitz Association have been part of programs to help 

regions lacking in infrastructure, especially regions in the former GDR (ISI, 2000).  

Four variables are constructed each representing the personnel working in technological 

or natural science institutes of these organizations in the year 2001. The total employment of 

research organizations is considered as additional variable. Similar to the case of universities, 

we assume that the effect of the public research institutes decreases hyperbolically with 

growing distance. Their employment numbers are distributed with the same procedure used 

for the graduates. The distribution procedure’s relevant parameters are calculated on the basis 

of the findings of Beise and Stahl (1999).10 These variables are very constant over time which 

is why we don’t consider time lags. All variables approximating the technological 

infrastructure are divided by the regional employment in order to avoid a size bias. On the 

basis of these eleven variables the infrastructure index INFRA is constructed as described in 

Section 3.1. 

4.4 R&D subsidies 

The data on subsidized R&D projects are obtained from the German ministry of 

education and research (Bundesministerium für Bildung und Forschung, BMBF), which is the 

main actor initializing innovation policy in Germany (Hassink, 2002). It publishes the 

spending for its various programs as well as parts of the funding coming from the ministries 

of environment and economy (see, BMBF, n.d.). From this database we collected data of 

projects active between January 2001 and December 2002, which applies to 3,100 R&D 

projects. The majority of them starts before 01.01.2001 (57%) and ends after 31.12.2002 

(75%). About 26% of them involve more than one actor implying that about a quarter of all 

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
10 See Broekel and Brenner (2007) for further details. 
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granted R&D subsidies regard collaborative projects.11 These projects are primarily joint 

research projects (“Verbundprojekte”). Actors that participate in these projects subscribe to 

very extensive knowledge sharing regarding the content of the project (see BMBF, 2008). 

This backs our initial hypothesis of R&D subsidies having significant effects spanning 

individual firms’ boundaries by fostering knowledge sharing and collaborative learning 

effects. 

The projects have been assigned to 2-digit NACE codes. For this the LexisNexis 

database has been employed (LexisNexis, n.d.). The firms were subsequently assigned to the 

according labor market region. On this basis for each industry a single variable was 

constructed representing the amount of this industry’s regional subsidies per R&D employee 

in the year 2001/2002. We don’t exactly know at what time the subsidies of 2001/2002 

become effective and we can only speculate about potential time lags. We therefore analyze 

the relationships between the R&D subsidies in 2001/2002 and regional innovation efficiency 

in the years from 1999 to 2003. More precise, for each industry we run five separate analyses 

with the same R&D subsidies variable but yearly changing values of input factors, innovative 

outputs, and technological infrastructure. Our initial assumption is that R&D subsidies are 

relatively stable over time at the regional level, which implies that their values of 2001/2002 

are good approximations for the other years.  

5 Results  

5.1 The spatial distribution of R&D subsidies 
Table 3 and Table 4 in the Appendix show the subsidies per R&D employee for the four 

industries considered in this paper. The tables reveal that the regions with the largest subsidies 

per R&D employee are a mix of large urbanization (Erlangen, Essen, and Munich), as well as 

more rural areas (Aalen, Kleve, and Rostock).  

A more comprehensive picture of the regional distribution of R&D subsidies is obtained 

when regressing the subsidies variables on a number of regional characteristics. All R&D 

subsidies variables show few positive values. From 270 regions only 79 (CHEM), 49 

(TRANS), 81 (ELEC), and 84 (INSTR) regions received R&D funding. We therefore use 

zero-inflated negative binominal regression.12 The regression results are presented in Table 6, 

Table 7, Table 8, and Table 9 in the Appendix. Not surprisingly the R&D employees variable 

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
11 Estimations by the authors. 
12 Subsidies per employee can be interpreted as count data because the smallest unit is Euro cents. 
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are highly significant in all regressions’ binominal parts, i.e. it takes positive R&D efforts in 

order to receive subsidies. 

The amount of subsidies is primarily related to EMP_HIGH in case of CHEM and 

TRANS. This indicates that regions successful in acquiring funding in these industries are 

also characterized by the presence of other high-tech industries. An explanation can be the 

importance of joined projects with partners from other high-tech industries. 

 For ELEC and INSTR, the degree of specialization SPEC turns out to be significant 

implying that specialized regions are more successful in acquiring funding. Possibly, firms in 

these regions find it easier to team up with other close by actors, which is rewarded by policy. 

This remains however speculative at the moment and deserves future research. 

The positive coefficients of POP_DEN and INFRA in case of ELEC fit to the findings 

of Pavitt (1984) that this industry tends to collaborate intensively with science institutions. 

Geographic proximity to these institutions is beneficial in this respect. These tend to be 

located in urbanized regions. Again, we cannot clarify where these benefits exactly come 

from and only speculate that they might be related to biases in the choice of collaboration 

partners (Broekel and Binder, 2007), lower transaction costs, or a particular granting policy.  

To our surprise only in the case of ELEC we observe a significant positive relationship 

between R&D subsidies and the technological infrastructure, which is also confirmed by a 

bivariate Wilcoxon rank sum test. It indicates a significant difference in the technological 

infrastructure between regions that receive subsidies and those that do not. While we expected 

the co-location of universities and research institutes to positively influence the likelihood of 

firms gaining funding this is only confirmed for one industry. A possible explanation for this 

might be found in the non-industry-specific nature of our technological infrastructure index. 

Because the index is identical for all industries, it may reflect only the infrastructure needs of 

ELEC and not those of the other industries. The data at hand however does not allow 

disaggregating it in an industry-specific manner, which is certainly an interesting issue. 

In summary, we find plausible results for R&D subsidies suggesting that this variable 

can be meaningfully analyzed from a regional perspective. It also becomes clear that this 

variable is related to regional factors that policy cannot influence and which we have to 

control for in the later analyses. 

5.2 The spatial distribution of the technological infrastructure 
Table 5 in the Appendix lists the top ten regions with respect to the technological 

infrastructure index. Most of them can be regarded as the “usual suspects” indicating that our 
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index is not off the mark. The top two and the fifth position (Düren, Staßfurt, and 

Germersheim) however are somewhat surprising at the first glimpse. However, one has to 

keep in mind that the infrastructure index is constructed by controlling for the number of 

employed persons in a region. It is therefore easier for sparsely populated regions to gain high 

values. What explains however the top-position of Düren is that this region includes the city 

of Jülich with the huge research facility of the Helmholtz Association (Forschungszentrum 

Jülich). A similar reason explains the good position of Staßfurt, which is a result of its 

comparatively close location to university cities (Magdeburg, Bernburg, Halle) which is why 

it benefits strongly from graduates that potentially move into this region. In addition, the 

Leibniz Association runs an institute for plant genetics and crop plant research in a small town 

close to Staßfurt (Gatersleben). The region Germersheim primarily profits from its location 

between the university locations and research top-spots Mannheim, Heidelberg, and 

Karlsruhe.  

In order to analyze the association between the infrastructure index and regional 

characteristics we use a spatial regression approach. We have to take into account spatial 

dependencies because the infrastructure index includes the spatially distributed graduates. 

This makes the observations dependent on each other.13 The index is also restricted to the 

interval [0,1] requiring a probit transformation. 

 Table 10 in the Appendix shows the regression results. The constructed infrastructure 

index does not show any particular relationship with the R&D employees of the four 

industries. Only the R&D employees of the chemical industry seem to be located outside 

regions well endowed with the publicly funded infrastructure (the coefficient is just barely 

insignificant), though. 

Not surprisingly we find that our index is related to the share of highly educated persons 

in a region (EMP_HIGH), i.e. the quality of a region’s human capital.14 This indicates that 

high-tech industries are concentrated in regions with universities and public research 

institutes. The results do not change significantly when separately estimated for each industry. 

One interesting result is however that in case of CHEM the amount of R&D subsidies is 

correlated to the presence of a well-developed technological infrastructure. Hence, this 

industry’s R&D employees tend to be located outside regions with a well-developed 

infrastructure, the subsidies however go to firms that are located in the latter regions. While 

this is certainly an interesting finding it may in parts be explained by a too heterogeneous 
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
13 The previously described mobility patterns of graduates are used as basis for the specification of the spatial 
weights matrix.  
14 Note that our R&D employee numbers do not include university staff. 
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definition of CHEM, which is a mix of very different sub-industries (i.e. pharmacy vs. 

petroleum refining). With the data at hand we cannot disaggregate the industry any further 

and have to leave this puzzle to future research. 

In summary, our index seems to capture the endowment of regions with respect to a 

publicly funded infrastructure very well. It shows very little correlation with non-policy 

related regional characteristics making it an appropriate variable for the following analyses.  

5.3 R&D subsidies and innovation performance 

We pointed out before that SUBS is a zero-inflated variable, which makes it a problem for the 

conditional nonparametric frontier analysis. The large numbers of zero values are not valid in 

the kernel bandwidth selection procedure used for the conditional nonparametric frontier 

analysis by De Witte and Kortelainen (2009). 

We therefore conduct the conditional nonparametric frontier analyses in three different 

set-ups. We treat R&D subsidies as continuous variable in the first. For this we add a random 

variable to SUBS, which is drawn from a uniform distribution with a minimum of 0 and a 

maximum of 0.05. In the second analysis R&D subsidies are defined being ordinal scaled, and 

in the third we treat them to be dichotomous. In the latter the variable takes a value of 1 if 

SUBS is larger zero and zero otherwise. The infrastructure index is continuous in all analyses. 

The estimations of the first two set-ups turn out to be somewhat problematic which is why we 

don’t report them here.15 We observed in particular strong changes in the significance levels 

between the years, i.e. in one year the variables are extremely significant (p<0.01) and in the 

next strongly insignificant (p=1). Given that our R&D subsidies variable accounts only for the 

year 2001/2002 it suggests that the amounts of subsidies show strong year-to-year variation 

violating our assumption of more or less temporally constant subsidies levels (see Section 

4.4). 

The results of the third set-up are fairly robust in contrast, which suggests that at least 

the group of regions benefiting from subsidies remains the same over the years by and large. 

On this basis we interpret the results of the third set-up (dichotomous R&D subsidies) in the 

following.16 

When SUBS is defined to be dichotomous, the conditional frontier analyses reveal that 

R&D subsidies are significantly (significance level of 0.1) associated to regional innovation 

efficiency in the cases of CHEM (1999, 2000, 2002, 2003), TRANS (1999), ELEC (2003), 

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
15 The results can be obtained upon request from the authors. 
16 Please note that we additionally run the analyses including all factors excluded during the stepwise procedure. 
The results do not change significantly. 
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and INSTR (2000, 2002, 2003). The direction of this influence is positive because the means 

of the (significant) ratios of conditional and unconditional efficiencies (Qz) are higher for 

subsidized regions than for those that are not subsidized. Table 11 in the Appendix 

summarizes the mean differences and gives the significance levels for all industries and all 

analyzed years. 

The positive relationship between SUBS and innovation efficiency confirms previous 

firm-level findings by Ebersberger and Lehtoranta (2008) for CHEM and INSTR. For the 

other industries the results are not consistent enough with respect to that we do not observe 

any particular time-lag structures. Please note once more that we believe that SUBS is 

influencing regional innovation efficiency. Causality may however be reversed because 

highly innovative firms (regions) find it easier to acquire R&D funds (see, e.g., Busom, 

1999). We argue however that this does not necessarily hold for innovation efficient firms and 

regions because the efficiency measure is much more difficult to observe. 

Blanes and Busom (2004) show that the likelihood for a firm to apply for funding 

increases with firm size. It implies that we can expect a closer relationship between 

innovation efficiency and SUBS for industries, in which large firms drive the innovation 

activities (CHEM, TRANS). In case of CHEM our results seem to support this while they do 

not correspond to this pattern in case of TRANS. 

We cannot discriminate if the positive effects of R&D subsidies come from a) directly 

enlarging R&D resources or b) increasing the access to external knowledge because of their 

collaborative nature. With respect to a) it is heavily discussed in the literature if R&D 

subsidies “crowd out” private R&D investments (see, e.g., Goerg and Strobl, 2007). In the 

context of this paper crowding out implies that R&D subsidies substitutes firm internal 

resources causing the observed positive relationship between innovation efficiency and 

SUBS. We cannot test such an effect directly because we lack longitudinal data on SUBS. We 

can however compare the innovation efficiency after controlling for the effects of R&D 

subsidies (and INFRA). If crowding out is directly related to R&D subsidies than we are able 

to control for this effect by considering subsidies’ effects. Straightforwardly, we compare the 

conditional performance scores of subsidized regions with those of regions that were not 

subsidized. Table 12 in the Appendix shows the corresponding median differences and the 

significance levels of the Wilcoxon rank sum test.17  

 It turns out that all median differences are positive and most of them are also 

significant indicating that regions that did not receive subsidies have a higher conditional 

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
17 The efficiency scores are not normally distributed according to Kolmogorov-Smirnov test. 
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performance score than benefiting regions.18 With respect to potential crowding out effects 

this means that even if crowding out takes place (something we cannot rule out) regions that 

are subsidized out-perform not supported regions. Hence, subsidized regions in average show 

higher innovation efficiencies than regions not receiving subsidies. This holds even when 

controlling for the technological infrastructure as well.   

If subsidies are responsible for this effect (which our analysis suggests) this means that 

crowding-out effects are unfortunate but it still pays-off to subsidies R&D projects. Or in 

other words, R&D subsidies have a positive net-effect on innovation performance. Note once 

more, that this result holds only at the regional level and SUBS being a dummy.  

7"8 $&)%*+,+-.)/,'.*34/2(49)(94&'/*0'.**+5/(.+*'6&43+41/*)&'

Our analyses indicate that the technological infrastructure is not related to the regional 

innovation efficiency in case of CHEM and TRANS. A strong association is however found 

for ELEC (1999, 2000, 2001, 2002, 2003) and a somewhat weaker relationship for INSTR. In 

case of the latter the variable is only significant in the last two years (2002, 2003).  

The observed relationship is found to be positive even though the effects seem to be 

rather weak. The nonparametric regressions in Figure 1 in the Appendix also suggest a mainly 

monotone relationship. Only for the largest values of INFRA a decreasing trend is observable. 

The latter is supported by few observations making an interpretation very wake that is why we 

primarily focus on the increasing trend in the following.  

For two industries (ELEC, INSTR) we confirm the non-industry specific results of 

Fritsch and Slavtchev (2007b) of a close relationship between technological infrastructure and 

regional innovation efficiency. For two industries (CHEM, TRANS) this is not the case. In 

this respect our analyses once more show the importance of conducting sector specific studies 

when analyzing regional innovation performance (see, e.g., Jaffe, 1989; Brenner and Greif, 

2006).  

The low importance of INFRA is particularly surprising for the science-based chemical 

industry (CHEM) which is why we expected a close relationship between innovation 

efficiency and INFRA. A potential explanation might be the too high sectoral aggregation of 

the industry, which includes in-organic chemicals (e.g., manufacturing of ceramic and 

cement). For these the publicly funded technological infrastructure is likely of smaller 

relevance. In contrast, the results of the other science-based industry (ELEC) confirm our 

expectations of a positive and robust relationship between innovation efficiency and the 
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
18 Note that high performance scores indicate large in-efficiency. 
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presence of a publicly funded regional technological infrastructure. There are only three 

instances in which INFRA and SUBS are both significant: in case of ELEC in the year 2003 

and for INSTR in the years 2002 and 2003. This dual influence is disentangled in Figure 2 in 

the Appendix. All figures show similar patterns. The effect of INFRA is much stronger in 

subsidized regions (solid line) than in not subsidized regions (dashed line). This underlines 

the tight relationship between the two variables in this industry, which is in line with our 

previous results (Section 5.1). For INSTR we observe a comparable relationship between the 

two policy measures, although the previous analyses did not suggest related spatial 

distributions of the two policy measures (see Section 5.1).  

It is surprising to find SUBS being more important than INFRA for most industries. 

From an econometric point of view this comes unexpected as SUBS is stronger correlated to 

the other input factors (R&D employees, population density, etc.), which is why some of its 

explanatory power is already taken into account. A reason can be that SUBS is more 

accurately defined because it is an industry-specific variable while INFRA is not. 

We argue however that the reason can be found in INFRA being a “potential” variable. 

It represents only the potentially existing positive effects of the technological infrastructure. It 

does not say anything about if the technological infrastructure is actually exploited by firms in 

a region. In contrast, SUBS represents a “flow” variable approximating resources that were 

actually used by firms for R&D activities. Hence, the observed results can also be induced by 

this difference in the variables’ constructions. This sets the agenda for future research in 

which the technological infrastructure needs to be defined closer to the “flow” concept.  

6 Conclusion 

Given the importance of innovation for economic growth, national and regional 

authorities try to stimulate innovation activities with a wide range of programs and initiatives. 

The paper concentrates on two of the most important policy measures namely the provision of 

a publicly funded technological infrastructure and R&D subsidies. 

So far the evaluation of R&D subsidies’ effectiveness has been focused on the firm 

level leaving aside the systemic character of innovation processes and the multi-actor nature 

of many policy programs (see, e.g. Cooke et al., 1997). The literature on regional innovation 

performance on the other hand widely ignores this important policy tool, which is though 

closely linked to the effects of a regional technological infrastructure. The latter has in 

contrast been studied extensively (see, e.g., Jaffe, 1989). 
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Taking a regional innovation system perspective the paper analyzed the effects of R&D 

subsidies and those of a publicly funded technological infrastructure on regional innovation 

efficiency. We utilized data on 270 German labor market regions, which was disaggregated 

for four industries. Following Broekel (2008) conditional efficiency analysis were employed 

for the empirical estimations. This allows overcoming a number of shortcomings of traditional 

regression analysis in this context. We benefited from recent advancements in this 

methodology by De Witte and Kortelainen (2009) yielding more robust results. We showed at 

the same time that their methodology allows using conditional frontier analyses similar to 

“stepwise” regression approaches. 

The findings suggest that R&D subsidies are an appropriate way of stimulating regional 

innovation efficiency in most industries. With the exception of the electrics and electronics 

industry the technological infrastructure was found to be of comparatively lower importance. 

Crowding out effects may exist but seem to be of minor relevance. When controlling for the 

effects of subsidies and those of the technological infrastructure, subsidized regions still 

outperform not subsidized regions. This holds even when controlling for the effects of R&D 

subsidies. In general, our results are very much in line with the firm level findings of 

Ebersberger and Lehtoranta (2008).  

The present study has a number of shortcomings, which set the agenda for future 

research. So far, our analysis is cross-sectional. R&D subsidies and the technological 

infrastructure are likely to take effect on long-term development (David et al. 2000). 

Moreover, the data has been aggregated at the regional level. This acknowledges that 

innovations are multi-actor processes spanning firm boundaries and it corresponds to the 

regional innovation system approach. It puts however a strong emphasis on the regional 

dimension of innovation processes and the effects of policy measures.  In how far the latter is 

accurate is subject to future research. 
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Appendix A 

In contrast to the traditional mathematical programming approaches (deterministic 

nonparametric frontier analysis) like the Data Envelopment Analysis (Charnes et al., 1978) 

robust nonparametric frontier approaches conceive of the transformation of inputs into outputs 

as a probabilistic process. The interest lies in the probability with which an observation 

 is dominated by other observations. According to Cazals et al. (2002) an observation’s 

benchmark (frontier) can be the average of the maximal value of output of m randomly drawn 

observations with equal or less levels of input (output-oriented order-m frontier). In the 

context of this paper, this frontier represents the expected maximum innovative output level 

for region  among m regions.19 

Practically, the efficiency measure of order-m can be computed in the following way: 

 are m random observations (regions) drawn from the conditional distribution function 

of Y given , i.e. only regions with equal or less input factors than region  are 

considered. The output-oriented order-m efficiency measure  is defined for region 

 as 

 (5) 

with  being the jth component of  (of   respectively). Note that  is a 

random variable because the  regions against which  is compared, are randomly 

drawn. In order to obtain the final  we follow Cazals et al. (2002) in using a simple 

Monte-Carlo algorithm with  being estimated B times, where B is large (B=200). 

The order-m efficiency measure of region  is then defined as 

 (6) 

Since not all observations are enveloped, the order-m frontier function is a partial 

frontier making it less sensible to outliers and statistical noise.  

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
*)!The value of m has to be specified by the researcher. It can be seen as a “trimming parameter” defining the 
sensibility of the estimation with respect to outliers in the data. We follow Bonaccorsi et al. (2005) in setting the 
level of robustness to below ten percent. This means that about ten percent of the observations have efficiency 
values smaller than one. Here m takes values between 60 and 68.!
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In order to analyze external factors that may determine the order-m efficiency measure 

, Daraio and Simar (2007) propose to estimate a second, a conditional order-m 

efficiency measure. In this case regions are not compared to m randomly drawn regions. The 

drawing is instead conditional on one or more external factors z. The probably that a region is 

drawn depends negatively on the difference between its value of external factors and that of 

the region under consideration. The probability can be estimated using the generalized 

multivariate kernel function specified in De Witte and Kortelainen (2009). The appropriate 

bandwidth is chosen according to their data-driven bandwidth selection procedure.  

The output-oriented conditional order-m efficiency measure  is defined for 

region  as 

 . (8) 

Similar to the unconditional 

! 

ˆ " m(x0,y0 ), 

! 

ˆ " cm(x0,y0 )  can be estimated with the above 

Monto-Carlo algorithm or by solving an integral (see De Witte and Kortelainen, 2009). With 

the two efficiency measures at hand Qz can be estimated as the ratio between conditional and 

unconditional measure. 
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Appendix B 

Sector  Technological fields*  Industries**   Control ***  

Chemistry 
TF5, TF12, TF13, 
TF14, TF15 DG24, DI26 

TF6 ,TF20, 
DF23 

Transport 
equipment TF10, TF22 DM34, DM35 TF23, TF20 

Electrics 
electronics 

TF27, TF28, TF29, 
TF30, TF31 DL30, DL31, DL32 DL33 

Medical 
optical equipment TF4, TF16, TF26 

DL33, DF23 
DL30 TF6, TF15, 

* As defined in Greif et al. (2006)  ** According to the GIC DESTATIS (2002) 
*** Technological fields of industries which have to be controlled for 

Table 1: Definition of industries 

Table 2: Correlations of regional factors – average over all industries 

   

AMR NAME CHEM ! AMR NAME TRANS 

250 Sondershausen            116.017 ! 184 Erlangen                 84.560 
183 Lichtenfels              106.079 ! 210 Waren                    80.240 
238 Halle                    93.109 ! 303 Frankfurt/Oder         36.439 
303 Frankfurt/Oder         63.717 ! 20 Hildesheim               34.837 
244 Jena                     33.361 ! 145 Ulm                      11.318 

156 
Garmisch-
Partenkirchen   29.638 ! 135 Freiburg                 10.104 

116 Merzig                   27.340 ! 143 Reutlingen/Tübingen      7.723 
181 Kronach                  21.375 ! 185 Nürnberg                 2.546 
184 Erlangen                 18.098 ! 114 Ludwigshafen             1.769 

261 Freiberg                 17.020 ! 258 Leipzig                  1.589    
   

Table 3: Subsidies /R&D employee in CHEM  and TRANS (2001) 
  

 
 
 
 
 
   

 Pat R&D EMP_HIGH POP_DEN SPEC SPATIAL SUBS 
R&D  0.68 ***        
EMP_HIGH  0.42 ***   0.39 ***       
POP_DEN  0.56 ***   0.5 ***   0.79 ***      
SPEC  0.43 ***   0.81 ***  0.04  0.16 **     
SPATIAL  0.29 ***   0.19 ***  0.04  0.26 ***   0.22 ***    
SUBS  0.41 ***   0.4 ***   0.38 ***   0.39 ***   0.23 ***  0.08  1 ***  
INFRA  0.12 *  0.02  0.17 ***   0.17 ***  -0.02 0.1  0.15 **  
Significance codes: 0.001 `***' 0.01 `**' 0.05 `*' 0.1  
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AMR NAME ELEC ! AMR NAME INSTR 

47 Essen                    110.293 ! 109 Kaiserslautern           110.754 
55 Kleve                    56.940 ! 72 Bochum                   32.778 

266 Dresden                  46.645 ! 113 Pirmasens                25.523 
212 Rostock                  19.315 ! 20 Hildesheim               23.190 
111 Mainz                    15.466 ! 126 Aalen                    20.706 
145 Ulm                      13.855 ! 10 Salzgitter               17.895 
177 Hof                      10.040 ! 215 Parchim                  17.474 
159 München                  8.526 ! 122 Heilbronn                16.648 
171 Regensburg               7.882 ! 260 Grimma                   9.152 

3 Itzehoe                  5.977 ! 258 Leipzig                  8.730    
   

Table 4: Subsidies /R&D employee in ELEC (2001) 

AMR NAME INFRA 
60 Düren 1 
233 Staßfurt                 0.844 
12 Göttingen                0.828 
56 Aachen               0.551 
115 Germersheim                 0.499 
135 Freiburg             0.319 
266 Dresden                  0.275 
184 Erlangen                0.264 
94 Darmstadt                   0.263 
72 Bochum                0.261 

Table 5: Top ten regions INFRA 

CHEM: Count model coefficients (negbin with log link): Dependent var.: SUBS 
 Estimate Std. Error z value Pr(>|z|)  
(Intercept) 0.758 4.126 0.18 0.854  
Log(R&D) 0.531 0.343 1.55 0.122  
Log(INFRA) 2.789 3.359 0.83 0.406  
Log(EMP_HIG
H) 1.485 0.749 1.98 0.047 * 
Log(POP_DEN) 0.161 0.506 0.32 0.751  
Log(SPEC) 3.267 2.296 1.42 0.155  
Log(theta) -0.55 0.133 -4.13 0.000036 *** 
Zero-inflation model coefficients (binomial with logit link):   
             Estimate Std. Error z value Pr(>|z|)  
(Intercept) 6.247 0.836 7.47 7.9E-14 *** 
Log(R&D) -1.942 0.286 -6.79 1.123E-11 *** 
Theta = 0.577  
Number of iterations in BFGS optimization: 34  
Log-likelihood: -1.29e+03 on 9 Df. 
Signif. codes:  0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1  

Table 6: Regional characteristics SUBS for CHEM 
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TRANS: Count model coefficients (negbin with log link):   
 Estimate Std. Error z value Pr(>|z|)  
(Intercept) 0.589 9.530 0.062 0.950  
Log(R&D) 0.611 0.528 1.156 0.247  
Log(INFRA) 8.343 7.599 1.098 0.272  
Log(EMP_HIGH) 2.753 1.357 2.028 0.042 * 
Log(POP_DEN) -0.979 0.908 -1.078 0.280  
Log(SPEC) -0.306 3.068 -0.1 0.920  
Log(theta) -0.528 0.169 -3.114 0.001 ** 
Zero-inflation model coefficients (binomial with logit link):   
 Estimate Std. Error z value Pr(>|z|)  
(Intercept) 7.002 0.956 7.325 0.000 *** 
Log(R&D) -1.721 0.267 -6.439 0.000 *** 
Theta = 0.5893      
Number of iterations in BFGS optimization: 21     
Log-likelihood: -805.2 on 9 Df.     
Signif. codes:  0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1 

Table 7: Regional characteristics SUBS for TRANS 

 

ELEC: Count model coefficients (negbin with log link): Dependent var.: SUBS 
 Estimate Std. Error z value Pr(>|z|)  
(Intercept) -18.553 5.894 -3.150 0.002 ** 
Log(R&D) 0.055 0.493 0.110 0.911  
Log(INFRA) 10.083 6.129 1.650 0.100 . 
Log(EMP_HIGH) -0.271 1.046 -0.260 0.796  
Log(POP_DEN) 2.562 0.513 5.000 0.000 *** 
Log(SPEC) 9.935 3.775 2.630 0.009 ** 
Log(theta) -0.635 0.132 -4.830 0.000 *** 
Zero-inflation model coefficients (binomial with logit link): 
 Estimate Std. Error z value Pr(>|z|)  
(Intercept) 5.988 0.860 6.960 0.000 *** 
Log(R&D) -1.537 0.241 -6.380 0.000 *** 
Theta = 0.53       
Number of iterations in BFGS optimization: 36  
Log-likelihood: -1.37e+03 on 9 Df.    
Signif. codes:  0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1 

Table 8:  Regional characteristics of SUBS in ELEC 
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INSTR: Count model coefficients (negbin with log link):   
 Estimate Std. Error z value Pr(>|z|)  
(Intercept) -3.764 5.641 -0.667 0.505  
Log(R&D) 0.125 0.454 0.275 0.784  
Log(INFRA) 4.978 4.462 1.116 0.265  
Log(EMP_HIGH) -0.824 0.871 -0.947 0.344  
Log(POP_DEN) 1.004 0.663 1.514 0.130  
Log(SPEC) 7.238 3.810 1.900 0.057 . 
Log(theta) -0.496 0.131 -3.786 0.000 *** 
Zero-inflation model coefficients (binomial with logit link):   
 Estimate Std. Error z value Pr(>|z|)  
(Intercept) 6.151 0.794 7.743 0.000 *** 
Log(R&D) -1.827 0.252 -7.242 0.000 *** 
Theta = 0.6089      
Number of iterations in BFGS optimization: 37     
Log-likelihood: -1314 on 9 Df.     
Signif. codes:  0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1    

Table 9: Regional characteristics SUBS for INSTR 
 

Dependent var.: INFRA     
 Estimate Std. Error z value Pr(>|z|) 
(Intercept) -3.761 0.167 -22.501 < 2.2e-16 
CHEM R&D -0.000 0.000 -1.622 0.105 
TRANS R&D -0.000 0.000 -0.237 0.813 
ELEC R&D 0.000 0.000 1.127 0.260 
INSTR R&D -0.000 0.000 -1.021 0.307 
EMP_HIGH 0.039 0.014 2.765 0.006 
POP_DEN 0.000 0.000 -1.322 0.186 
Lambda: 84.75 LR test value: 0.66434 p-value: 0.41503 
Log likelihood: -487.906 
ML residual variance (sigma squared): 2.1697, (sigma: 1.473) 
Number of observations: 270 
Number of parameters estimated: 9 
AIC: 993.81 

Table 10: Regional characteristics INFRA 
 

 1999 2000 2001 2002 2003 
 SUBS* INFRA# SUBS INFRA SUBS INFRA SUBS INFRA SUBS INFRA 

0.426  0.581  0.188  0.187  0.321  CHEM 
(0.068) (0.744) (0.100) (1.000) (0.316) (0.265) (0.057) (0.338) (0.059) (0.250) 
0.512  0.187  0.289  -0.188  0.428  TRANS 

(0.079) (0.934) (0.521) (0.410) (0.563) (0.638) (0.303) (0.432) (0.174) (0.312) 
0.084 + 0.095 + 0.015 + 0.144 + 0.217 + ELEC 

(0.248) (0.007) (0.154) (0.001) (0.129) (0.000) (0.433) (0.001) (0.055) (0.052) 
0.149  0.264  0.157  0.341 + 0.355 + INSTR 

(0.272) (0.740) (0.002) (0.180) (0.128) (0.190) (0.000) (0.036) (0.000) (0.066) 
* Median difference between Qz. P-values are based on conditional order-m analysis and given in parentheses.  
# (+) indicates positive and (-) a negative relationship 

Table 11: Relationship between policy and innovation performance 



#&!
!

 
 1999 2000 2001 2002 2003 
 SUBS* SUBS SUBS SUBS SUBS 

1.311 0.562 1.0388 0.614 0.140 CHEM 
(0.003) (0.048) (0.001) (0.025) (0.138) 
2.143 1.364 1.134 0.814 0.646 TRANS 

(0.001) (0.001) (0.005) (0.028) (0.074) 
0.703 1.116 0.557 0.625 0.484 ELEC 

(0.007) (0.001) (0.118) (0.016) (0.059) 
1.345 0.613 0.734 0.874 0.318 INSTR 

(0.000) (0.011) (0.007) (0.005) (0.188) 
* Median differences between conditional efficiency scores for not subsidized 
and subsidized regions. P-values of Wilcoxon rank sum test in parentheses. 
Bold numbers mark cases in which SUBS is significantly related to 
innovation efficiency, see Table 11. 

Table 12: Median differences conditional innovation performance 
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