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#### Abstract

In a Bayesian assessment beliefs are computed from the strategy profile following Bayes' rule at positive probability information sets and for every subgame. We characterize the set of extensive-forms (extensive-form games without a payoff assignment) for which the sets of Bayesian assessments and consistent assessments coincide. In doing so we disentangle the different restrictions imposed by consistency across information sets.


## 1. Introduction

A sequential equilibrium (Kreps and Wilson, 1982) is a sequentially rational consistent assessment. The notion of consistency incorporated in the definition of sequential equilibrium provides a way of selecting beliefs at zero probability information sets. Loosely speaking, consistent beliefs must admit an explanation consisting of "small trembles" made to reach those information sets.

There is a broad theoretical literature dealing with sequential equilibrium. This partly stems from the apparently ad-hoc procedure whereby consistency selects beliefs, which urged an effort to understand better the notion of consistency and its game theoretical implications. Swinkels (1993), Battigalli (1996) and Kohlberg and Reny (1997) show that consistency is related to the game theoretical principle of strategic indepencence. If different players choose their strategies independently then their assessments must be consistent. ${ }^{11}$
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Figure 1.

A number of papers also offer different characterizations of consistency and/or show that, under certain conditions, sequential equilibrium is equivalent to weaker equilibrium concepts. Fudenberg and Tirole (1991) define perfect Bayesian equilibrium imposing some intuitive restrictions on beliefs and show its equivalence to sequential equilibrium in multi-period games with observable actions. Perea y Monsuwé, Jansen, and Peters (1997) provide an algebraic characterization of consistency without making use of trembles. Litan and Pimienta (2008) find the maximal class of extensiveforms such that sequential equilibrium and subgame perfection coincide in equilibrium strategies and equilibrium outcomes.

In this paper we look at those instances where consistency places no restrictions at zero probability information sets. For simplicity, we restrict ourselves to finite extensive-form games without proper subgames. This is motivated by the observation that the set of consistent assessments of a subgame coincides with the projection of the set of consistent assessments for the entire game on those coordinates corresponding to the subgame; and that every consistent assessment of the subgame of is part of some consistent assessment for the entire game. Apart from this restriction, we do not impose any further structure on the extensive-form games other than perfect recall.

To introduce the reader to the nature of the results and the characterizations that we shall derive consider the extensive-form of Figure 1 We refer to it as extensive-form and not as extensive-form game because it lacks a payoff assignment. (Hence, in the sequel, whenever payoffs are not yet specified we talk about extensive-forms and subforms instead of extensiveform games and subgames.) If Player I moves Out then any belief at Player II's information set is consistent as it can be justified by an appropriate sequence of trembles. A similar argument holds in the extensive-form of Figure 2. If players $I$ and II play according to $\left(r_{1}, r_{2}\right)$ then arbitrary beliefs at Player III's information set are consistent.

To formalize these ideas, we define Bayesian assessments by imposing the only requirement that beliefs at positive probability information sets are computed from the strategy profile using Bayes' rule. Clearly, every consistent assessment is a Bayesian assessment and in general, not every Bayesian assessment is consistent. Our objective is to characterize the set of extensive-forms without proper subforms such that every Bayesian assessments is consistent. Consider again the extensive-forms of Figure 1 and

Figure 2. In Figure (1)(Figure 2) whenever Player II's information set (Player III's information set) is reached with positive probability, Bayes' rule fully determines beliefs at that information set; and whenever that information set is reached with zero probability, arbitrary beliefs are guaranteed to be consistent.

It is not difficult to come up with examples of extensive-forms for which some Bayesian assessment is not consistent. This is the case of the extensive-form in Figure 3] and the Bayesian assessment (Out, $l_{2}, R, \mu\left(x_{2}\right)=$ 1). The reason is that consistent beliefs should place probability zero at the central node of Player III's information set given that in a sequential equilibrium "correlation in defections are (partially) ruled out" (Kreps and Wilson, 1982, p. 875). That is, if Player $I$ defects, it does not make a defection of Player II more likely.
Figure 5 contains another example. Kreps and Wilson (1982, p. 876) explain how the consistency criterion invokes the "common knowledge" principle for beliefs. Hence, any assessment where Player I moves Out and players $I I$ and III assess different relative probabilities over their lefthand and right-hand nodes is not consistent. The current work identifies the relevant characteristic shared by the extensive-forms in figures 3, 5, and any other extensive form where consistency selects a strict subset of Bayesian assessments. In identifying this characteristic we will also disentangle the different restrictions imposed by consistency across information sets.

There are practical reasons why we think that this type of result is worth exploring. Mainly, the characterizations derived here can be useful when it comes to economic applications. They are based on extensive-forms and quite easy to verify. Furthermore, they can be interpreted as a delineation of the cases where arbitrary off-equilibrium beliefs are guaranteed to be consistent. In the last section we show some modification of the the results that serve this purpose.

Additionally, this paper can help understand better how consistency brings about restriction in beliefs. While in some cases we may already have a very good understanding about how consistent beliefs are shaped, as it happens for instance when one information set comes after another like in Figure 5, in some other cases this relation may be more obscure or, at least, difficult to identify by arguments that are not context specific (see Figure 6).
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Figure 3.

For this reason, a unifying explanation of the restrictions on beliefs entailed by consistency that is based solely on the characteristics of extensive-forms can be of theoretical interest.

In the next section we introduce the basic notation of extensive-form games and important definitions. Section 3 contains the results illustrated by a series of examples. Proofs are offered in Section 4 . Section 5 is concerned with the relationship between sequentially rational Bayesian assessments and sequential equilibria. Section 6 concludes and shows some practical implications of the results.

## 2. Basic Notation and Definitions

We start by describing some necessary notation and terminology for finite extensive-form games with perfect recall. We decompose an extensive-form game into its extensive-form and the payoff assignment. Our characterizations are stated in terms of extensive-forms. As we mentioned in the introduction we focus on extensive-forms without proper subforms. $2^{2}$

The set of players is $\mathscr{N}=\{0,1, \ldots, N\}$. Player $0 \in \mathscr{N}$ corresponds to Nature. We index players other than Nature with the letter $n=1, \ldots, N$.

The set of nodes in the tree is represented by $X$ and the set of final nodes by $Z$. The collection of information sets of player $n$ is $H_{n}$. An element $h \in H_{n}$ represents the set of nodes that player $n$ cannot distinguish when she has to move at $h$. The information set that contains node $x$ is denoted as $h(x)$. Furthermore, $H=\bigcup_{n} H_{n}$.

The set of actions available at the information set $h$ is $A(h)$. We use the terms action and choice interchangeably. We denote as $A=\bigcup_{h} A(h)$ the complete set of actions across information sets. Therefore, the $A(h)$ 's partition $A$. If player $n$ chooses action $a \in A(h), h \in H_{n}$, when at node $x \in h$, the next node being reached is denoted by $\tau(x, a)$.

[^1]Given any node, there is a unique sequence of choices that from the root of the extensive-form lead to that node. That sequence of choices is called path to node $x$ and it is denoted by $\mathscr{P}(x)$.

An extensive-form game is obtained from an extensive-form by specifying for each player $n$ a Bernoullian utility function $u_{n}: Z \rightarrow \mathbb{R}$. Once we fix an extensive-form, an extensive-form game is given by $N$ Bernoullian utility functions and it can be seen as a point in $\mathbb{R}^{N|Z|}$.

The set of player $n$ 's pure strategies $S_{n}$ is the set of all functions $s_{n}$ : $H_{n} \rightarrow A$ such that $s_{n}(h) \in A(h)$ for all information sets $h$ in $H_{n}$. The set of pure strategy profiles is $S=S_{1} \times \cdots \times S_{N}$. We write $S(x)$ and $S(h)$ to denote the set of pure strategy profiles that reach, respectively, node $x$ and information set $h$. The sets $S_{n}(x)$ and $S_{-n}(x)$ are the projections of $S(x)$ on $S_{n}$ and $S_{-n}=\prod_{m \neq n} S_{m}$.

A behavioral strategy profile $\sigma$ is a sequence of functions $\sigma(\cdot \mid h)$ : $A(h) \rightarrow[0,1]$, one for each $h \in H$, satisfying $\sum_{a \in A(h)} \sigma(a \mid h)=1$ for all $h$. In turn, a system of beliefs $\mu$ is a sequence of functions $\mu(\cdot \mid h): h \rightarrow[0,1]$, one for each $h \in H$, satisfying $\sum_{x \in h} \mu(x \mid h)=1$ for all $h$. An assessment is a strategy profile together with a system of beliefs $(\sigma, \mu)$.

We now introduce our two objects of study.
Definition 1 (Consistent Assessments). The assessment $(\sigma, \mu)$ is consistent if it is the limit point of a sequence $\left\{\left(\sigma^{t}, \mu^{t}\right)\right\}_{t=0}^{\infty}$ such that, for all $t, \sigma^{t}$ is completely mixed (i.e. $\sigma^{t}(a \mid h)>0$ for all $h \in H$ and all $\left.a \in A(h)\right)$ and $\mu^{t}$ is derived from $\sigma^{t}$ using Bayes' rule.

Definition 2 (Bayesian Assessments). The assessment $(\sigma, \mu)$ is a Bayesian assessment if if the value of $\mu$ at information sets reached with positive probability is computed from $\sigma$ using Bayes' rule.

Of course, every consistent assessment is a Bayesian assessment.

## 3. Non-Consistent Bayesian Assessments

In this section we characterize the set of extensive forms such that the set of consistent assessments is a strict subset of the set of Bayesian assessments. This is done in propositions 1 and 3. Theorem 1 will later assert that in the complement of the set laid out by the propositions the sets of Bayesian and consistent assessments coincide.

To provide a more clear intuition about the results let us introduce relative probabilities over the set $S$ of pure strategy profiles $3^{3}$ A relative probability on $S$ specifies the relative weight of each subset of pure strategy profiles

[^2]with respect to any other subset. This includes subsets having prior probability equal to zero. A relative probability $\rho$ on $S$ must satisfy the following: for every subset $Q \subset S$ and all nonempty subsets $R, T \subset S$,
(i) $\rho(Q, R) \in[0, \infty]$,
(ii) $\rho(Q, Q)=1$,
(iii) $\rho(Q, T)+\rho(R, T)=\rho(Q \cup R, T)$ if $Q \cap R=\varnothing$, and
(iv) $\rho(Q, T)=\rho(Q, S) \rho(S, T)$, whenever the product does not involve both 0 and $\infty$.
Standard prior probabilities are therefore given by $\rho(\cdot, S)$.
Battigalli (1996) and Kohlberg and Reny (1997) show that every consistent assessment can be generated, in a way specified below, by a relative probability defined over the set of pure strategy profiles and satisfying a strong independence property. Strong independence implies weak independence and, for our purposes, the latter concept is restrictive enough. The relative probability $\rho$ defined over $S$ is weakly independent if for every two nonempty Cartesian subsets $Q, R \subset S$ and every player $n \in \mathscr{N} \sharp$
$$
\rho\left(Q_{n} \times Q_{-n}, R_{n} \times Q_{-n}\right)=\rho\left(Q_{n} \times R_{-n}, R_{n} \times R_{-n}\right) .
$$

Every consistent assessment $(\sigma, \mu)$ can be generated by a relative probability $\rho$ satisfying weak independence according to 5

$$
\begin{align*}
& \sigma(a \mid h)=\rho(S(\tau(x, a)), S(h)) \text { for any } x \in h ; \text { and },  \tag{3.1}\\
& \mu(x \mid h)=\rho(S(x), S(h)) . \tag{3.2}
\end{align*}
$$

It can be shown that perfect recall and weak independence imply that (3.1) is well defined (i.e. it does not depend on the choice of $x \in h$ ).

We are going to derive a condition that implies restrictions on consistent beliefs at zero probability information sets. Recall that the path to a node $x$, denoted by $\mathscr{P}(x)$, is the collection of actions that from the root of the extensive-form lead to that node. Consider two nodes $x$ and $y$ that have a common action $\bar{a} \in \mathscr{P}(x) \cap \mathscr{P}(y)$ in their respective paths. Let $\sigma$ be a pure behavioral strategy profile that takes action $\bar{a}$ with probability zero and every other action in the path to $x$ with probability one. Even though under $\sigma$ both nodes $x$ and $y$ occur with probability zero, intuitively, node $y$ cannot be infinitely more likely than node $x$. Let us now offer a more formal argument.

Let $\rho$ an independent relative probability defined on $S$ that induces the consistent assessment $(\sigma, \mu)$ where $\sigma$ is as above. We denote $s^{\sigma}$ the pure

[^3]strategy profile which is equivalent to $\sigma$. Let Player $n$ be the player that moves at the information set $\bar{h}$ where the choice $\bar{a}$ is available. Owing to independence, the relative probability $\rho(S(x), S(y))$ must be equal to $\rho\left(S(x)_{-n} \times\left\{s_{n}^{\sigma}\right\}, S(y)_{-n} \times\left\{s_{n}^{\sigma}\right\}\right)$. Moreover, $\rho\left(S(x)_{-n} \times\left\{s_{n}^{\sigma}\right\}, S\right)>0$ because one element in $S(x)_{-n} \times\left\{s_{n}^{\sigma}\right\}$, the pure strategy profile $s^{\sigma}$, receives strictly positive prior probability. Therefore, $\rho\left(S(x)_{-n} \times\left\{s_{n}^{\sigma}\right\}, S(y)_{-n} \times\right.$ $\left.\left\{s_{n}^{\sigma}\right\}\right)>0$ and consequently $\rho(S(x), S(y))>0$. That is, node $y$ is not infinitely more likely than node $x$. Now, if $x$ and $y$ belong to the same information set $h$ then $S(x)$ and $S(y)$ are subsets of $S(h)$ and we obtain $\rho(S(y), S(h))<1$. Furthermore, if the information set $h$ is reached with probability zero under $\sigma$ the last inequality and (3.2) imply $\mu(y \mid h)<1$.

Consider again the extensive-form of the game in Figure 3. The leftmost node and the central node in Player III's information set have a common choice, action $l_{1}$, in their respective paths. If players $I$ and $I I$ play according to $\left(\right.$ Out,$\left.l_{2}\right)$ then $\left(O u t, l_{2}\right)$ is infinitely more likely than $(O u t, m)$. We can use independence to conclude that the profile ( $l_{1}, l_{2}$ ) is infinitely more likely than $\left(l_{1}, m\right)$, i.e. the leftmost node in Player III's information set is infinitely more likely than the central node. Since Player I plays Out, Player III's information set is reached with probability zero and we need to specify beliefs at her information set. It follows that consistent beliefs must assign probability zero to that central node. This restriction does not apply to Bayesian assessments.

We start our characterization with a sufficient condition for an extensiveform to have Bayesian assessments that are not consistent. It corresponds to the set of properties suggested above and in our analysis of Figure 3,

Proposition 1. Consider an extensive-form without proper subgames. Suppose that we can find an information set $h$ with two distinct nodes $x$ and $y$ and a pure behavioral strategy profile $\sigma$ such that the following conditions hold:
(i) the information set $h$ is reached with probability zero under $\sigma$; and
(ii) there exists one action $\bar{a} \in \mathscr{P}(x) \cap \mathscr{P}(y)$ that satisfies $\sigma(\bar{a} \mid \bar{h})=0$.

Then the set of consistent assessments is strictly contained in the set of Bayesian assessments.

Property (i) above is clear. The sets of Bayesian and consistent assessments may differ only if some information set receives probability zero. It also shows that relative probabilities are only part of the story. Not only do we need a behavioral strategy profile that reveals a likelihood ordering between two nodes, but also one that at the same time reaches the information set containing these two nodes with probability zero.

Property (ii) captures the relevant features in Figure 3. To understand better why we need an action $\bar{a} \in \mathscr{P}(x) \cap \mathscr{P}(y)$ observe that in figures 1 and 2, where every Bayesian assessment is consistent, we cannot find two nodes in the same information set that have a common action in their respective paths. To see why we need $\sigma(\bar{a} \mid \bar{h})=0$, consider the extensive-form of


Figure 4.
Figure 4 and a behavioral strategy profile that assigns probability one to $(l$, Out $)$. There is no restriction on how Player III should form her consistent beliefs. (Every conceivable belief vector at that information set is the limit of a sequence of conditional probabilities generated by an appropriately chosen sequence of trembles.) In this case, for any system of beliefs $\mu$, the resulting assessment can be associated to a well defined independent relative probability system on the set of pure strategy profiles-and every Bayesian assessment is consistent.

It is worthwhile pointing out that it is enough to find one behavioral strategy profile that, together with the extensive-form under consideration, satisfies all three properties in Proposition 1 for us to know that there are nonconsistent Bayesian assessments. However, nothing guarantees that every strategy profile satisfying these three properties is part of one of such assessments. To see this we can combine the extensive-forms in figures 3 and 4 so that both players $I$ and $I I$ can move out. A strategy profile where, indeed, both Players I and Player II move out satisfies the three properties. However, arbitrary beliefs at player III's information set are consistent.

Figure 5 is another example where the set of consistent assessment is a strict subset of the set of Bayesian assessments. Consistency implies common knowledge of beliefs. This means that Player II and Player III must have the same belief over their left-hand and right-hand nodes and that, consequently, not every Bayesian assessment is consistent. In order to see this in terms of Proposition 1 note that action $r_{2}$ belongs to the path of the two nodes in Player III's information set.

The strategy profile (Out, $\left.l_{2}, X\right)$ is one of the strategies that Proposition 1 demands. But the behavioral strategy profile (Out, $r_{2}, L$ ) does not satisfy property (ii) above and yet it does not admit arbitrary Bayesian beliefs to form consistent assessments. This suggests that we should explore further how the values assumed by consistent beliefs at two different information sets relate to each other. We start this analysis studying signaling games, where it is well known that sequential equilibrium does not impose restrictions on beliefs 6 Once Nature moves, the sender observes her type and sends a signal to the receiver. If the receiver observes a signal which is sent in equilibrium, she applies Bayes' rule to derive her beliefs about the

[^4]

Figure 5.
type of the sender. If a signal is not sent in equilibrium, the receiver has no restrictions whatsoever to form her beliefs about the type of the sender upon receiving that signal. Note well that every pair of nodes that belong to the same information set have completely different paths from each other because "identical" signals can come from different types.

Consider the extensive-form of a slightly modified signaling game in Figure 67 After the sender learns her type, and before she sends a signal, she can end the game. As it is the case in a standard signaling game, no pair of nodes that belong to the same information set have a common action in their respective paths. Nonetheless, there are actions that are common to the paths to nodes that belong to different information sets. That is, $C_{1} \in \mathscr{P}\left(x_{1}\right) \cap \mathscr{P}\left(y_{2}\right)$ and $C_{2} \in \mathscr{P}\left(x_{2}\right) \cap \mathscr{P}\left(y_{1}\right)$. Consider the behavioral strategy profile ( $F_{1}, F_{2}, U_{1}, D_{2}, R_{U}, L_{2}$ ) which assigns probability zero to $C_{1}$ and $C_{2}$. As mentioned previously, if a strategy profile assigns positive probability to all the actions leading to a node but one, which is also in the path to a second node, then the underlying independent relative probability must consider the (set of pure strategy profiles leading to the) first node as infinitely more likely than the second node. In terms of the example this means $\rho\left(S\left(x_{1}\right), S\left(y_{2}\right)\right)=\rho\left(S\left(x_{2}\right), S\left(y_{1}\right)\right)=\infty$ which in turn implies that we cannot have $\rho\left(S\left(y_{1}\right), S\left(x_{1}\right)\right)=\rho\left(S\left(y_{2}\right), S\left(x_{2}\right)\right)=\infty$ because otherwise a node must be infinitely more likely than itself. From this argument we obtain that a consistent assessment with a behavioral strategy profile as above cannot display beliefs such that $\mu\left(y_{1} \mid h_{1}\right)=\mu\left(y_{2} \mid h_{2}\right)=1$. This restriction does not apply to Bayesian assessments.

The relevant features of the previous example are generalized in the next proposition into a new sufficient condition on extensive-forms so that the set of consistent assessments is a strict subset of the set of Bayesian assessments.

Proposition 2. Consider an extensive-form without proper subforms. Suppose that we can find two distinct information sets $h_{1}, h_{2}$, four distinct nodes

[^5] Osborne and Rubinstein (1994).


Figure 6.
$x_{1}, y_{1}, x_{2}, y_{2}$ and a pure behavioral strategy profile $\sigma$ such that the following conditions hold:
(i) $x_{1}, y_{1} \in h_{1}$ and $x_{2}, y_{2} \in h_{2}$;
(ii) the information sets $h_{1}$ and $h_{2}$ are reached with probability zero under $\sigma$; and
(iii) we can find actions $\bar{a}_{1} \in \mathscr{P}\left(x_{1}\right) \cap \mathscr{P}\left(y_{2}\right)$ and $\bar{a}_{2} \in \mathscr{P}\left(x_{2}\right) \cap \mathscr{P}\left(y_{1}\right)$ that satisfy $\sigma\left(\bar{a}_{1} \mid \bar{h}_{1}\right)=\sigma\left(\bar{a}_{2} \mid \bar{h}_{2}\right)=0$.
Then the set of consistent assessments is strictly contained in the set of Bayesian assessments.

Remark 1. (i) If $h_{1}=h_{2}$ then we can apply Proposition (1) However, it is important that $x_{1} \neq y_{1}$ and $x_{2} \neq y_{2}$. In particular, $\bar{a}_{1} \in \mathscr{P}\left(x_{1}\right) \cap$ $\mathscr{P}\left(x_{2}\right)$ and $\bar{a}_{2} \in \mathscr{P}\left(x_{2}\right) \cap \mathscr{P}\left(y_{1}\right)$ together with $\sigma\left(\bar{a}_{1} \mid \bar{h}_{1}\right)=\sigma\left(\bar{a}_{2} \mid\right.$ $\left.\bar{h}_{2}\right)=0$ do not guarantee that some Bayesian assessments is not consistent. Note as well that the last two inclusions do not imply $\mathscr{P}\left(x_{1}\right) \cap \mathscr{P}\left(y_{1}\right) \neq \varnothing$, hence, we cannot apply Proposition $\square$ in this case.
(ii) Having two actions $\bar{a}_{1}$ and $\bar{a}_{2}$ is also necessary. Suppose that in the extensive-form of Figure 6 we delete action $C_{2}$ and replace the two consecutive information sets of Player $I$ by a single information set where Player $I$ has available the three choices $F_{2}, U_{2}$ and $D_{2}$. With this modification every Bayesian assessment is consistent.

In our signaling game the two zero probability information do not come one after the other as it occurs, for instance, in the extensive-form of Figure 5] We have seen that this extensive-form satisfies the conditions of Proposition (1) therefore, we already know that some Bayesian assessments are not consistent. We can now see that this extensive-form also satisfies the conditions of Proposition 2. Indeed, if Player I moves Out, then Player II's information set and Player III's information set are reached with probability zero. The left-hand node in II's information set and the left-hand node


Figure 7.
in III's information set have action $l_{2}$ in their respective paths. The analogous is true for the right-hand nodes and action $r_{2}$. Note, nevertheless, that if moving Out was not a possible action the resulting extensive-form would satisfy the conditions of Proposition 1 but not the conditions of Proposition 2 .

Similar arguments to those in our previous two examples are also valid when three or more information sets are involved. Figure [7illustrates this with three information sets. Consider that players $I$ and $I I$ play according to (Out, $R_{1}, R_{2}, R_{3}$ ). We must specify beliefs at the three information sets of Player III. The following pairs of nodes have an action in their respective paths that the previous profile attaches probability zero: $\left(x_{1}, y_{2}\right),\left(x_{2}, y_{3}\right)$ and $\left(x_{3}, y_{1}\right)$. Weak independence implies that, for each of these pairs, the pure strategy profile leading to the first node is infinitely more likely than the pure strategy profile leading to the second node. It follows that a system of beliefs such that $\mu\left(y_{1} \mid h_{1}\right)=\mu\left(y_{2} \mid h_{2}\right)=\mu\left(y_{3} \mid h_{3}\right)=1$ is not consistent. Again, this restriction does not apply to Bayesian assessments.

The extensive-form of Figure 7 is such that no two information sets receiving probability zero come one after another. Figure 8 contains an extensive-form where for some information sets this is the case. For reasons analogous to those discussed in the previous examples, the assessment $\left(\right.$ Out $\left., L_{1}, L_{2}, \mu\left(y_{1} \mid h_{1}\right)=1, \mu\left(y_{2} \mid h_{2}\right)=1, \mu\left(y_{3} \mid h_{3}\right)=1, \mu\left(y_{4} \mid h_{4}\right)=1\right)$ is not consistent $8^{8}$

The general result, which subsumes Proposition 2, is the following:9
Proposition 3. Consider an extensive-form without proper subforms. Suppose that we can find $K \geq 2$ distinct information sets $h_{1}, \ldots, h_{K}, 2 K$ distinct

[^6]

Figure 8.
nodes $x_{1}, y_{1}, \ldots, x_{K}, y_{K}$ and a pure behavioral strategy profile $\sigma$ such that the following conditions hold:
(i) for each $i=1, \ldots, K$ nodes $x_{i}$ and $y_{i}$ belong to $h_{i}$;
(ii) the information sets $h_{1}, \ldots, h_{k}$ are reached with probability zero under $\sigma$; and
(iii) for each $i=1, \ldots, K-1$ we can find and action $\bar{a}_{i} \in \mathscr{P}\left(x_{i}\right) \cap$ $\mathscr{P}\left(y_{i+1}\right)$ that satisfies $\sigma\left(\bar{a}_{i} \mid \bar{h}_{i}\right)=0$, likewise, there is an action $\bar{a}_{K} \in \mathscr{P}\left(x_{K}\right) \cap \mathscr{P}\left(y_{1}\right)$ such that $\sigma\left(\bar{a}_{K} \mid \bar{h}_{K}\right)=0$.
Then the set of consistent assessments is strictly contained in the set of Bayesian assessments.

Remark 2. (i) Proposition 2 corresponds to $K=2$.
(ii) It is embedded in the statement of the proposition that we have to find $K$ information sets and an order of those information sets such that the condition are true. The conditions do not need to hold for every possible order.
(iii) Again, it is important that the $2 K$ nodes be distinct. However, if some of the $K$ information sets are not different it would only mean that the conditions are satisfied for an integer strictly smaller than $K$.
(iv) If the conditions are satisfied for some value of $K$ it does not follow that they are also satisfied for some integer smaller than $K$. See for instance, Figure 7 where $K=3$ and Figure 8 where $K=4$. In both cases the conditions do not hold for smaller values of $K$.

Theorem 1 states that the conditions in propositions 1 and 3 are not only sufficient but also necessary.

Theorem 1. Consider an extensive-form without proper subforms where some Bayesian assessments is not consistent. Then the extensive-form satisfies either the conditions listed in Proposition पor the conditions listed in Proposition [3

Intuitively, for a fixed behavioral strategy profile, if a zero probability choice is in the path to two different nodes then we are losing freedom to choose consistent beliefs because the same tremble is associated to two different nodes. The fact that the conditions in propositions 1 and 3 are not satisfied means that we always have enough freedom so that arbitrary beliefs are consistent.
Take a behavioral strategy profile $\sigma$ and two nodes $x$ and $y$. Suppose that there is at least one choice in the path to $x$ that is not in the path to $y$ and at least one choice in the path to $y$ that is not in the path to $x$. Suppose further that none of these two choices is taken with positive probability under $\sigma$. Based only in this information about $\sigma$ and the structure of the extensiveform we cannot derive a definite likelihood ordering between nodes $x$ and $y$. Recurring to an argument based on trembles, we can fine-tune the trembles associated to the two actions pinpointed before to make one of the sequences of trembles necessary to reach one of the nodes as likely as we want with respect to the other. If $x$ and $y$ are the only nodes in the same information set $h$ and this is reached with probability zero under $\sigma$ then we can freely choose consistent beliefs at $h$.

If the conditions in Proposition 1 are not satisfied the above argument holds even if we have more than two nodes in $h$ and for any $\sigma$. So consistent beliefs at $h$ can be freely chosen. But this choice of beliefs could, in principle, constrain the set of consistent beliefs available for a second zero probability information set $h^{\prime}$. This can happen when one of the choices whose tremble we fine-tuned before is in the path to some node in $h^{\prime}$. If the conditions in Proposition 3 are not satisfied for $K=2$ then for each of the remaining nodes in that information set we can again fine-tune some tremble associated to a choice that is only in the path to that node and none else in $h^{\prime}$. The argument can be repeated again for a third zero probability information set $h^{\prime \prime}$ but if the conditions in Proposition 3 are not satisfied for $K=3$ we do not have restrictions in choosing beliefs at $h^{\prime \prime}$. Continuing in this fashion we can pick arbitrary beliefs at every zero probability information set.

## 4. Proofs

We begin by describing some additional notation.
Given a behavioral strategy profile $\sigma$, its carrier $\mathscr{C}(\sigma)$ is the union over all information sets $h$ of the choices $a \in A$ that satisfy $\sigma(a \mid h)>0$. Furthermore, a subset of choices $C \subset A$ is said to be a carrier if for each information set $h$ it contains at least one choice in $A(h)$. The set of all carriers is $\mathscr{C}(\Sigma)$. Every carrier $C \in \mathscr{C}(\Sigma)$ has associated a set of decision nodes that are reached with positive probability when any strategy $\sigma$ with carrier $\mathscr{C}(\sigma)=C$ is played. We denote that set as $X^{+}(C)$ and its complement as $X^{0}(C)$.

Given a system of beliefs $\mu$, its support $\operatorname{supp}(\mu)$ is the union over all information sets $h$ of the decision nodes $x$ for which $\mu(x \mid h)>0$. We reserve
the term carrier to talk about the set of choices that receive strictly positive probability for probabilities defined by strategy profiles, and the term support for the analogous concept for probabilities associated to beliefs.

The main tool used in the proofs of Propositions 1, 2 and 3 is Lemma A1 in Kreps and Wilson (1982). Before stating that lemma, some concepts are necessary.

A labelling is a function $L: A \rightarrow \mathbb{N}$ that maps each choice $a$ into an integer number $L(a)$. For each labelling $L$ there is an associated function $F_{L}: X \rightarrow \mathbb{N}$ defined by

$$
F_{L}(x)=\sum_{a \in \mathscr{P}(x)} L(a) .
$$

Definition 3. Given a carrier $C$, the labelling $L$ is said to be a $C$-labelling if we have $a \in C$ if and only if $L(a)=0$.

A basis $(C, Y)$ is a subset of $A \times X$. We say that the basis $(C, Y)$ is consistent if there exists at least one consistent assessment $(\sigma, \mu)$ such that $\mathscr{C}(\sigma)=C$ and $\operatorname{supp}(\mu)=Y$.
Lemma 1 (Kreps and Wilson (1982, Lemma A1)). The basis ( $C, Y$ ) is consistent if and only if there is a C-labelling $L$ such that following condition holds:

$$
x \in Y \text { if and only if } x \text { minimizes } F_{L}(\cdot) \text { on } h(x) .
$$

For our purposes Lemma 1 implies the following. Take a behavioral strategy profile $\sigma$ that assigns probability zero to the information set $h$ and suppose that nodes $x$ and $y$ belong to $h$. If $F_{L}(x) \leq F_{L}(y)$ for every conceivable $\mathscr{C}(\sigma)$-labelling $L$ then a necessary condition for $(\sigma, \mu)$ to be consistent is that $\mu(y \mid h) \neq 1$. In order to prove Proposition 1 we show that, if the extensive-form meets the conditions given in the proposition, we can always find such a strategy profile or, more precisely, such a carrier.

For a behavioral strategy profile $\sigma$ with carrier $C$, we are thus interested in inequalities of the form $F_{L}(x) \leq F_{L}(y)$ that remain true for every $C$-labelling $L$. It will be useful to write $F(x, C) \leq F(y, C)$ when this is the case. For instance, if node $y$ comes after $x$ we can readily conclude that $F(x, C) \leq F(y, C)$. The expression $F(x, C) \leq F(y, C)$ can be meaningfully read as "node $y$ cannot be infinitely more likely than node $x$ under any strategy profile with carrier $C$ ". If $x$ and $y$ belong to the same zero probability information set this must be respected by consistent beliefs.

To avoid duplication of arguments we provide some results in the next lemma that are used continuously throughout the proofs. Throughout, if $E$ and $F$ are two arbitrary sets, we use $E \subset F$ allowing for equality of the two sets. As usual, the notation $E \backslash F$ represents the set of elements in $E$ that do not belong to $F$.

Lemma 2. Consider a carrier $C$, an information set $h \subset X^{0}(C)$, and two nodes $x$ and $y$ with a common action $a \in(\mathscr{P}(x) \cap \mathscr{P}(y)) \backslash C$. Let $C^{\prime}=$ $C \cup(\mathscr{P}(x) \backslash\{a\})$, the following holds:
(i) $0<F\left(x, C^{\prime}\right) \leq F\left(y, C^{\prime}\right)$;
(ii) if $h \not \subset X^{0}\left(C^{\prime}\right)$ then there is at least one node $\hat{y} \in h$ that satisfies $\mathscr{P}(y) \subset C \cup \mathscr{P}(x)$; and moreover
(iii) $(\mathscr{P}(x) \cap \mathscr{P}(\hat{y})) \backslash C \neq \varnothing$, i.e. $0<F(\hat{y}, C) \leq F(x, C)$.

Proof. Take a carrier $C$ that does not contain any action $a$ that satisfies $a \in$ $\mathscr{P}(x) \cap \mathscr{P}(y)$. Suppose that under that carrier $h \in X^{0}(C)$. (Note that $x$ and $y$ belong to $X^{0}(C)$ because $a \notin C$ and that we no dot necessarily assume $x$, $y \in h$.) We obtain a new carrier $C^{\prime}$ by adding to $C$ all the choices in the path to $x$ except for $a$, therefore, we also obtain that $x$ and $y$ belong to $X^{0}\left(C^{\prime}\right)$.

To prove part (i) take any $C^{\prime}$-labelling $L$. Action $a$ is the only element in $\mathscr{P}(x)$ that is not in $C^{\prime}$. Hence, $F_{L}(x)=L(a)>0$ and since $a$ is also in $\mathscr{P}(y)$ we obtain $F_{L}(y) \geq L(a)$. That is, node $y$ cannot be infinitely more likely than $x$ under a strategy with carrier $C^{\prime}$.

Let us turn to part (ii). Suppose now that under $C^{\prime}$ some node in $h$, say $\hat{y}$, is reached with positive probability. As the only difference between $C$ and $C^{\prime}$ is that $C^{\prime}$ contains actions in the path to $x$ that are not included in $C$ that means that $x$ and $\hat{y}$ have common actions in their respective paths.

Part (iii) follows because every action in the path to $\hat{y}$ that is not in the path to $x$ is in $C$. Since we also have $\hat{y} \in X^{0}(C)$ we obtain $0<F(\hat{y}, C) \leq$ $F(x, C)$. That is, node $x$ cannot be infinitely more likely than $\hat{y}$ under a behavioral strategy profile with carrier $C^{\prime}$.

We can prove the first proposition.
Proof of Proposition [1 Recall that $h(x)$ represents the information set that contains node $x$. The conditions listed in the proposition are equivalent to the following set being nonempty.

$$
\begin{array}{r}
\Phi_{1}=\left\{(x, y, \bar{a}, C) \in X^{2} \times A \times \mathscr{C}(\Sigma): y \in h(x), y \neq x, h(x) \subset X^{0}(C),\right. \\
\bar{a} \in(\mathscr{P}(x) \cap \mathscr{P}(y)) \backslash C\} .
\end{array}
$$

Take an arbitrary element $(x, y, \bar{a}, C) \in \Phi_{1}$ and construct the carrier

$$
\hat{C}=C \cup(\mathscr{P}(x) \backslash\{\bar{a}\}) .
$$

Using Lemma 2 (i) we obtain that $F(x, \hat{C}) \leq F(y, \hat{C})$. If $h(x) \subset X^{0}(\hat{C})$ then the desired result follows. If otherwise some $\hat{y} \in h(x)$ satisfies $\hat{y} \in$ $X^{+}(\hat{C})$ then Lemma 2 (iii) implies $F(\hat{y}, C) \leq F(x, C)$. Since $h(x) \subset X^{0}(C)$ this concludes the proof.

The argument behind the proof of Proposition [2 is similar but slightly more involved because we have to deal with nodes in two different information sets. Given two information sets $h_{1}$ and $h_{2}$, we want to use the structure of the extensive-form to find a carrier $C$ and four nodes $x_{1}, y_{1} \in h_{1}$, $x_{2}, y_{2} \in h_{2}$ such that $F\left(x_{1}, C\right) \leq F\left(y_{2}, C\right)$ and $F\left(x_{2}, C\right) \leq F\left(y_{1}, C\right)$. If $h_{1}$ and $h_{2}$ are subsets of $X^{0}(C)$ then beliefs at those information sets need to be determined in every assessment $(\sigma, \mu)$ with $\mathscr{C}(\sigma)=C$. Consistency implies
that those beliefs cannot be chosen so that $\mu\left(y_{1} \mid h_{1}\right)=\mu\left(y_{2} \mid h_{2}\right)=1$ because that would imply that for some $C$-labelling $L$ it holds $F_{L}\left(y_{1}\right)<F_{L}\left(x_{1}\right)$ and $F_{L}\left(y_{2}\right)<F_{L}\left(x_{2}\right)$, but necessarily we also have $F_{L}\left(x_{1}\right) \leq F_{L}\left(y_{2}\right)$ and $F_{L}\left(x_{2}\right) \leq F_{L}\left(y_{1}\right)$. The main difficulty of the argument consists of showing that the information sets $h_{1}$ and $h_{2}$ are reached with probability zero. Lemma 2 will be of great help at this effect.

Proof of Proposition 2] Assume that $\Phi_{1}=\varnothing$. The conditions in the proposition imply that the following set is nonempty:

$$
\begin{aligned}
& \Phi_{2}=\left\{\left(x_{1}, y_{1}, x_{2}, y_{2}, \bar{a}_{1}, \bar{a}_{2}, C\right) \in X^{4} \times A^{2} \times \mathscr{C}(\Sigma): h\left(x_{1}\right) \neq h\left(x_{2}\right),\right. \\
& y_{1} \in h\left(x_{1}\right), y_{1} \neq x_{1}, y_{2} \in h\left(x_{2}\right), y_{2} \neq x_{2}, h\left(x_{1}\right) \cup h\left(x_{2}\right) \subset X^{0}(C), \\
& \left.\bar{a}_{1} \in\left(\mathscr{P}\left(x_{1}\right) \cap \mathscr{P}\left(y_{2}\right)\right) \backslash C, \bar{a}_{2} \in\left(\mathscr{P}\left(x_{2}\right) \cap \mathscr{P}\left(y_{1}\right)\right) \backslash C\right\} .
\end{aligned}
$$

Let $h_{1}=h\left(x_{1}\right)$ and $h_{2}=h\left(x_{2}\right)$. Take any $\left(x_{1}, y_{1}, x_{2}, y_{2}, \bar{a}_{1}, \bar{a}_{2}, C\right) \in \Phi_{2}$ and construct the carrier

$$
\hat{C}=C \cup\left(\mathscr{P}\left(x_{1}\right) \backslash\left\{\bar{a}_{1}\right\}\right) \cup\left(\mathscr{P}\left(x_{2}\right) \backslash\left\{\bar{a}_{2}\right\}\right) .
$$

From Lemma 2 (i) we obtain $F\left(x_{1}, \hat{C}\right) \leq F\left(y_{2}, \hat{C}\right)$ and $F\left(x_{2}, \hat{C}\right) \leq F\left(y_{1}, \hat{C}\right)$. If both $h_{1}$ and $h_{2}$ are contained in $X^{0}(\hat{C})$ then no consistent assessment $(\sigma, \mu)$ with $\mathscr{C}(\sigma)=\hat{C}$ satisfies $\mu\left(y_{1} \mid h_{1}\right)=\mu\left(y_{2} \mid h_{2}\right)=1$. So we need to prove the result for the cases where either $h_{1} \not \subset X^{0}(\hat{C})$ or $h_{2} \not \subset X^{0}(\hat{C})$.

Thus, let us assume that $h_{2} \not \subset X^{0}(\hat{C})$ (the other case is analogous) and construct the carrier

$$
\hat{C}_{1}=C \cup\left(\mathscr{P}\left(x_{1}\right) \backslash\left\{\bar{a}_{1}\right\}\right) .
$$

Now we show that $h_{1} \subset X^{0}\left(\hat{C}_{1}\right)$. Suppose to the contrary that $h_{1} \not \subset$ $X^{0}\left(\hat{C}_{1}\right)$. Lemma2implies that some node in $h_{1}$ (that is not $\left.x_{1}\right)$ and $x_{1}$ have a common actions in their respective paths that is not contained in $C$. But this would imply that the set $\Phi_{1}$ is not empty as we assumed at the beginning. We can conclude $h_{1} \subset X^{0}\left(\hat{C}_{1}\right)$.

We have $x_{1} \in X^{0}\left(\hat{C}_{1}\right)$ because $\bar{a}_{1}$ does not belong to $\hat{C}_{1}$. If some node in $h_{1}$ does not belong to $X^{0}\left(\hat{C}_{1}\right)$ then this node must contain in its path a choice that is also in the path to $x_{1}$. This is because $h_{1} \subset X^{0}(C)$ and the only difference between $C$ and $\hat{C}_{1}$ is that the latter contains actions in the path to $x_{1}$ that are not contained in the former. However, we assumed that $\Phi_{1}$ is empty so that we can conclude $h_{1} \subset X^{0}\left(\hat{C}_{1}\right)$.

We also know that $\bar{a}_{2} \notin \hat{C}_{1}$, for otherwise $\bar{a}_{2}$ would be a common choice between $x_{1}$ and $y_{1}$. Furthermore, $\bar{a}_{1} \notin \hat{C}_{1}$ by construction. It follows that $x_{2}, y_{2} \in X^{0}\left(\hat{C}_{1}\right)$. Since $h_{2} \not \subset X^{0}(\hat{C})$ and $\Phi_{1}=\varnothing$ we know that there is a subset of nodes $\hat{h}_{2} \subset h_{2}$ that does not include $x_{2}$ nor $y_{2}$ and that satisfies $\hat{h}_{2} \subset X^{+}\left(\hat{C}_{1}\right)$. From Lemma2(iii) we obtain $F\left(\hat{y}_{2}, C\right) \leq F\left(x_{1}, C\right)$ for each $\hat{y}_{2} \in \hat{h}_{2}$.

Construct the new carrier

$$
\hat{C}_{1}^{\prime}=C \cup\left(\mathscr{P}\left(y_{1}\right) \backslash\left\{\bar{a}_{2}\right\}\right) .
$$

By Lemma 2 (i), $F\left(y_{1}, \hat{C}_{1}^{\prime}\right) \leq F\left(x_{2}, \hat{C}_{1}^{\prime}\right)$. Using the same arguments as before we can show that $h_{1} \subset X^{0}\left(\hat{C}_{1}^{\prime}\right)$ and $x_{2}, y_{2} \in X^{0}\left(\hat{C}_{1}^{\prime}\right)$. If $h_{2} \subset X^{0}\left(\hat{C}_{1}^{\prime}\right)$ then the desired result follows because $F\left(\hat{y}_{2}, C\right) \leq F\left(x_{1}, C\right)$ keeps holding when we change $C$ for $\hat{C}_{1}^{\prime}$. That is, a consistent assessment does not satisfy $\mu\left(x_{1} \mid h_{1}\right)=\mu\left(x_{2} \mid h_{2}\right)=1$.

Hence, the next case we need to explore is when a subset of nodes $\hat{h}_{2}^{\prime} \subset h_{2}$ exists such that $\hat{h}_{2}^{\prime} \subset X^{+}\left(\hat{C}_{1}^{\prime}\right)$. We construct a new carrier using the set of choices:

$$
\tilde{B}=\left\{\mathscr{P}\left(x_{1}\right) \backslash\left(\bigcup_{\hat{y}_{2} \in \hat{h}_{2}} \mathscr{P}\left(\hat{y}_{2}\right)\right)\right\} \bigcup\left\{\mathscr{P}\left(y_{1}\right) \backslash\left(\bigcup_{\hat{x}_{2} \in \hat{h}_{2}^{\prime}} \mathscr{P}\left(\hat{x}_{2}\right)\right)\right\} .
$$

Let the new carrier be:

$$
\tilde{C}=C \cup\left(\tilde{B} \backslash\left\{\bar{a}_{1}, \bar{a}_{2}\right\}\right)
$$

We still obtain $h_{1} \subset X^{0}(\tilde{C})$ from Lemma 2 (ii) and $\Phi_{1}=\varnothing$. We obtain $h_{2} \subset X^{0}(\tilde{C})$ by construction. The last carrier that we consider is:

$$
C^{*}= \begin{cases}\tilde{C} \cup\left(\mathscr{P}\left(x_{2}\right) \backslash\left\{\bar{a}_{2}\right\}\right) & \text { if }\left|\hat{h}_{2}\right| \leq\left|\hat{h}_{2}^{\prime}\right| ; \\ \tilde{C} \cup\left(\mathscr{P}\left(y_{2}\right) \backslash\left\{\bar{a}_{1}\right\}\right) & \text { if }\left|\hat{h}_{2}\right|>\left|\hat{h}_{2}^{\prime}\right| .\end{cases}
$$

In either case, the information set $h_{2}$ is included in $X^{0}\left(C^{*}\right)$ because $\Phi_{1}$ is empty. Regarding $h_{1}$, if some node $\tilde{x}_{1} \in h_{1}$ belongs to $X^{+}\left(C^{*}\right)$ then $F\left(\tilde{x}_{1}, \tilde{C}\right) \leq F\left(y_{2}, \tilde{C}\right)$. Since we also have $F\left(\hat{x}_{2}, \tilde{C}\right) \leq F\left(y_{1}, \tilde{C}\right)$ for every $\hat{x}_{2} \in \hat{h}_{2}^{\prime}$ the restriction on the values that consistent beliefs can take for strategy profiles with carrier equal to $\tilde{C}$ results. Therefore, we only need to analyze $h_{1} \subset X^{0}\left(C^{*}\right)$ together with $\left|\hat{h}_{2}\right| \leq\left|\hat{h}_{2}^{\prime}\right|$ (given that the other case is similar). Let $L$ be an arbitrary $C^{*}$-labelling. The following holds:

$$
\begin{aligned}
& S_{L}\left(x_{1}\right)=\sum_{\hat{y}_{2} \in \hat{h}_{2}} F_{L}\left(\hat{y}_{2}\right)+L\left(\bar{a}_{1}\right), \\
& S_{L}\left(y_{1}\right)=\sum_{\hat{x}_{2} \in \hat{h}_{2}^{\prime}}^{L}\left(\hat{x}_{2}\right)+L\left(\bar{a}_{2}\right), \\
& S_{L}\left(y_{2}\right) \geq L\left(\bar{a}_{1}\right), \\
& S_{L}\left(x_{2}\right)=L\left(\bar{a}_{2}\right) .
\end{aligned}
$$

To understand better the first (and the second) equality notice that, by construction, the only actions in the path to $x_{1}$ that do not belong to $C^{*}$ are $\bar{a}_{1}$ and those that we can also find in the path to some $\hat{y}_{2} \in \hat{h}_{2}$ (although not necessarily all of them).

Take now a consistent assessment $(\sigma, \mu)$ with $\mathscr{C}(\sigma)=C^{*}$. If $\mu\left(y_{2} \mid\right.$ $\left.h_{2}\right)>0$ then $L\left(\bar{a}_{1}\right) \leq L\left(\bar{a}_{2}\right)$. If moreover $\mu\left(\hat{y}_{2} \mid h_{2}\right)>0$ for all $\hat{y}_{2} \in \hat{h}_{2}^{\prime}$ then $F_{L}\left(x_{1}\right) \leq F_{L}\left(y_{1}\right)$ because $\left|\hat{h}_{2}\right| \leq\left|\hat{h}_{2}^{\prime}\right|$. This completes the proof as $\mu\left(y_{1} \mid h_{1}\right)$ cannot take a strictly positive value.

The proof of Proposition 3 is similar. Given $K$ information sets $h_{1}, \ldots, h_{K}$ the plan is to find two nodes $x_{k}$ and $y_{k}$ for each information set $h_{k}$ so that for some carrier $C$ we have $F\left(x_{1}, C\right) \leq F\left(y_{2}, C\right), \ldots, F\left(x_{K}, C\right) \leq F\left(y_{1}, C\right)$. If every $h_{k}$ is included in $X^{0}(C)$ then we cannot have $F_{L}\left(y_{k}\right)<F_{L}\left(x_{k}\right)$ for every $k$ and some $C$-labelling $L$. This implies that if $(\sigma, \mu)$ is consistent and $\mathscr{C}(\sigma)=C$ then $\mu\left(x_{k} \mid h_{k}\right) \neq 1$ for at least one $k$.
Proof of Proposition 3. First, we assume that $\Phi_{1}=\varnothing$. The conditions in the proposition imply that for some integer $K \geq 2$ the following set is nonempty 10

$$
\begin{aligned}
\Phi_{K}= & \left\{\left(x_{1}, y_{1}, \ldots, x_{K}, y_{K}, \bar{a}_{1}, \ldots, \bar{a}_{k}, C\right) \in X^{2 K} \times A^{K} \times \mathscr{C}(\Sigma):\right. \\
& h\left(x_{i}\right) \neq h\left(x_{j}\right) \text { for all } i \neq j, \text { and for all } i=1, \ldots K, \\
& \left.h\left(x_{i}\right) \subset X^{0}(C), y_{i} \in h\left(x_{i}\right), y_{i} \neq x_{i}, \bar{a}_{i} \in\left(\mathscr{P}\left(x_{i}\right) \cap \mathscr{P}\left(y_{i+1}\right)\right) \backslash C\right\} .
\end{aligned}
$$

We proceed by induction in $K$ assuming that for any other integer $K^{\prime}<K$ the set $\Phi_{K^{\prime}}$ is empty. The case $K=2$ was considered in Proposition 2.

Let $h_{i}=h\left(x_{i}\right)$. Take an arbitrary element of $\Phi_{K}$ and construct the carrier:

$$
\hat{C}=C \cup\left(\bigcup_{i=1}^{K}\left(\mathscr{P}\left(x_{i}\right) \backslash\left\{\bar{a}_{i}\right\}\right)\right) .
$$

From Lemma2(i) we obtain $F\left(x_{i}, \hat{C}\right) \leq F\left(y_{i+1}, \hat{C}\right)$ for every $i=1, \ldots K$. If for every $i$ we also obtain $h_{i} \subset X^{0}(\hat{C})$ then a consistent assessment $(\sigma, \mu)$ with $\mathscr{C}(\sigma)=\hat{C}$ cannot satisfy $\prod_{i=1}^{K} \mu\left(y_{i} \mid h_{i}\right)=1$. Thus, we need to prove the result when, for some $i$, the set $h_{i}$ is not included in $X^{0}(\hat{C})$. Let $I$ represent the collection of indexes $i$ such that $h_{i} \not \subset X^{0}(\hat{C})$.
Take an $i \in I$. Let $\hat{h}_{i}$ represent the subset of those $\hat{y}_{i} \in h_{i}$ that belong to $X^{+}(\hat{C})$. Nodes $x_{i}$ and $y_{i}$ do not belong to $\hat{h}_{i}$ because $\bar{a}_{i}$ and $\bar{a}_{i-1}$ are not in $\hat{C}$. Moreover, every action $a \in \mathscr{P}\left(\hat{y}_{i}\right) \backslash C$ is contained in $\mathscr{P}\left(x_{i-1}\right)$ and, therefore, $F\left(\hat{y}_{i}, C\right) \leq F\left(x_{i-1}, C\right)$ for all $\hat{y} \in \hat{h}_{i}$. In particular no action $a \in \mathscr{P}\left(\hat{y}_{i}\right) \backslash C$ can be contained in some $\mathscr{P}\left(x_{k}\right)$ with $k \neq i-1$. This would imply that $\Phi_{K^{\prime}} \neq \varnothing$ for some integer $K^{\prime}<K, ~ \sqrt{11}$

Construct the carrier:

$$
\hat{C}^{\prime}=C \cup\left(\bigcup_{k \notin I}\left(\mathscr{P}\left(y_{k}\right) \backslash\left\{\bar{a}_{k-1}\right\}\right)\right) .
$$

Lemma[2(i) implies $F\left(y_{k}, \hat{C}^{\prime}\right) \leq F\left(x_{k-1}, \hat{C}^{\prime}\right)$ for every $k \notin I$. Furthermore, it also implies that we still have $F\left(\hat{y}_{i}, \hat{C}^{\prime}\right) \leq F\left(x_{i-1}, \hat{C}^{\prime}\right)$ for every $i \in I$ and

[^7]every $\hat{y}_{i} \in \hat{h}_{i}$. If all the information sets $h_{1}, \ldots, h_{K}$ are contained in $X^{0}\left(\hat{C}^{\prime}\right)$ then we obtain that no consistent assessment whose strategy has carrier $\hat{C}^{\prime}$ can assign a belief equal to one to every decision node $x_{k}$. Therefore, we need to analyze what would happen otherwise. Let $J$ represent the collection of indexes $j$ such that $h_{j} \not \subset X^{0}\left(\hat{C}^{\prime}\right)$, furthermore, for each $j \in J$, let $\hat{h}_{j}^{\prime} \subset h_{j}$ be the subset of nodes in $h_{j}$ that belong to $X^{+}\left(\hat{C}^{\prime}\right)$. The assumption that $\Phi_{K^{\prime}}=\varnothing$ whenever $K^{\prime}<K$ indicates that if $j \in J$ then for every $\hat{x}_{j} \in \hat{h}_{j}^{\prime}$ we obtain $\left(\mathscr{P}\left(\hat{x}_{j}\right) \backslash C\right) \subset \mathscr{P}\left(y_{j+1}\right)$. With this in mind we use the set of choices
\[

$$
\begin{aligned}
\tilde{B}=\left\{\bigcup_{i \in I}\right. & {\left.\left[\mathscr{P}\left(x_{i-1}\right) \backslash\left(\bigcup_{\hat{y}_{i} \in \hat{h}_{i}} \mathscr{P}\left(\hat{y}_{i}\right)\right)\right]\right\} \bigcup\left\{\bigcup_{i \in I} \mathscr{P}\left(y_{i}\right)\right\} \bigcup } \\
& \left\{\bigcup_{j \in J}\left[\mathscr{P}\left(y_{j+1}\right) \backslash\left(\bigcup_{\hat{x}_{j} \in \hat{h}_{j}^{\prime}} \mathscr{P}\left(\hat{x}_{j}\right)\right)\right]\right\} \bigcup\left\{\bigcup_{j \in J} \mathscr{P}\left(x_{j}\right)\right\}
\end{aligned}
$$
\]

to construct the new carrier

$$
\begin{equation*}
\tilde{C}=C \cup\left(\tilde{B} \backslash\left\{\bar{a}_{1}, \ldots, \bar{a}_{K}\right\}\right) . \tag{4.1}
\end{equation*}
$$

We can assume that every information set $h_{1}, \ldots, h_{K}$ is contained in $X^{0}(\tilde{C})$. To see why note that if $h_{k} \not \subset X^{0}(\tilde{C})$ then there must be an action $\tilde{a}$ in the second or in the fourth component of $\tilde{C}$ that is in the path of some node $\tilde{x}_{k}$ of $h_{k}$. Moreover, this node cannot be either $x_{k}$ or $y_{k}$. Since $\Phi_{K^{\prime}}=\varnothing$ for every $K^{\prime}<K$ the action $\tilde{a}$ must be contained in either $\mathscr{P}\left(y_{k+1}\right)$ or $\mathscr{P}\left(x_{k-1}\right)$. Consider that $\tilde{a} \in \mathscr{P}\left(y_{k+1}\right)$ then by Lemma 2 (iii) we have that $F\left(\tilde{x}_{k}, \hat{C}\right) \leq F\left(y_{k+1}, \hat{C}\right)$ and we only need to replace $x_{k}$ by $\tilde{x}_{k}$ and redefine $I$ so that it does not include $k$. Analogously, suppose now that $\tilde{a} \in \mathscr{P}\left(x_{k-1}\right)$. Lemma2(iii) implies $F\left(\tilde{x}_{k}, \hat{C}\right) \leq F\left(x_{k-1}, \hat{C}\right)$. We now need to replace $y_{k}$ by $\tilde{x}_{k}$ and remove the index $k$ from $J$.

The last carrier that we consider is $\sqrt[12]{12}$

$$
C^{*}= \begin{cases}\tilde{C} \cup\left(\begin{array}{ll}
\left.\bigcup_{k \notin(I-1) \cup(J+1)}\left(\mathscr{P}\left(x_{k}\right) \backslash\left\{\bar{a}_{k}\right\}\right)\right) & \text { if } \frac{\prod_{i \in I}\left(\left|\hat{h}_{j}\right|+1\right)}{\prod_{j \in J}\left(\left|\hat{h}_{j}^{\prime}\right|+1\right)} \geq 1, \\
\tilde{C} \cup\left(\bigcup_{k \notin(I-1) \cup(J+1)}\left(\mathscr{P}\left(y_{k}\right) \backslash\left\{\bar{a}_{k-1}\right\}\right)\right) & \text { otherwise. }
\end{array}, \$ \text {, } l\right.\end{cases}
$$

Suppose that $\prod_{i \in I}\left(\left|\hat{h}_{i}\right|+1\right) \geq \prod_{j \in J}\left(\left|\hat{h}_{j}^{\prime}\right|+1\right)$. We now show that a consistent assessment $(\sigma, \mu)$ with $\mathscr{C}(\sigma)=C^{*}$ cannot satisfy at the same time all of the following:
(i) for every $i \notin I, \mu\left(y_{i} \mid h_{i}\right)=1$,

[^8](ii) for every $i \in I, \mu\left(y_{i} \mid h_{i}\right)>0$ and $\mu\left(\hat{y}_{i} \mid h_{i}\right)>0$ for all $\hat{y}_{i} \in \hat{h}_{i}$,
(iii) for every $i \in I, \mu\left(y_{i} \mid h_{i}\right)+\sum_{\hat{y}_{i} \in \hat{h}_{i}} \mu\left(\hat{y}_{i} \mid h_{i}\right)=1$.

If the consistent assessment $(\sigma, \mu)$ satisfies (i), (ii) and (iii) then we should be able to find a $C^{*}$-labelling, say $L$, as in Lemma 1 Given that the set $\tilde{C}$ defined in (4.1) is contained in $C^{*}$ we can write $F_{L}\left(x_{i-1}\right)=$ $\sum_{\hat{y}_{i} \in \hat{h}_{i}} F_{L}\left(\hat{y}_{i}\right)+F_{L}\left(y_{i}\right)$ for every $i \in I$. Additionally, (ii) and (iii) above imply that $S_{L}\left(x_{i-1}\right)=\left(\left|\hat{h}_{i}\right|+1\right) S_{L}\left(y_{i}\right)$ for every $i \in I$. A similar argument shows that for every $j \in J$ the equality $S_{L}\left(x_{j}\right)=\left(\left|\hat{h}_{j}^{\prime}\right|+1\right)^{-1} S_{L}\left(y_{j+1}\right)$ also holds. The definition of $C^{*}$ for the case that we are considering entails $S_{L}\left(x_{k}\right) \leq S_{L}\left(y_{k+1}\right)$ whenever $k \notin(I-1) \cup(J+1)$. Finally, $S_{L}\left(y_{k}\right)<S_{L}\left(x_{k}\right)$ for every $k=1, \ldots, K$ given that we always have $\mu\left(x_{k} \mid h_{k}\right)=0$ and $\mu\left(y_{k} \mid h_{k}\right)>0$. We only have to put all these inequalities together to obtain:

$$
\frac{\prod_{i \in I}\left(\left|\hat{h}_{i}\right|+1\right)}{\prod_{j \in J}\left(\left|\hat{h}_{j}^{\prime}\right|+1\right)}<1
$$

Which provides a contradiction and concludes the proof since the case $\prod_{i \in I}\left(\left|\hat{h}_{i}\right|+1\right)<\prod_{j \in J}\left(\left|\hat{h}_{j}^{\prime}\right|+1\right)$ is analogous.

The next step is to prove that the conditions given Propositions 1 and 3 are not only sufficient but also necessary. In order to prove this we need a characterization of consistent assessments.

Lemma 3 Kreps and Wilson (1982, Lemma A2)). Let ( $C, Y$ ) be a consistent basis and let $(\sigma, \mu)$ satisfy $\mathscr{C}(\sigma)=C$ and $\operatorname{supp}(\mu)=Y$. The assessment $(\sigma, \mu)$ is consistent if and only if there exists a function $\pi: A \rightarrow(0,1)$ such that $\pi(a)=\sigma(a \mid h)$ whenever $\sigma(a \mid h)>0$ and, moreover, for every $x \in X$ with $\mu(x \mid h)>0$ :

$$
\begin{equation*}
\mu(x \mid h)=\frac{\prod_{a \in \mathscr{P}(x)} \pi(a)}{\sum_{\left\{x^{\prime} \in h: \mu\left(x^{\prime} \mid h\right)>0\right\}}\left(\prod_{a \in \mathscr{P}\left(x^{\prime}\right)} \pi(a)\right)} . \tag{4.2}
\end{equation*}
$$

Now we can turn to prove Theorem 1
Proof of Theorem 1 Fix an extensive-form that does not satisfy neither the conditions of Proposition 1 nor the conditions of Proposition 3. Given any carrier $C$ a consistent basis ( $C, Y$ ) always exists (Lemma gives a way of seeing this). Take a consistent assessment $(\sigma, \mu)$ with $\mathscr{C}(\sigma)=C$ and $\operatorname{supp}(\mu)=Y$. Let $L$ be the associated labelling and let $\pi$ be a function such as the one in equation (4.2).

The collection of non-singleton information sets $h$ that satisfy $h \subset X^{0}(C)$ is denoted $H^{0}$. Take any information set $h \in H^{0}$. Is is enough to prove that for every $\mu^{\prime}$ that only differs from $\mu$ at information set $h$, i.e. satisfies $\mu^{\prime}\left(\cdot \mid h^{\prime}\right)=\mu\left(\cdot \mid h^{\prime}\right)$ for every $h^{\prime} \neq h$, the assessment $\left(\sigma, \mu^{\prime}\right)$ is consistent.

First we show that if $\operatorname{supp}\left(\mu^{\prime}\right)=\operatorname{supp}(\mu)$ then $\left(\sigma, \mu^{\prime}\right)$ is consistent. Given the system of beliefs $\mu^{\prime}$ we are going to construct a function $\pi^{\prime}$ such as the one in Lemma 3 that justifies it. Fix an arbitrary node $x^{*}$ that belongs to $h$ and is $y$, the support of $\mu$ and $\mu^{\prime}$. Let $\pi^{\prime}(a)=\pi(a)$ for every $a \in \mathscr{P}\left(x^{*}\right)$. For the rest of the nodes in $h$ and $Y$ we only modify the value taken by $\pi^{\prime}$ with respect to $\pi$ for just one choice in its path. In symbols, for each $x \in(h \cap Y) \backslash\left\{x^{*}\right\}$ choose any action $a_{x} \in \mathscr{P}(x) \backslash C$ and let $\pi^{\prime}(a)=\pi(a)$ for every other $a \in \mathscr{P}(x) \backslash\left\{a_{x}\right\}$. The value of $\pi^{\prime}\left(a_{x}\right)$ is given so that we adjust the relative values of $\mu^{\prime}$ with respect to $\mu$ appropriately:

$$
\begin{equation*}
\pi^{\prime}\left(a_{x}\right)=\frac{\mu^{\prime}(x \mid h)}{\mu^{\prime}\left(x^{*} \mid h\right)} \frac{\mu\left(x^{*} \mid h\right)}{\mu(x \mid h)} \pi\left(a_{x}\right) \tag{4.3}
\end{equation*}
$$

Equation4.3 may have modified the value taken by one or several choices that are in the path to a node that is not in $h$. To keep track of those changes we let the set $A_{h}$ consists of those actions whose value under $\pi^{\prime}$ has been assigned by (4.3). And the set $Y_{h}$ consists of those nodes $y$ that belong to some information set in $H^{0} \backslash\{h\}$ and that have an action in their paths that belong to $A_{h}$. By assumption, a node in $Y_{h}$ may contain in its path more than one choice in $A_{h}$ but $Y_{h}$ cannot contain two nodes that belong to the same information set.

For each $y^{*} \in Y_{h}$ we maintain $\pi^{\prime}(a)=\pi(a)$ for every $a \in \mathscr{P}\left(y^{*}\right) \backslash A_{h}$. For the rest of the nodes $y \in h\left(y^{*}\right) \backslash\left\{y^{*}\right\}$ that belong to $Y$, the support of $\mu$, we choose any action $a_{y} \in \mathscr{P}(y) \backslash C$ and let $\pi^{\prime}(a)=\pi(a)$ for every other action $a \in \mathscr{P}(y) \backslash\left\{a_{y}\right\}$. We have to adjust the value of $\pi^{\prime}$ to maintain in the information set $h\left(y^{*}\right)$ the same beliefs as in $\mu$. To do that we offset the changes made in 4.3 so that

$$
\begin{equation*}
\pi^{\prime}\left(a_{y}\right)=\pi\left(a_{y}\right) \prod_{a \in \mathscr{P}\left(y^{*}\right) \cap A_{h}}\left(\frac{\pi(a)}{\pi^{\prime}(a)}\right) \tag{4.4}
\end{equation*}
$$

Again we can define the set of actions $A_{h\left(y^{*}\right)}$ whose value under $\pi^{\prime}$ has been defined by (4.4) and the set $Y_{h\left(y^{*}\right)}$ of nodes that belong to some information set in $H^{0} \backslash h\left(y^{*}\right)$ and that satisfy $\mathscr{P}(y) \cap A_{h\left(y^{*}\right)} \neq \varnothing$. The set $A_{h\left(y^{*}\right)}$ does not contain two nodes from the same information set and, since the conditions given in Proposition 3 are not met, it does not contain nodes in $h$ or $h\left(y^{\prime *}\right)$ either, for any $y^{\prime *} \in A_{h}$.

Since the set $H^{0}$ is finite, we can continue in the same fashion until all the actions in the paths to nodes in information sets that belong to $H^{0}$ are exhausted without redefining any value of $\pi^{\prime}$. Finally, we have to set $\pi^{\prime}(a)=\pi(a)$ for every unassigned $a$. One can check that the resulting $\pi^{\prime}$ satisfies equation (4.2) for the system of beliefs $\mu^{\prime}$.

Now we prove that for any $x^{*} \in h$ the basses $\left(C, Y \cup\left\{x^{*}\right\}\right)$ and $(C, Y \backslash$ $\left.\left\{x^{*}\right\}\right)$ are also consistent. We show it first for the basis ( $\left.C, Y \cup\left\{x^{*}\right\}\right)$.

Let $Y^{\prime}=Y \cup\left\{x^{*}\right\}$. As estated in Lemma 1 we are going to construct a $C$-labelling $L^{\prime}$ such that $x \in Y^{\prime}$ if and only if $x$ minimizes $S_{L^{\prime}}(\cdot)$ over $h(x)$. Set $L^{\prime}(a)=L(a)$ for every $a \in \mathscr{P}\left(x^{*}\right)$ and for the rest of the nodes $x \neq x^{*}$ in
$h$ take an arbitrary $a_{x} \in \mathscr{P}(x) \backslash C$ and let

$$
\begin{equation*}
L^{\prime}\left(a_{x}\right)=L\left(a_{x}\right)+F_{L}\left(x^{*}\right)-F_{L}(x) . \tag{4.5}
\end{equation*}
$$

We fix $L^{\prime}(a)=L(a)$ for every other action $a \in \mathscr{P}(x) \backslash\left\{a_{x}\right\}$. That is, we are adjusting $L^{\prime}$ so that $S_{L^{\prime}}(x)=S_{L^{\prime}}\left(x^{*}\right)$ for every $x \in Y$.

We will assign the remaining values of $L^{\prime}$ recursively. For the same reasons as before, we know that no value is going to be redefined. Let $A_{h}$ be the set of those actions whose value under $L^{\prime}$ has been assigned in (4.5) and let $Y_{h}$ be the set of those nodes $y$ that belong to some information set in $H^{0} \backslash\{h\}$ and whose paths have an action in $A_{h}$. For each $y^{*} \in Y_{h}$ we fix $L^{\prime}(a)=L(a)$ for every action $a \in \mathscr{P}\left(y^{*}\right)$ and for each $y \in h\left(y^{*}\right) \backslash\left\{y^{*}\right\}$ select an arbitrary $a_{y} \in \mathscr{P}(y) \backslash C$. Let $L^{\prime}(a)=L(a)$ for every $a \in \mathscr{P}(y) \backslash\left\{a_{y}\right\}$ and

$$
L^{\prime}\left(a_{y}\right)=L\left(a_{y}\right)+\sum_{a \in \mathscr{P}\left(y^{*}\right) \cap A_{h}}\left(L^{\prime}(a)-L(a)\right) .
$$

We can continue in the same fashion until we have exhausted all the actions in the paths to the nodes that belong to some information set in $H^{0}$. In order to make $L^{\prime}$ completely defined let $L^{\prime}(a)=L(a)$ for every action that remains unassigned. It is easy to check that the labelling $L^{\prime}$ satisfies the condition given in Lemma 1 for the basis $\left(C, Y^{\prime}\right)$.

To conclude it remains to show that for any $x^{*} \in h$ the basis $\left(C, Y \backslash\left\{x^{*}\right\}\right)$ is also consistent. Take an arbitrary $a_{x^{*}} \in \mathscr{P}\left(x^{*}\right) \backslash C$ and let $L^{\prime}\left(a_{x^{*}}\right)=$ $L\left(a_{x^{*}}\right)+1$. We fix $L^{\prime}(a)=L(a)$ for every other action $a \in \mathscr{P}\left(x^{*}\right) \backslash\left\{a_{x^{*}}\right\}$ in the path to $x^{*}$ and also for every action $a \in \mathscr{P}(x)$ in the path to any other node $x \in h$ different form $x^{*}$. The next step is to assign the values of $L^{\prime}$ for those actions leading to nodes contained in each information set $h\left(y^{*}\right) \in H^{0}$ that satisfies $a_{x^{*}} \in \mathscr{P}\left(y^{*}\right)$. Since hereafter everything is analogous to the previous case we can conclude the proof.

## 5. Sequentially Rational Bayesian Assessments

In this section we consider extensive-form games and sequentially rational Bayesian assessments. Obviously, if for an extensive-form every Bayesian assessment is consistent then, for every payoff vector, every sequentially rational Bayesian assessment is a sequential equilibrium. $\sqrt{13}$ Suppose that we are given an extensive-form where some Bayesian assessment is not consistent. We want to address whether we can always find payoffs so that in the resulting extensive-form game sequential equilibrium refines the set of sequentially rational Bayesian assessments.

We first introduce some additional notation needed to define sequential rationality. Denote as $\sigma_{n}$ the restriction of $\sigma$ to those information sets owned by Player $n$ and denote as $\sigma_{-n}$ the restriction of $\sigma$ to the remaining information sets. A behavioral strategy profile $\sigma$ induces a probability distribution $P^{\sigma}$ on the set of final nodes $Z$. The expected utility to player $n$ is then given

[^9]by the expression $U_{n}(\sigma)=\sum_{z \in Z} P^{\sigma}(z) u_{n}(z)$. Let $P_{x}^{\sigma}$ be the probability distribution on $Z$ if players use the strategy profile $\sigma$ and the game starts at the decision node $x$. (Note that $P_{x}^{\sigma}$ is always well defined.) The expected utility to player $n$ from the strategy profile $\sigma$ at the information set $h$ given the system of beliefs $\mu$ is equal to $U_{n}(\sigma \mid h, \mu)=\sum_{x \in h} \mu(x \mid h) \sum_{z \in Z} P_{x}^{\sigma}(z) u_{n}(z)$.

Definition 4. The assessment $(\sigma, \mu)$ is sequentially rational if at every information set $h$, the strategy of the player moving at information set $h$, say Player $n$, satisfies

$$
U_{n}(\sigma \mid h, \mu) \geq U_{n}\left(\sigma_{-n}, \sigma_{n}^{\prime} \mid h, \mu\right) \text { for every } \sigma_{n}^{\prime} \in \Sigma_{n}
$$

The next lemma asserts that if we can find Bayesian assessments that are not consistent then, for some payoffs, there are behavioral strategies that are part of sequentially rational Bayesian assessments that are not sequential equilibrium strategies. The proof of the theorem consists of constructing such a payoff vector.

Lemma 4. Consider an extensive-form where the set of set consistent assessments is strictly contained in the set of Bayesian assessments. Then we can find a game with that extensive-form such that set of sequential equilibrium strategies is a strict subset of the projection on $\Sigma$ from the set of sequentially rational Bayesian assessments.

Proof. Let $K$ be such that $\Phi_{K} \neq \varnothing$ and either $\Phi_{K-1}=\varnothing$ or $K=1$. Propositions 1 and 3 imply that we can find a carrier $C$ and $K$ information sets $h_{1}, \ldots, h_{K}$ that belong to $X^{0}(C)$ such that, for every consistent assessment $(\sigma, \mu)$ with $\mathscr{C}(\sigma)=C$, each $h_{i}$ strictly contains a subset $\hat{h}_{i}$ with $\prod_{i=1}^{K}\left(\sum_{y \in \hat{h}_{i}} \mu(y \mid h)\right)<1$. That is, if $(\sigma, \mu)$ is a consistent assessment there must be at least one information set $h_{i} \in\left\{h_{1}, \ldots, h_{K}\right\}$ with at least one node $x \in h_{i} \backslash \hat{h}_{i}$ that satisfies $\mu\left(x \mid h_{i}\right)>0$.

For each $i=1, \ldots, K$ let $c_{i}$ be an action available at $h_{i}$ such that $\sigma\left(c_{i} \mid\right.$ $\left.h_{i}\right)=0$. (If at least one does not exist we only need to modify the carrier $C$ appropriately.) Assign a payoff equal to zero to the player who moves at $h_{i}$ at every ending node that follows some action in $A\left(h_{i}\right) \backslash\left\{c_{i}\right\}$. Also assign a payoff equal to zero to ending nodes that follow action $c_{i}$ when taken at any node in $\hat{h}_{i}$. Assign a payoff equal to 1 to every player elsewhere. A Bayesian assessment $\left(\sigma, \mu^{\prime}\right)$ such that $\prod_{i=1}^{K}\left(\sum_{y \in \hat{h}_{i}} \mu^{\prime}\left(y \mid h_{i}\right)\right)=1$ is sequentially rational but not consistent.

A possible criticism to the relevance of Lemma 4 is that (as the proof takes advantage of) differences in strategies may only occur in those parts of the tree reached with probability zero. In principle, we would like to show that if some Bayesian assessment is not consistent then, for some payoffs, sequential equilibrium selects only a strict subset from the set outcomes generated by sequentially rational Bayesian assessments. However this may not be possible. We illustrate why by means of three examples.


Figure 9.
Consider Figure 9 Proposition 1 together with Lemma 4 dictates that there exists a payoff assignment such that the strategy of some sequentially rational Bayesian assessment is not a sequential equilibrium strategy. If Player $I$ moves $r_{1}$ at the root of the game then action $l_{1}$ is taken with probability zero and it is common to the paths to the two nodes in the second information set of Player $I$. Knowing this, we can assign payoffs to ending nodes as described in the proof of Lemma 4 However, we cannot find payoffs such that the set of outcomes differ. The reason is that sequential rationality does not let Player $I$ deceive himself. (If we replace Player $I$ by a third player in her second information set then there exists a game with that extensive-form where the sets of outcomes generated by sequentially rational Bayesian assessments and sequential equilibria are different. ${ }^{14}$ ) Suppose that Player $I$ takes action $r_{1}$. It is unimportant that she does not use Player II's strategy to construct her beliefs at her second information set as consistency requires. Hence, if moving $r_{1}$ is optimal then behavior at her second information set is irrelevant, even for Player II, who will always play a best response to Player $I$ behavior because her information set is reached with positive probability ${ }^{15}$

A second example is Figure 5 after substituting Player III by Player II so that she has two consecutive information sets. Again, for every assignment of payoffs to ending nodes, every outcome generated by a sequentially rational Bayesian assessment is a sequential equilibrium outcome. Note that sequential rationality by itself may impose restrictions on beliefs at unreached information sets. That is, suppose that Player I moves Out and that for some payoffs and beliefs at the first information set of Player II this player prefers $\left(r_{2}, L\right)$ to both $\left(r_{2}, R\right)$ and $l_{2}$. Then beliefs at her second

[^10]information set must be such that she, in fact, prefers $L$ to $R$. If otherwise Player $I I$ prefers $l_{2}$ to both $\left(r_{2}, L\right)$ and $\left(r_{2}, R\right)$ then sequential rationality does not impose restriction on beliefs. On the other hand, consistency does not give any degree of freedom when choosing beliefs at Player II's second information set. This explains why in this example we can obtain differences in behavior as implied by sequentially rational Bayesian assessments and sequential equilibrium but only at unreached parts of the game tree. For somewhat similar reasons, the same is also true when Player I's action Out is removed from the extensive-form.

The example in Figure 10 is quite different in nature. The five open circles are the initial nodes, each of them is selected with equal probability by Nature. Proposition 3 implies that in this extensive-form some Bayesian assessment is not consistent. Those assessments must attach probability zero to the two information sets of Player $I V$. That means that the actions $l_{1}, r_{2}, l_{3}$ and $r_{4}$ have to be taken with probability one which leaves, for instance, actions $r_{1}$ and $l_{2}$ as the two actions that Proposition 3 requires for $K=2$. (This corresponds to the carrier $C^{*}$ constructed in the proofs of propositions 2and 3) In this example, consistent Beliefs can be arbitrary at the bottom information set of Player $I V$ but they imposes restrictions on the set of consistent beliefs at her top information set. Bayesian beliefs can take, by definition, be arbitrary values at both information sets. Consider now any game with that extensive-form. Whether or not actions actions $l_{1}, r_{2}$, $l_{3}$ and $r_{4}$ are sequentially rational does not depend on what is the behavior at the top information set of Player $I V$. The reason is that that information set can only be reached from zero probability nodes at positive probability information sets. This implies that if both information sets of Player IV are reached with probability zero the strategy part of a sequentially rational Bayesian assessment and a sequential equilibrium strategy may only difer in behavior at Player IV's top information set. However, behavior at that information set cannot affect the sequential equilibrium path.

It seems, however, that these extensive-forms are rather particular and that, although this is difficult to characterize in any precise manner, if consistent assessments strictly refine Bayesian assessments then, typically, a payoff vector exists such that sequential equilibrium generates a smaller set of outcomes as compared to that generated by sequentially rational Bayesian assessments. See footnotes 14 and 15 for some examples. For another example, assign payoff $(1,1,1$,$) after Out in the extensive-form$ of Figure 3. Then from left to right $(2,0,1),(0,1,0),(2,1,0),(0,0,1)$, $(0,0,1)$, and $(0,0,0)$. The outcome $(1,1,1)$ can be supported a the Bayesian assessment where players $I$ and II play $\left(O u t, l_{2}\right)$ and Player III puts a belief equal to one to the center node of her information set. Similar examples can be constructed for the extensive-forms in figures 6 7 and 8,


Figure 10.

## 6. Applications

The proofs of the propositions and of Theorem 1 are valid for slightly stronger results that have the potential of being more useful in applications. If we have some information about a sequential equilibrium candidate, such as its carrier, the outcome that it induces, or just some set of choices that are to be taken with positive probability, then we can apply the results taking advantage of that information. That is, in applications, no longer do we need to find one behavioral strategy profile to check whether or not every Bayesian assessment is consistent. Instead we can simply focus on a particular family of profiles of interest. Consider the following results.

Proposition 1’. Take an extensive-form without proper subforms and a set of actions $B \subset A$. If we can find a carrier $C$ that contains the set $B$ and an information set $h$ with two nodes $x$ and $y$ such that
(i) the information set $h$ is included in $X^{0}(C)$; and
(ii) there is an action $\bar{a} \in \mathscr{P}(x) \cap \mathscr{P}(y)$ with $\bar{a} \notin C$.

Then there exists a behavioral strategy profile $\sigma$ with $C \subset \mathscr{C}(\sigma)$ such that some Bayesian assessment $(\sigma, \mu)$ is not consistent.

Proposition 3'. Take an extensive-form without proper subforms and a set of actions $B \subset A$. If we can find a carrier $C$ that contains the set $B$ and $K$ information sets $h_{1}, \ldots, h_{K}$, where each information set $h_{i}$ contains two nodes $x_{i}$ and $y_{i}$, such that
(i) the information set $h_{i}$ is included in $X^{0}(C)$; and
(ii) there is an action $\bar{a}_{i} \in \mathscr{P}\left(x_{i}\right) \cap \mathscr{P}\left(x_{i+1}\right)$ with $\bar{a}_{i} \notin C$.

Then there exists a behavioral strategy profile $\sigma$ with $C \subset \mathscr{C}(\sigma)$ such that some Bayesian assessment $(\sigma, \mu)$ is not consistent.

To see why these results hold, notice that the proofs of the propositions start by selecting one arbitrary element out of a set where we allowed any carrier satisfying the conditions in the proposition. If we restrict that original set (but always allowing it to contain "bigger" carriers) then the proof goes through without modifications.

The proof of Theorem 1 fixes an arbitrary carrier and then asks if every strategy with that carrier is consistent. Hence, the following also holds:

Theorem 1'. Take an extensive-form without proper subforms and a set of actions $B \subset A$ for which the conditions in propositions 1' and 3' are not satisfied. For every strategy $\sigma$ with $B \subset \mathscr{C}(\sigma)$ every Bayesian assessment $(\sigma, \mu)$ is consistent.

In our examples, these results imply that in figures 3, 5, 7and 8, if Player $I$ does not move Out in the strategy of the Bayesian assessment $(\sigma, \mu)$ then $(\sigma, \mu)$ is consistent. Likewise, if $(\sigma, \mu)$ is a Bayesian assessment in Figure 6 such that Player $I$ does not move $\left(F_{1}, F_{2}\right)$ then $(\sigma, \mu)$ is consistent.

To conclude, we have disentangled the different restrictions on beliefs imposed by consistency at zero probability information sets. Some restrictions apply to a single information set in isolation (Proposition (1) and some other restrictions apply to $K$ different information sets when considered all together (Proposition 3). That is, if the conditions of Proposition 3 are satisfied for $K$ information sets and not for any $K^{\prime}<K$ then we can choose arbitrary beliefs at $K-1$ of those information sets but this would, for some behavioral strategy profile, restrict consistent beliefs at the remainder information set. Moreover, these propositions are necessary and sufficient. This can help establish similar results between sequentiality and stronger restrictions on assessments that ask for more than simply Bayesian updating.
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    ${ }^{1}$ In fact they show that consistency is equivalent to a "strong" version of independence. See Swinkels (1993) and Kohlberg and Reny (1997) for different interpretations of this result.

[^1]:    ${ }^{2}$ The terms "extensive-form" and "subform" are taken from Kreps and Wilson (1982). Kreps and Wilson, however, obtain an extensive-form game from an extensive-form by specifying an assignment of payoffs to ending nodes together with a strictly positive probability measure over the set of initial nodes (i.e. Nature's initial move). We incorporate the probabilities associated to Nature's moves into the extensive-form.

[^2]:    ${ }^{3}$ Relative probabilities are equivalent to the notion of conditional probability systems (Myerson, 1986). In game theory conditional probability systems arise naturally from the need of specifying probabilities conditional on events that have prior probability zero. Among others, conditional probability systems have been studied by Myerson (1986); McLennan (1989a, b); Blume, Brandenburger, and Dekel (1991); Swinkels (1993); Hammond (1994); Battigalli (1996); and Kohlberg and Reny (1997)

[^3]:    ${ }^{4}$ Swinkels (1993) calls this condition individual quasi-independence. It is the (weak) notion of independence considered by Kohlberg and Reny (1997). He uses the term quasiindependence for the analogous condition when more than one coordinate is allowed to change. This is the independence condition used by Battigalli (1996). Quasi-independence implies individual quasi-independence but the opposite is not true. Swinkels (1993) offers an example, credited to Myerson, at that effect.
    ${ }^{5}$ The converse is not true, i.e. not every weakly independent relative probability system generates a consistent assessment. See Kohlberg and Reny (1997) for an example.

[^4]:    ${ }^{6}$ See, for instace, Kohlberg (1990).

[^5]:    ${ }^{7}$ The extensive-form of this game is a simplified version of the one in Figure 235.1 in

[^6]:    ${ }^{8}$ One small difference is that in this example $S\left(y_{1}\right)$ and $S\left(x_{2}\right)$ are of the same "order of magnitude", i.e. neither set is infinitely more likely than the other because $L_{1}$ is chosen by the strategy profile with probability one. The same is true for $S\left(y_{3}\right)$ and $S\left(x_{4}\right)$.
    ${ }^{9}$ Nonetheless, we present propositions 2and 3 separately to facilitate the exposition of the results. On a technical note, the proof of the Proposition 3 is done by induction (see page 18), and Proposition 2 corresponds to the initial case.

[^7]:    ${ }^{10}$ Throughout the proof, when the index $i$ equals $K$, the index $i+1$ refers to 1 . Likewise, if $i=1$, the index $i-1$ refers to $K$.
    ${ }^{11}$ For instance, if action $a \in \mathscr{P}\left(\hat{y}_{i}\right) \backslash C$ belongs to $\mathscr{P}\left(x_{i-2}\right)$ then $\Phi_{K-1}$ would be nonempty. One element of this set can be obtained from our initial choice from $\Phi_{K}$ by dropping the entries corresponding to the nodes at information set $h_{i-1}$ and action $a_{i-1}$, and substituting node $y_{i}$ by node $\hat{y}_{i}$ and action $a_{i-2}$ by action $a$.

[^8]:    ${ }^{12}$ Note the sets $(I-1)=\{i: i+1 \in I\}$ and $(J+1)=\{j: j-1 \in J\}$.

[^9]:    ${ }^{13}$ A sequentially rational Bayesian assessment is a weak perfect Bayesian equilibrium as defined by Mas-Colell, Whinston, and Green (1995, p. 285).

[^10]:    ${ }^{14}$ From left to right assign the following payoffs to ending nodes: $(0,0,1),(0,0,0)$, $(0,1,0),(2,1,1),(0,0,0)$ and $(1,1,0)$. The outcome $(1,1,0)$ is generated by a sequentially rational Bayesian assessment. The unique sequential equilibrium outcome is $(2,1,1)$.
    ${ }^{15}$ Suppose that we add a move Out at the root of the extensive-form that leads to an ending node so that if player I moves Out Player II's information set is reached with probability zero. Give payoff $(1,0)$ to that ending node. To the rest of ending nodes, and from left to right, assign payoffs $(0,0),(.5,0),(2,0),(2,1),(0,0)$ and $(2,1)$. The sequentially rational Bayesian assessment $\left(O u t, l_{2}, L, \mu(x)=1, \mu(y)=1\right)$ generates outcome ( 1,0 ). But this is not a sequential equilibrium outcome. Notice, in particular, that that assessment is not consistent.

