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Appendix A

Disclosure of the Policymaker’s Signal to a Subsef the Private Sector

Here we consider an alternative representatibnthe extent to which the
policymaker reveals its information publicly. Sdemlly, we follow Cornand and
Heinemann (2008) in assuming that the policymakenraunicates its private signal,
without the introduction of any additional noise,a fraction of private sector agents:
the remainder of the private sector then has acmelysto their own agent-specific
information. The proportion of agent§, who observe the policymaker’'s signal
which, henceforth, we refer to as the ‘public’ signs viewed as a choice variable of
the policymaker. Hence, the approach provides &erraltive characterization of
transparency to that employed in the paper, wighvillue ofQ representing a natural
measure of the degree of public disclosure by tieymaker.

The principal features of the model are unchdrfgem the paper, with the payoff
function of individual agents remaining as desatili®yy equation (1). The crucial

amendment relates to the underlying informatiorssluanptions: nowy =z, but is

only observed by a fractio of the private sector. Identifying all agents wdliserve

z with a superscripit (for ‘Informed’) we have:

olz+o,X

(07 +0,)

(A1) E' () =E(@]x,2) = ; El()=2

The optimal action of all agents continues to bieheined according to equation (8)

of the paper. Hence for an informed agent:

aiz+oux
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Considering now agents who have access only to ¢l private information, with

such agents identified by a supersctptUninformed):

(A.3) EY(6) =E(8]%)=X; EY(2) = E(z|%) =%

It follows that actions based only on agents’ prvsignals are described by:
(A.4) 8’ =(@-r)d+p)x +rE’(d)

Assuming each agent’s action to be a linear funatifthe signals observed, then:
(A.5a) a =K X +KyzZ

(A.5b) & =KX

The average action of all agents, is a weighted average & and a’, each

aggregated over the respective set of agents. fremroperties ok :
(A.6) a=[Qx; + (- Qx’16+Qx)z

Substituting (A.6) into (A.2) and (A.4), then eguat coefficients with (A.5a) and

(A.5Db) allows us to solve fok, , k) and«; :

o = L-rQ+rL-Q)plo; o =[d+P)o; +A-1)po,]

1 2 > 2 2 2 Kf =1+p
[0: +1-1Q)0,] [0, +(1-rQ)a,]
Hence:
A7 5 <[4+ P+ -n)poilz+ L-1Q+r - Q)ploi
[0, +A-rQ)T,]
(A.7b) a’ = L+ p)x



The measure of welfare adopted is a weightedageeof the expected payoffs of

informed and uninformed agents, with weig@tsaind1-Q respectively. Substituting

(A.5a) and (A.5b), together with the policy ruleita equation (1) of the paper,
aggregating with appropriate partitioning of thdegral and taking expectations

yields:
(A.8) EW[6) =-Qi(x;)*0; +(k; = p)’o,] - - Q)l(«; )’ 07 + p°0,]

Differentiating the above expression with respecjpt, then substituting fok, , «;

and «, , allows us to determine the optimal value of thle parameter:

. [o; + A-2rQ)ay]o;

T {(rQU-Q)ot +[0% + A- Q)7

(A.9) P

Now using our expressions fat, , k5, ;' and p” to substitute into (A.8), we find

expected welfare withp set optimally:

{2 +[1-Q+ (-1)’Qlo} o]
{07+ A-rQI +r'QU-Q)o’}

(A.10) EWI6)|,_,. =

The central issue is now the relationship betweaifane and the proportion of
agents,Q, to whom the policymaker’s signal is communicatBifferentiating the

above expression with respectQo

EWIO),_, -r’(o? +02)0lo,

(A'll) - 2 212 2 42
0Q {lo; +A-rQ)a,]" +r'Q1-Q)o,}

It is directly evident that this expression is tyi negative fora” > 0 J; >0, ie.

social welfare is strictly decreasing@ It follows that the optimal value @ is zero
and, thus, the policymaker should not share itgapei signal with any subset of

private sector agents.



Appendix B

Equilibrium with Discretionary Policymaking

This Appendix analyzes the scenario in which ploéicymaker does not/cannot
precommit to set its policy instrumegtin accordance with a rule: thus equation (9)
no longer forms part of the model. Instead, itssuaned that following the realization
of the policymaker’'s private signat and of the related public signgl the
policymaker has the freedom to sgtat any value it sees fit; we refer to this
alternative scenario as ‘discretion’. This modifica amounts to a departure from the
paper’'s implicit assumption regarding the timingnobves. In the rule scenario the
policy-response coefficient in (9) is determined in advance of the realizatéthe
model’s exogenous stochastic variables, and helscepaior to the setting of. In
contrast, under discretion the policy responses @aody (which imply a particular
choice ofg) are determined after the realization of thos@algyand simultaneously
with the selection by private agents of their movékis apart, our assumptions
remain as in the paper: thus equations (1) to €cubing payoffs, information
structure and the representative agent’s indiviglhugdtimal action continue to be of
relevance, while the objective of policy is onceiagthe maximization of expected
welfare.

In the current scenario, it is appropriate twalfor the possible existence of
equilibria which feature a non-zero (unconditionaigan action for each private-

sector agent. For this reason, the equivalent@ffdr discretion is:
(B.1) a =Kyt KX +K,Y

The policymaker's expectation of (normalized) wedfa is given by:
1

E,W) = Eg[—j(ai -60- g)zdi} ! A straightforward optimization exercise then yeld
0

the policymaker’s setting of its instrument, fovegn values of the private-sector

coefficients in (B.1):

! As in the paperE,(.) denotes the expectatio(.| z,y) , while we again uses (.) to denote agent
i's expectationE(.| X, Y) .



(B.2) g =Ky + (K, —Dz+kK,y

1
Sincej'(si di =0, the aggregate private-sector action is r@w«, + k,0 + K,y . Agent
0

i's expectation of this, and of the settinggofwill therefore be:

(B.3a) E(8) =K, + KE (6) + K,y

(B-3b) Ei(g) =K0+(K1_1)Ei(z)+sz

where E, (6 ) and E, (z) are given by equations (5) and (6) of the papebsgtuting
(5), (6), (B.3a) and (B.3b) into (8) allows us tpeess agents individually optimal
action in terms of a constant and responses tdwbesignals it observes. Equating
this constant and the two response coefficienth teir counterparts in (B.1) then
yields three simultaneous equations which must holény equilibrium. Solving

these equations fok,, «; and ,, we find a unique solution fok;: on the other
hand, the values ok, and «, are indeterminate. The equilibrium action of agent

and the policymaker’s equilibrium choice of instremh setting, are thus described by:

a-ro?
B.4 . = £ -

0.2

B.4b =K, — £ Z+K
(B.4b) g =K, (07 + (1-1)o7] 2Y

where x, and k, each take a value common to all agents. An impobrapect of

discretion, therefore, is that whereas the playemuilibrium responses to their
private items of information (i.ex or z) are uniquely determined by the model’s
structural parameters, this is not the case asdsgather their equilibrium responses

to the signal which is commonly knoww, or the mean value of their action (or

instrument setting). In formal terms, the modelhadliscretion has an infinite set of



equilibria, which share the same private-sectoporse to private signalss, and

also have in common a particular policy responseht private signakz. The
equilibria differ, however, in respect of both thalue of the players’ common
response tg, and the mean value of their action or instrum@&iiese differences
across equilibria are not consequential for welfdias is because the mutual nature
of the players’ response tois sufficient in itself to neutralizg's impact on each
agent’s utility and on expected welfare, and thisa regardless of the particular value
of the common response yo (A similar comment pertains to the mean actiod an
mean instrument setting.)

The intuition for the indeterminacy of, (and «,) under discretion becomes

apparent when we note that agehas a beauty-contest motivation for responding to

y (and for settingk,) in precisely the same way as every other agenthé same
time, the terma, —8-g, which is central to welfare, implies that the ipginaker

will wish to adjustg in response tg to neutralize fully the potential welfare impaét o
the representative agent’s response to that sigtexice the players’ equilibrium
responses tqy are identical and are payoff-neutral for all patiemplying any

common value fork, is consistent with this outcome: a similar logipkains the
indeterminacy ofk,. (Note that it is the heterogeneity of tiRe private signals which
ultimately accounts for the uniquenessgf) Given this identical common response
to vy, the policymaker's expectation ofa —-68-g becomes simply
E (k% —0-p°2) = (k,—1- p°)z, where k, has its unique equilibrium value, and
where p° is the policymaker’'s response to its private signainder discretion.
Clearly, the policymaker’s optimal responseie also unique, and equal k9 —1.

At this point it is useful to compare the abdirelings with those of the wider
‘global games’ literature. The themes present inghexeding analysis are familiar
from this literature, which stems from the semicahtribution by Carlsson and
VanDamme Econometrica, 1993). The existence of multiple equilibria isnjby
attributable to three aspects of the game. Fiistetis common knowledge regarding
the variabley. Second, every player, including the policymal@moses his or her
response toy simultaneously. Third, the variableis not merely a signal of the

fundamental, but is also itself a component of fluadamental (i.e. ofd+g, the



state of the world, as modified by policy interven), which agents are attempting to
estimate. This third feature has a particular ingue as regards the multiple
equilibria which characterize the game under digmme note that it is its absence
from the original Morris and Shin (2002) model whiensures that that particular
global game’s equilibrium is unique.

We conclude by briefly commenting on the welfam@perties of the equilibria

associated with discretion. The variance of the iptignal additional noise term,

J?, Is notably absent from (B.4a) and (B.4b), andyplao part in determining

expected welfare, which is given by:

_[o? +@-r)g,lof0,
[07 +@-1)a,]?

(B.5) EW6) =

Comparison with (15) reveals that this is the welfautcome associated with full

disclosure of the policymaker's private signal (in which case rule-based

policymaking would be completely ineffective). Nitaal differences apart, it is also
identical to expected welfare in the original Merand Shin model without policy

intervention (as given by equation (17) of theip@d. It is clear from this that

commitment to the optimal rule is, in welfare termmambiguously superior to

discretion; all the more so when commitment is ageanied by zero disclosure. In
the latter instance, of course, the fact that tie then replicates the first-best welfare
outcome implies that it cannot possibly be bettdrnedny alternative policy regime.



Appendix C

Persistence of Shocks

Here the model's assumptions are modified towathe state of the world variable,
4, to follow a first-order autoregressive procesar @m is to establish whether, and
to what extent, this dynamic extension affects kieg results of our paper. The
framework of Section | is largely retained but, lwihe state now specified to be
AR(1), we have:

(C.1a) 6 =16, + 0

where the autocorrelation parameigf] [ipasures the degree of persistence of
the state, and, is a stochastic innovation whose prior distribati® uniform over the

real line.
Crucially, we assume that the policymaker’'s choof instrument setting in any
period is observable with a one-period lag: hemcajaking their decisions relating to

periodt actions, for example, private sector agents haaetknowledge ofy,_,. This
knowledge allows an inference concerning the valug_, to be made which, given
the autoregressive process whiéhfollows, provides public information relevant to
the realization ofg,. We further specify that a particular realizatioh the state
becomes known to all parties after a lag of twaqus? Thus, at timet the most
recentd realization currently observable by all particifsais that which occurred in
period t—2. Consequently, at timg ¢_, (and g_,0Jj > 2 is common knowledge
among all the game’s players (both the policymairet the private agents), whereas
they are heterogeneously and imperfectly infornegrdingg,_, and g, .

Since the AR(1) process implies thét, = 16,_, + J,_,, we may combine this with
(C.1a) to obtain:

2 Although the choice of a two-period lag may appanewhat arbitrary, we note that the assumption
of a single-period lag would effectively returntosthe framework of the paper, while generaliziogt
k-period lag leaves our results unaffected in arseesal way. This latter generalization is briefly
considered following our treatment of the case tf@period lag.



(C.1b) 6 =16, + Ud, + 0,

Note that, since the innovations are assumed to.the E(J,9,_,) = O.

So far as the information structure is concermezlassume that the signals received

by an individual agent in a particular peridd; j, relate to that period’s innovation

o, - Private sector ageiis signals are therefore:

(C.2a) Xij =0 t&

(C.2b) Yoy 52 4

where ¢, ; and §_; are independent and serially uncorrelated noisestewith
respective known distributions &, , ~N(0,07) and &, ~N(0,07), and z_

denotes the policymaker’'s own noisy signalpf; :

(C.2c) Z. =0, +q.

where theg_; noise terms are i.i.d. with known distributign, ~ N (0,5;).

In the present context, we specify the polide to take the forni:
(C.3a) O =Pb, Pzt Pz,

The setting of the policy instrument in peribé (i%. the value ofg,_,) is assumed

to become common knowledge throughout the econoefgré agents make their
action choices for period This setting will be given by:

(C.3b) O1= Pl st Pzt P27,

% As in the paper itself, we assume that precommmitnie a rule of this kind is possible. Note in
addition that, sinced,_, is known to every agent at timieincluding an additional term iz,_, in the

rule (so thatg, = p,6_, + 0,2, + p,Z_, + P;Z_,), would in no way affect the reported findings ¢itner
words, the policy coefficienp, would be redundant).



With §_;, z_, and the rule coefficients known (or precisely rafde) at time, it is
clear thatz_, will be inferable from the value af,_, observed by agents &t

In forming its estimates o, and g, at timet, agent will make optimal use of the
items of informationg,_,, % ., y;, X, and z_,, while the presence of the last of
these ini’s information set implies thay,_, will be of no informative value in these
forecasting exercises. Using our familiar notati@(.) for agenti’s rational
expectation, so tha€ (6)=E(6, |6_,,% ., ¥, % 4, %Z, ,)for example, the optimal

forecasts are found to be:
(C.4a) E(8) =16, +LE(S.,) +E(Q), where:

_ 0.7, 0%
(C4b) Ei (5t—1) - (0-52 +0_¢27)

_ Oty (02 +00)%,

CA4a E(J) =

( C) |( t) (0_5+0_(/2]+0_§)

(C.4d) E(0) = Pf-. + AE(2) + P2, where:
2 2 2

(C.4e) £ (z) = e TN +OeX,

2 2 2
(as +0—¢7+0-{)

As in the paper, we solve for the individual vate-sector agent’'s equilibrium
response coefficients using the method of undetexdhicoefficients. Agent’s
individually optimal equation is once again giveyn é&quation (8). In a symmetric

equilibrium, all agents have identical responsdfaments, such that:

* The assumption thatz_, is known at timet is easily justified here, since with rule-based
policymaking z_, will be precisely inferable &tprovided at least one antecedent realization isf th
signal (i.e. somez,_; where j >2) is known to private agents at timgFor example, ifz,_, is known
att, then z_, can be inferred exactly frony,_, = 0,6, + 0,Z_; + 0,Z_,, Which in turn implies that
z,_, is perfectly inferable from the counterpart exgres for g,_,.)
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(C.5a) & =Ko, KX TR Y T KX ot K,Z

where the equilibrium values of the coefficients «;,, «,, x; and x,, remain to be

1
determined. Given (C.2a) above, it follows thatthe current scenariéxi'tdi =0
0

1 1
and j)g’t_ldi =9,_,. Hence, in equilibrium, the average acti(ﬁl,sjla,.di, and agent
0 0

i’s rational expectation thereof, will respectively given by:

(C.5b) A=K, KO tKY, T KOy T K,Z
(C.50) (@) = Koy + K, (8) + KoY, + K5E (B) + Koz

Substituting equations (C.4a) to (C.4e), as well@asc), into (8), and then collecting
terms ing_,, X, ¥, %, andz_, yields an equation which, like (C.5a), must hold
in equilibrium. Equating the coefficients in thigsultant equation with their

counterparts in (C.5a) yields five simultaneousagigms which can be solved for the
unique symmetric Nash equilibrium set of coeffitiealues:

_@-n[oi+@+p)al]
[07 + (A-1)(a% + )

Ko :(/'[2+p0)0t—2 Ky

_[+p)og +A-1)po,] . A-nuo;

*T [0+ A-1) (02 +02)] o2+ Q-1

3

uo?
K, = £ +
*oz+a-na?

Agenti’s equilibrium action is therefore:

11



L-1)[aZ+ @+ p)Illx, +[(1+ p)o? + L-1)po?ly,
[02 + A-r)(0, +07)]

A-r)uc? po?
. + £ +
(02 +(1-n)a?] " |[o? + @-na?] - 2[*

(C.6a) a = (L + )6, +

Note that the equilibrium solutions fok; and «, are independent of the
autocorrelation parametew, and furthermore are identical to the equilibrivadues

taken by these coefficients in the version of tlexlaet in which the state of the world

does not exhibit any persistence (i.e. the cdse considered in the paper). With
1 1

(normalized) social welfare given bW = (1—r)‘1J'ui di :—j(ai -6-9)%di, it is
0 0

insightful to consider the equilibrium expression & — 8, — g, for this version of the
model. Appropriate substitutions involving (C.1¢J,3a) and (C.6a) yield, - 8, — g,

in terms of the noise realizations in perio@sadt — 1

(C.7a) a-6-g = @-rlo, + (1+Zpl)0<r]€i,t +2[0€ :(1— NATIA |
[o; + A-r) (o, +07)]

[+ p)o? + A-1)po,) | [0eq@, + A-1)0,E, ]
(o7 + =10, +07)] [0 + @-1)a]

A noteworthy aspect of (C.7a) is that the autodati@n parameteg: is absent from

the first three terms, and only affects currentigmkwelfare through the earlier-period

noise terms ¢, and ¢ ;). Even more significantly, the terms g, and ¢, do

not feature the policy-rule coefficients. This imesl of course, that the optimal

setting of the policy-rule response to the authesitcurrent private signalz, is
identical to the optimal-rule response ® stated in the paper as equation @4).
Furthermore, the coefficients aqp, and ¢, ,_, in (C.7a) are also independent @f,,

indicating that the relationship between expectedfare under the optimal rule and

® Consequently, with the response coefficients irB&L set optimally, the optimal rule is found to be
g, = 06, + Pz + p,z_,, where p” is given by (14), angp, and p, may be chosen arbitrarily.

12



J§ is qualitatively identical to that which holds whé& does not have a persistent

component. Thus expected welfare is described by:

o [07 +A-r)’0,)00,
[0 +(@-1)a))’

( 8a) EW 16)], ., =W

where p" is given by (14), andV by the right-hand side of (15). It directly follsw

that dE(W, |6{)|p1:pj/aa§ >0, as found in the paper: hence Proposition 1 sasviv

intact when the model is modified to allow the staf the world to exhibit AR(1)
persistence.

The sole remaining point of interest is whetthés optimal combination of rule and
zero disclosure replicates the first-best welfanecome, i.e. that which results when
there is full disclosure of the authorities’ infaation, and agents co-ordinate their
actions in a socially efficient manner. In the gr@scontext, this would involve an
individual action of the following form:

(C.9) & = Kby p + KX+ KoY, H KX 1t K7

Performing an optimization exercise similar to thlascribed in Section Il of the

paper reveals the following to be the unique calety optimal action for agert

2 2 2 2
29 + Jw)g,t + 0-52[ + :U(O-(/z)g,t—l + J& Z[—l)
o (0; +0,)

(C.10a) a=u

Expected welfare under collectively-optimal privaetor co-ordination is:

oo,

(C.11a) EW[6)=-A+u )m

Equilibrium expected welfare under the optimal rebenbined with zero disclosure is

found by taking the limit of (C.8a) as? — o :

13
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r’o’o? o20?
(C12a) I!m E(\/\/t |0t)|p 0 = _{14_ ,UZ +/12 - } Yo
0'{ — 00 1~

[o; + A-1)ap)* | (07 + )

Comparison of (C.11a) and (C.12a) reveals thatoafjh equilibrium welfare is
maximized by an optimal policy rule combined witbra disclosure, it does not
replicate the first-best outcome when> , i®. when@ is described by an AR(1)
process. Thus Proposition 2 of the paper is naisbto this modification of the basic
framework.

Generalizing to the case in whiéh, (wherek> 2 is the most recent realization

of & known to all agents at timg the counterpart expressions to (C.6a), (C.7a),
(C.8a), (C.10a) and (C.11a) are as follows:

L-N[a2 + @+ p)ollx, +[(1+ p)o? + A-1)po2ly,
[02 + A-r)(0, +07)]

(C.6b) & = (1 +0,) O +

k-1 (1_ r)ujaj, k-1 ’ujaz
+ Xt £ * 04—
SloZ+@-r)oz] " ,zl [o2+@-1n)aZ] T

k-1
where p, is the coefficient org,_; in the policy ruleg, = g, + Z,ojﬂzt_j .

j=0

(©.75) o -g g = &NO* Arp)oile, o - A-n)poila
[oF + @-r)(gy +07)]

[+ p)o? + A-1)pop)é |, & jloig, + A-1)Tge, ]
[o; +A-1)(o,+07)] 1= [oF + 1-1)a,]

(W - o+ -r)’orloto,
- p)oi +A-r)a,)

(C.8bf EW18)],_, =¥

k-1
®In deriving (C.8b) use has been made of the faatt}” /% = (1 - u™)/ (- 1)

i=1

14



G H(O% o + 007 )

1 a = U~
Voo . W mp)|  oiog
C.11b EW |8)=—1
( ) W 16) {+ 17 @+

2 2k 2 52 52 2 42
(C12b)  lim EW|8)|, =1+ KDy, TG 9%
I EW 1), = | o el || (@2 e

As a first step towards understanding theselteeswte that ak increases and_,

becomes more remote from the current perigd the average accuracy of the

representative agent's forecasts €f necessarily deteriorates, since additional

innovations must be estimated, while the additiaigihals available to the agent are
only of value in forecasting the innovation to whithey relate. Because the
collectively-optimal strategy requires each agensdt his or her action equal to their

private rational expectation of the current st#e,it follows that associated expected

welfare (which is simply minus one times the repreative agent's mean squared

forecast error in respect éf) must decrease as the lag lengthcreases.
This phenomenon implies equilibrium welfare Isoareduced ifg,_, becomes more
temporally distant fromg, . Importantly, however, the presence of the beaotytest

term in (1) implies that equilibrium welfare fadsk increases for a second reason,
namely that a greater number of payoff-relevant @mimonly-known public signals
available to agents dt inevitably exacerbates the externality charadtegizheir
equilibrium actions. In the present context, thigeenality can be viewed as
comprised of a sum of adverse externalities, om@ngrin relation to each of the
innovations that agent forecasts, or, alternatively, to each of the pulsignals
received. It is intuitively clear that the policyke has no means of mitigating the

externalities which arise in connection with prevadgents’ estimates of the

" Differentiation of (C.11b) confirms this reasoning
OE(W, | 6,)/0k = 2(In up*olol - ) (o? +02) <0 for uO(01), since the latter implies that
Inu<0.
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innovations relating to periods prior to the présehhis is because, first, the
observability of previous-period instrument setingand hence the exact
predictability of those components of the curregttisg, g;, which are responses to
z.,,2.,, -.,Z_, implies a policy-neutrality result obtains in pest of these

components. Second, the policymaker has no meansisé-obscuring these public
items of information: this is significant, sincei# each agent's excessive reaction

(motivated by beauty-contest considerations) tedle,,z_,, ...,z_, signals which

directly engenders an externality in respect ohezchem.

The non-robustness of Proposition 2 to the ncatibns of our original model
considered here is therefore not surprising, sitiee policymaker has no power
whatsoever to affect the externalities originaimgurrent-period private-sector over-
reactions to earlier-period public signals. Thus #udditional welfare losses arising
from these externalities have to be taken as goyetine policymaker. Nonetheless, a
modified version of Proposition 2 can be seen ttaiob in that optimal policy
combined with zero disclosure of the policymak@riatecurrent signal can ensure

a first-best outcome in relation ¢arrent-period innovations.
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