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We propose a supporting framework for the material control system Paired-cell Overlapping 
Loops of Cards with Authorization (POLCA), which combines the advantages of push systems 
and pull systems.  In our load based version of the POLCA control system, we rely on a multi-
product, multi-machine queueing network to determine release authorizations and allowed 
workloads.  We report on our experiences in a metal shop, taken from Spicer Off-Highway 
Products Division, part of Dana Corporation.  They are implementing an E-POLCA system in a 
paperless -cardless- environment. 

 

1.  Introduction 
Intended to manage the required material flows through the available resources, the output of a 

material control system provides every workstation at each moment with the information what to 

do.  Traditionally, some systems overstate the importance of material flow while other ap-

proaches stress the planning of resources too much (Vandaele and De Boeck 2003).  For in-

stance, Material Requirements Planning (MRP), a push system, computes schedules of what 

should be started into the production system based on external demand, bill of materials, stocks, 

fixed lead times and fixed lot sizes.  Once an order is released, each time a workstation finishes 

its activities the material is pushed to the next workstation not regarding the congestion of the 

resources downstream.  Completed with dispatching rules, which arrange the queues in front of 

the workstations, this control system dictates the workstations at each moment what to do.  How-

ever, by applying fixed lead times, the dynamics of limited resource availability is completely 

ignored.  On the other hand, just-in-time production (JIT), with the pull system kanban, focuses 

on resources.  Only when the queue in front of the downstream workstation is below a certain 

level, which can be understood as free capacity, the upstream workstation is allowed to produce.  
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Furthermore, JIT requires a careful structure of the production system: implementing capacity 

buffers, setup reduction, cross-training the workforce, rearranging the plant layout…  By using a 

kanban system every workstation knows at each moment what to do.  Because it assumes steady 

flow rates, the JIT control system fails to manage the required material flow in environments 

which do not comply with the steadiness: typical make-to-order, customized and environments 

with large product variety are not well suited. 

A better performing material control system for a multi-product, multi-machine job shop 

where highly customized products are following different routings may be developed.  Even 

when the business environment is characterized by highly variable demand, large product vari-

ety, low volumes, short and reliable lead times.  On the one hand, releases should be based on 

external demand, bill of materials, stocks, realistic lead-times and optimal lot sizes.  We propose 

an aggregate MRP methodology taking into account the dynamics of limited resource availabil-

ity.  On the other hand, releases should be based on a WIP cap, a limitation of the work in proc-

ess (WIP), to embrace the benefits of Pull systems (Hopp and Spearman 2004).  We propose 

workload based releases founded on overlapping loops of cards to consider the upcoming avail-

able capacity downstream.  In fact, we propose a load based version of the material control sys-

tem Paired-cell Overlapping Loops of Cards with Authorization (POLCA) (Suri 1998) supported 

by an Advanced Resources Planning (ARP) system (Vandaele and Lambrecht 2003). 

Findings of Jonsson and Mattsson (2003) about the fit between planning environments and 

manufacturing planning and control methods confirm the power of our approach.  The planning 

environment we are dealing with bears close resemblance to their ‘configure to order’ environ-

ment.  Conceptually, they perceived a strong match between the ‘configure to order’ environ-

ment and the detailed material planning method MRP.  The best shop floor control method for 

the ‘configure to order’ environment seems to be Input/Output control combined with Dispatch 

lists.  A best capacity planning method is lacking.  Empirically, most frequently used in the ‘con-

figure to order’ environment are: Capacity requirements planning to plan capacity; Re-order 

point systems or MRP for detailed material planning; Infinite capacity scheduling and Dispatch 

lists to control the shop floor.  However, ‘configure-to-order’ manufacturing is the only envi-

ronment with significantly less satisfied and significantly more dissatisfied users, compared to 

other environments.  Knowing that ARP answers the capacity planning issue, an improved MRP 

methodology determines the releases and an extreme type of Input/Output control is generated 
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by the WIP-cap, our approach should be beneficial to industrial practitioners.  A simulation com-

paring the performance of POLCA, kanban, CONWIP and MRP under selected manufacturing 

environments was made by Zhou, Luh and Tomastik (2000). 

The remainder of the paper is organized as follows.  In Section 2 we introduce the POLCA 

material control system.  In Section 3 we satisfy the input requirements using the output of the 

Advanced Resources Planning system.  The latter is expounded in Section 4.  Section 5 describes 

the implementation of our approach in Spicer Off-Highway Products Division Bruges.  We draw 

conclusions in Section 6. 

2.  The POLCA SYSTEM 
In this section, we discuss the POLCA material control system which combines a push and a pull 

signal.  A release on the shop floor is the materialization of a push-signal, which in our imple-

mentation is the result of an Advanced Resources Planning System (Vandaele and Lambrecht 

2003).  The pull-signal is the result of the knowledge of upcoming available capacity.  The idea 

of combining push- and pull signals in a Paired-cell Overlapping Loops of Cards with Authoriza-

tion (POLCA) control system traces back to Quick Response Manufacturing (QRM) principles 

(Suri 1998).  For additional details concerning POLCA see Suri and Krishnamurthy (2003a and 

2003b).  In the next discussion about POLCA, we heavily rely on Suri (1998, 243-255). 

The POLCA material control system requires that every workstation has a list of production 

orders, each with its release authorization.  For each loop, which joins two successive worksta-

tions together, the number of POLCA cards has to be determined.  For example, Figure 1 depicts 

a job shop with 8 workstations and 3 production order flows.  A production order K1 follows the 

routing A - B - C - D, a production order K2 follows the routing E - F - C - H and a production 

order K3 follows the routing E - F - C - D - G.  Then, for the production order flow K1, the num-

ber of A/B-, B/C- and C/D- cards has to be determined.  This procedure is done for every pro-

duction order flow and the number of cards represents the available resource capacity in the loop.  

Note that POLCA cards are not product specific.  A free C/D card can be assigned to a produc-

tion order K1 or K3, a free E/F card can be assigned to a production order K2 or K3 and a free 

F/C card can be assigned to a production order K2 or K3. 

How does POLCA control the material flow?  A simple rule regulates the selection of the 

next production order from the queue.  Only when the release authorization date of the produc-
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tion order has been crossed and a card of the next loop is available, the workstation may start its 

operation.  In our example, only when the release authorization for a production order K1 on 

workstation C has been passed and a C/D- card is available to fix onto the production order K1, 

workstation C may start manufacturing the production order K1.  When a workstation is allowed 

to start several production orders in the queue, it is supposed to follow the authorization list or to 

obey a second order selection rule (e.g. to minimize setup).  The POLCA card is detached from 

the production order only when the production order leaves the loop.  In our example, the C/D- 

card fixed onto the production order K1 becomes available only when workstation D finishes the 

production order K1 for its fourth operation.  As a consequence, the production order K1 is ac-

companied in workstation C by a B/C- card and a C/D-card. 

 

Figure 1:  Job shop with 8 workstations and 3 production orders 

The question remains whether the POLCA control system manages the required material 

flows through the resources which have the highest probability of being available?  In the fol-

lowing two sections we will show how Advanced Resources Planning (ARP) captures the sto-

chastic behavior of the production system in order to obtain important mid-term performance 

measure values to direct the mid-term planning and to guide the short term control decisions 

(Lambrecht et al. 1998).  This approach provides the release authorizations while the instantly 

available capacity is controlled by a card system.  In our example, a production order K1 will 

only be started on workstation C if there is enough capacity on workstation C and D.  By looking 
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one operation ahead, the available capacity enjoys a better opportunistic allocation.  Besides the 

improved capacity allocation, linking two successive workstations in a loop also results in a 

more flexible buffer allocation allowing variability pooling.  For example, whether workstation 

C or D is the bottleneck, it will be protected by most of the C/D-cards.  Linking more than two 

successive workstations adds complexity (because of the high number of different cards) at the 

expense of decreasing ‘control’ returns. 

We implemented an electronic version where at each workstation a display shows the author-

ized production orders waiting to be processed.  The authorized production orders for which a 

POLCA card is available are colored green, the remaining production orders red.  The applica-

tion is further amended by a workload based version of the original POLCA control system.  We 

converted the allowed number of production orders in the loop, equal to the number of POLCA 

cards, in allowed hours of work in the loop.  Only when the allowed hours of work in the loop 

minus the hours of work present in the loop is greater than zero, the next production order in the 

list will be colored green and allowed to be processed. 

3.  Implementing POLCA 
In the previous section we discussed the principles of the POLCA control system.  In this section 

we determine the release authorizations and the allowed workload for each loop.  Both are neces-

sary conditions to implement the POLCA control system. 

3.1  Release Authorization 

As described above, the POLCA control system requires that every workstation has a list of au-

thorized production orders.  Release authorizations should be based on demand and system 

status.  To obtain realistic lead time estimations we rely on Advanced Resources Planning.  Us-

ing stochastic modelling and optimization this aggregate planning explicitly recognizes the sto-

chastic nature of manufacturing systems.  We distinguish two phases (see also Vandaele and 

Lambrecht 2003).  During the ‘Lot Sizing and Lead Time Estimation Phase’ the multi-product, 

multi-machine job shop is modelled as a queueing network where all parameters are a function 

of the lot size.  By applying an optimization routine to the queueing network we obtain for each 

product the manufacturing lot size that minimizes the weighted average expected lead time of the 

job shop and the corresponding probability distribution of the lead times.  Section 4 will expose 
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this ‘Lot Sizing and Lead Time Estimation Phase’.  During the ‘Tuning Phase’ management may 

consider the lead times as unacceptable and may decide to adjust capacity structure (overtime, 

capacity expansion), to off-load heavily loaded resources, to consider alternative routings…  The 

queueing network provides the opportunity to conduct a large number of ‘what-if’ analyses.  All 

serious capacity problems must be solved before diving into operational decisions. 

Taking into account the output of the ARP system we put together production orders and cre-

ate a time window for each production order.  We group customer orders of product k, character-

ized by an order quantity and a due date, into a number of production orders of which the num-

ber of units approach the target manufacturing lot size calculated by ARP.  For each production 

order a time window is created by subtracting the expected lead time of the production order plus 

safety time from the earliest due date of the customer orders grouped in the production order.  

The starting times of these time windows are used as release authorizations for the production 

orders. 

The expected lead time of a production order is worked out mathematically at the end of Sec-

tion 4.  Safety time is defined as the difference between the desired percentile of the lead time 

distribution and the expected lead time.  In Figure 2 we find two safety time allocation schemes.  

In each case we recognize 3 operations with expected waiting times (W), expected setup times 

(S) and expected process times (P).  At the top, all safety time is pooled to benefit from variabil-

ity pooling.  We recognize one time window.  The release authorizations of the three operations 

coincide.  At the bottom, safety time is allocated to each operation.  Each operation has its own 

release authorization to obtain more control over the system.  Figure 2 illustrates that the same 

service level can be obtained with less safety time when safety time is pooled.  However, the ex-

istence of assemblies, bottlenecks and material trace-ability requirements will limit the use of 

pooled safety time (Vandaele and De Boeck 2003).  Further research should yield the optimal 

allocation scheme of safety time (cf infra). 
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Figure 2:  Safety Time Allocation Schemes 

The software I-Clips, which computerizes Advanced Resources Planning (Vandaele and 

Lambrecht 2003), is able to provide every workstation with a list of production orders, each with 

its release authorization based on demand and system status. 

3.2  Number of Cards 

In addition to the release authorizations, for each loop joining two successive workstations the 

workload has to be determined.  By putting a cap on the allowed workload in each loop we pre-

vent congestion of the production system. 

Based on Little’s Law, stating that for any given production system the work-in-process is 

equal to the lead time multiplied by the throughput (Hopp and Spearman 2000, 223-225), Suri 

proposed the following equation (Suri 1998, 255-256): 

 Number of ml  cards ( ) ( )[ ] ( )
D

mlNum
mLTlLT *+= . (1) 

( )lLT  and )(mLT  denote the average lead times (in hours) of workstations l  and m  over the 

planning horizon D .  ( )mlNum  represents the total number of production orders that go from 

workstation l  to workstation m  during the planning horizon.  Finally, D  is expressed as the 

number of hours in the planning horizon.  We specify ( )mLT  and ( )mlNum /  based on the out-

put of the ARP system and convert the number of cards into allowed hours of work. 

Assume k  to be the product index )1( Kk L= , m  the workstation index )1( Mm L=  and 

o  the operation index for product k  )1( kOo L= , where kO  is the number of operations for 

product k .  Each product k is characterized by an average order quantity kOQ  and an average 

order interarrival time kY , expressed in hours.  As far as the production characteristics are con-
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cerned, the following is defined for product k  and operation o , expressed in hours: koT , the ex-

pected setup time and koX , the expected unit processing time.  In addition, define 1=komδ  if op-

eration o  for product k  is on workstation m  (0 otherwise); 1=→mkolδ  if operation o  for prod-

uct k  is on workstation l  and the next operation is on workstation m  (0 otherwise); 1=↔mkolδ  

if operation o  for product k  is on workstation l  and the next operation is on workstation m  or 

if operation o  for product k  is on workstation m  and the previous operation was on workstation 

l (0 otherwise).  Note that mokkolmkol )1( +→ = δδδ  and lokkommokkolmkol )1()1( −+↔ += δδδδδ . 

First, we specify ( )mLT .  In order to keep track with the focus of this section, we describe 

the stochastic model in more detail in the next section.  To continue the line here, based on Ad-

vanced Resources Planning principles, the model provides the probability distribution of the lead 

time of each operation of each production order by modelling the multi-product, multi-machine 

job shop as a queueing network.  Besides, we saw in Section 3.1 that customer orders of product 

k , characterized by an average order quantity kOQ , are grouped into optimal production orders 

kk OQQ* .  As a starting point, we propose the following weighted average lead time 

 ( ) ( )( )[ ]kokkkoq

kkk

k
K

k

O

o
kom

kkk

k
K

k

O

o
kom XOQQTQWE

OQQY

DOQ

OQQY

DOQ
mLT

m

kk
**

*
1 1

*
1 1

++







= ∑∑∑∑

= == =

δδ . (2) 

The weight between the first square brackets takes care of the relative importance of operation o  

of product k  on workstation m .  ( )( )*QWE
mq  represents the expected waiting time at workstation 

m .  koT  denotes the expected setup time of the production order kk OQQ*  on workstation m .  

kokk XOQQ*  encloses the expected process time of the production order kk OQQ*  on workstation 

m .  However, by replacing ( )( )*QWE
mq  with ( )( )*

% QWS
mq , the required percentile of the prob-

ability distribution of the time spent in the queue of workstation m , in (2), we are able to quan-

tify the number of safety cards.  Considering the WIP fluctuations in the queue, these safety 

cards protect the resources by increasing the buffer sizes.  Our specification of ( )mLT  becomes 

 ( ) ( )( )[ ]kokkkoq
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Note that at this point each operation receives an amount of safety time, which can be operation 

dependent.  The issue and performance of different allocation schemes is important and subject 

to future research.  As a consequence, it will not be discussed in this paper. 

Second, we specify ( )mlNum / .  This represents the total number of production orders that 

go from workstation l  to workstation m  during the planning horizon D .  By using the demand 

for the products on the ml /  loop we obtain 

 ( )
kkk

k
K

k

O

o
mkol

OQQY

DOQ
mlNum

k

*
1 1
∑∑

= =
→= δ . (4) 

At this point we have determined all elements to compute the number of POLCA cards.  To 

convert the number of cards into allowed hours of work, we multiply the number of cards by 

( )mlWL , the average workload of the operations of the products passing the ml  loop during 

the planning horizon: 

 ( ) ( ) 















+= ∑∑∑∑

= =
→

= =
↔

kkk

k
K

k

O

o
mkol

K

k

O

o

kokkko

kkk

k
mkol

OQQY

DOQ
XOQQT

OQQY

DOQ
mlWL

kk

*
1 11 1

*
*

δδ  (5) 

By using (1), (3) and (4), we obtain the number of ml  cards.  Multiplying this number by 

(5) yields the allowed workload in the ml  loop: 

Number of ml  cards = ZYX
K
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O

o
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
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Note that the duration of the planning horizon does not affect the number of cards or allowed 

workload on the loops because the constant D  vanishes. 

Once I-Clips has provided every workstation with a list of release authorizations and we have 

determined the allowed workload for each loop by the above mentioned formulas, the POLCA 
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control system will manage the required material flows through the available capacity by signal-

ling every workstation at each moment what to do. 

4.  Advanced Resources Planning, a necessary prerequisite 
By now it should be clear that Advanced Resources Planning (ARP), a high-level tuning and 

planning tool recognizing the stochastic nature of manufacturing systems (Vandaele and De 

Boeck 2003), is playing an important part in the implementation of the POLCA control system.  

ARP captures the stochastic behavior of the production capacity to obtain the release authoriza-

tions and the allowed workloads in the loops.  In Section 3 we mentioned that ARP starts with 

the modeling of the multi-product, multi-machine job shop as a queueing network in order to ob-

tain realistic lot sizes, lead times...  In this fourth section we focus our attention on this modeling.  

We refer to Lambrecht, Ivens and Vandaele (1998) for further details. 

Assume k  to be the product index )1( Kk L= , m  the workstation index )1( Mm L=  and 

o  the operation index for product k )1( kOo L= , where kO  is the number of operations for 

product k .  Each product k  is characterized by an average order quantity kOQ , an average or-

der interarrival time kY , the variance of the order interarrival time 2

kYs , the squared coefficient of 

variation (SCV) of the order interarrival time 2

kYc  and the arrival rate kk Y1=λ . 

As far as the production characteristics are concerned, the following are defined for product 

k  and operation o , expressed in hours: koT , the setup time random variable; koX , the unit proc-

essing time random variable; koT , the expected setup time; koX , the expected unit processing 

time; koµ , the unit processing rate )1( koX= ; 2

koTs , the variance of the setup time; 2

koXs , the vari-

ance of the unit processing time; 2

koTc , the SCV of the setup time; 2
koXc , the SCV of the unit proc-

essing time.  In addition, let us define 1=komδ  if operation o  for product k  is on workstation m  

and 0 otherwise.  At this point all the input parameters are given. 

In the proposed queueing network each workstation is modeled as a multi-product lot sizing 

model with queueing delays.  The multiple arrival processes of the k  products are superposed 

into one aggregate arrival process.  All characteristics of the aggregate arrival process and the 

aggregate production process are functions of the lot sizes kQ .  Note that the lot size is expressed 
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as a multiplier kQ  of the average order quantity kOQ .  For each workstation m  we have to ob-

tain: ml , the aggregate batch arrival rate; 2mca , the SCV of the aggregate batch interarrival time; 

2'
mca , the SCV of the external aggregate batch interarrival time; mµ , the aggregate batch process-

ing rate; 2
mcs , the SCV of the aggregate batch processing time; '

mρ , the adapted traffic intensity. 

The aggregate arrival process at workstation m  is characterized by the average and the SCV 

of the aggregate batch interarrival times.  Note that the batch arrival rate of product k  at the first 

workstation of its routing equals kkb Q
k

λλ =  which is a result of grouping the order quantities 

into a manufacturing batch of size kk OQQ  (expressed in units).  The aggregate batch arrival rate 

of product k  at workstation m  equals ∑ =
= k

k

O

o kombmkl
1

δλ .  Then the aggregate batch arrival rate 

at workstation m  equals ∑ ∑= =
= K

k

O

o kombm
k

k
l

1 1
δλ  which includes both the internal and the exter-

nal batch arrivals at workstation m .  The external aggregate batch arrival rate at workstation m  

equals ∑ =
= K

k mkbm k
l

1 1
' δλ . 

We now turn to the production process at workstation m .  The aggregate batch processing 

time on workstation m  equals 

 ∑ ∑
= =

+=
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o mk
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m XOQQT
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l k
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1 1

)(1
δλ

µ   

where mmk ll  is the probability that a randomly picked product in front of workstation m  is of 

product type k .  The expression for mµ1  is a weighted average over product batch processing 

times, which are in turn weighted averages of the operations on workstation m  for the same 

product. 

Along the same lines, the SCV of the aggregate batch processing time are obtained (Lam-

brecht et al. 1998): 
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The adapted traffic intensity for workstation m , which includes both the utilization due to 

setups and the utilization due to processing, becomes 
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 [ ]∑∑
= =

+==
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O
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kokkkokomb
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m
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k
XOQQT

l

1 1

' δλ
µ
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At this point, only 2
mca , the SCV of the aggregate batch interarrival time and 2'

mca , the SCV 

of the external aggregate batch interarrival time remain to be determined.  Solving the following 

set of linear equations yields the M  unknowns 2
mca , Mm ,,1K=  (Lambrecht et al. 1998): 

 2''22'

1 1

22'2 )1()1( mmnmnnnm

M

n

M

n
nmnmmnnnmn calfcsfflcalcafl +−+=+−−∑ ∑

= =

ρρ .  

In this set of linear equations, ∑
=

=
M

m
mnn llf

1

''
0  represents the proportion of batches from outside 

and going to workstation n ; ∑∑
=

−

=
+=
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k
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)1()/1( δδλ  represents the proportion of 

batches leaving workstation m  and going to workstation n ; ∑
=

=
K

k
mkObmm kk

lf
1

0 )/1( δλ  represents 

the proportion of batches leaving workstation m  and going outside.  To obtain 2'
mca  the follow-

ing approximation is used: 
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Finally the weighted average lead time of workstation m  can be stated as: 
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This is the weighted average over the products visiting workstation m , which on their turn are 

weighted averages over the operations on workstation m  for product k .  The weight 
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δλδλ , independent from the manufacturing lot size multiplier, 

measures the relative importance of product k  for workstation m . 

If we add the weighted average lead time of each workstation and take into account the aver-

age waiting time of finished batches until their due date, the objective function for the total job 

shop becomes 
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The second sum measures the average waiting time of finished batches until their due date.  The 

weight ∑ =

K

k kkkk OQOQ
1
λλ  takes care of the relative importance of product k  for the total job 

shop. 

By using a dedicated optimization routine, the non-linear objective function of the total job 

shop, equation (7), is minimized taking into account a set of simultaneous, non-linear constraints 

(Vandaele 1996).  We obtain the vector *Q , containing the optimal multiplier *
kQ  for each prod-

uct. 

Now, we are able to complete our exposition started in Section 3.  First, we determine the re-

lease authorizations.  In this paper safety time is pooled at the end of the routing.  Further re-

search should yield the influence of other safety time allocation schemes on the queueing net-

work.  Consequentially, the fixation of the time windows requires the probability distributions of 

the total lead time of the production orders.  Assume klQL  to be the lot size of production order 

klL , where l  is the production order index for product k )1( kSl L=  and kS  represents the num-

ber of production orders for product k .  The expected total lead time of production order klL  is 

given by 
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The variance of the total lead time of production order klL  is approximated by 
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in which the term ( )
mqWV  is given in Vandaele and Lambrecht (2003).  If a distribution is postu-

lated, the total lead time of product k  is fully characterized. 

Second, we determine ( )( )*
% QWS

mq , the required percentile of the probability distribution of 

the time spent in the queue of workstation m , in order to calculate the allowed workload in the 

loops.  In equation (6) we have defined ( )
mqWE .  Besides, ( )

mqWV  is given in Vandaele and Lam-

brecht (2003).  If we postulate a lognormal distribution for the time spent in the queue of work-

station m  (Vandaele 1996): 

 ( )( )*
% QWS

mq { }γβ %exp z+=   

with %z  the required percentile of the standard normal distribution,  

 ( )( ) ( )( )
( )( ) 













+= 1ln 2*

*
*

QWE

QWV
QWE

q

q
qβ  and 

( )( )
( )( ) 













+= 1ln 2*

*
2

QWE
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q

qγ .  

Note that we assume the same service level for all products processed on workstation m .  One 

could easily substitute the required percentile by a weighted average percentile taking into ac-

count the different service levels and the relative importance of the products on workstation m . 

At this point, the theoretical modeling for determining the prerequisites for the POLCA con-

trol system has been developed.  In Section 5 we report on the industrial implementation of E-

POLCA at Spicer Off-Highway, Bruges (Belgium). 

5.  E-POLCA implementation at Spicer Off-Highway Prod-

ucts Division Bruges 
A few years ago, Spicer Off-Highway Products Division Bruges, which produces power shift 

transmissions for off-highway vehicles, realized substantial operational improvements by im-

plementing the software I-CLIPS which computerizes the mentioned ARP system (Vandaele et 

al. 2000).  The output of the ARP system was essential to improve detailed scheduling of the job 

shop.  At the moment, the metal working company is implementing our workload based version 

of the POLCA control system with a view to improve job shop control and make job shop 
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scheduling redundant.  In this section we place the POLCA control system within the existing 

framework at the company. 

We first describe the production environment.  The production process of power shift trans-

missions is roughly a four-step process.  First, raw steel parts are processed in the soft steel shop.  

Second, the steel parts are hardened through a heat-treatment.  Third, the hardened parts are 

processed in the hard steel shop.  Finally, the steel parts are assembled into housings that are 

shipped from another production unit.  The workstations of the steel shops contain one or more 

machines.  Initially, the workstations were arranged in a job shop layout.  Currently, job shop 

layout and cellular layout are alternating.  The material handling at the steel shops is fully auto-

mated.  First, all workstations of the steel shops are arranged around two high-stacker cranes.  

Second, the steel shops are equipped with an ‘Automatic Storage and Retrieval System’ which 

stores the work-in-process and is accessible from the assembly lines.  Third, an ‘Automotive 

Guided Vehicle’ moves the parts from the soft steel shop to heat-treatment and brings them back 

to the hard steel shop. 

Secondly, the production planning and scheduling procedure can be described as follows.  

Producing a wide variety of highly customized products Spicer Off-Highway Products Division 

Bruges opted for an assemble-to-order environment.  The company starts the production plan-

ning with a forecasting process to estimate the component requirements.  Every four weeks, the 

demand for final products and spare parts for the next 48 weeks are forecasted taking into ac-

count the received orders, customer forecasts, the economic outlook and business cycles.  The 

process provides a sales plan for final products in which 10% has to be delivered a particular 

day, 50% a particular week and 40% a particular month.  Further, a load leveling process trans-

forms the sales plan into a master production schedule (MPS).  After two weeks, this MPS is ad-

justed for significant deviations.  Elaborating the MPS by using the bill of materials, demand for 

spare parts, stock data… yields the requirements for components for the next 48 weeks. 

Taking into account the demand for components, the available resources, the calendar, the 

bill of materials and the production routings for the next 16 weeks, I-CLIPS provides weekly for 

each component the optimal lot size and the corresponding lead time distribution.  The user inter-

face of I-CLIPS can be found in Vandaele and Lambrecht (2003).  The output of I-CLIPS, ad-

justed weekly to the daily changes of the MPS, is used to group component requirements into a 

number of production orders of which the number of units approach the target manufacturing lot 
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size.  For some components the requirements for several weeks are grouped into a production 

order.  Because Spicer Off-Highway Products Division Bruges opted for pooled safety time in 

the steel shops and heat treatment department, cf. the top part of Figure 2, equation (8) and (9), 

the I-CLIPS output and the postulation of a lognormal distribution are sufficient to set the release 

authorization of a production order on the first workstation of its routing.  Once this release au-

thorization has been crossed, the production order is authorized on all workstations. 

The assembly lines are controlled by final assembly schedules.  On a daily basis, a linear and 

mixed integer programming solver optimizes the sequence of operations at each assembly line 

for the next 20 days considering the master production schedule, the availability of resources, the 

availability of components and the priorities.  Intended to gear the component production and 

final assembly to one other, the company implemented a queue management system.  With a 

view to timely delivery at the assembly lines, reduce setups… the system adjusts daily the se-

quence of the jobs in the queue of the workstations of the steel shops and heat treatment depart-

ment.  In fact, group leaders responsible for a number of workstations and having all required 

information at their disposal, are ordering the production orders in the queue of their worksta-

tions by applying some priority rules and going along with unforeseen conditions. 

Finally, we place the POLCA control system within the current framework.  Spicer Off-

Highway Products Division Bruges is implementing the POLCA control system in the steel 

shops and heat treatment department to support the queue management system by considering 

the real time available capacity downstream.  All requirements to implement the POLCA control 

system are fulfilled.  First, at each workstation a display produces the output of the queue man-

agement system, an ordered list of production orders in the queue of the workstation.  With 

pooled safety time, every production order released on the shop floor is authorized.  Second, I-

CLIPS provides the data required to calculate the allowed workload for each loop.  Currently, the 

calculations described in Section 3 are executed in Microsoft Access.  After testing and refining 

the application, the allowed workload for each loop will be calculated weekly by a procedure in 

the AS/400 system of the company. 

To illustrate the real-life implementation we discuss the input and output of the Microsoft 

Access application.  At the time of writing this paper, the company was producing 583 different 

components requiring 3,967 operations on 123 different workstations.  We discerned 343 

POLCA loops.  The input of the database encloses 5 tables linked to I-CLIPS output files.  In 
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Figure 3 the demand table shows that the component with I-CLIPS identification 580 faces an 

average order quantity of 42 units.  The average inter arrival time is 14 days with a squared coef-

ficient of variation of 0.5.  The manufacturing process of the component consists of 7 operations 

and the optimal manufacturing lot size calculated by I-CLIPS is 255 units.  The available capac-

ity is visualized in Figure 4.  There is one workstation with I-CLIPS identification 115, or Dana 

identification 99W03, which has an availability of 66.5% on the ‘24/7’ time scale.  This percent-

age summarizes the overall availability of the workstation.  It contains shift patterns, calendar 

information, downtime, breaks, meetings… 

      

     Figure 3:  Input Demand    Figure 4:  Input Resources 

The table depicted in Figure 5 reveals the routing of the components.  The 7th operation on com-

ponent 580 consists of operation 132 and is performed by the workstation with I-CLIPS identifi-

cation 75.  Process- and setup times are recorded in Figure 6.  To manufacture 1 component 580, 

operation 132 performed by workstation 75 takes on average 0.07 hours with a variance of 

0.0002 squared hours.  The average setup time of this operation is 4 hours with a variance of 

0.25 squared hours.  Only the required percentile of the probability distribution of the waiting 

time is yet missing.  Spicer Off-Highway products Division Bruges opted for the 85-percentile.  

Using the average waiting times and variances calculated by I-CLIPS and postulating lognormal 

distributions, a spreadsheet calculates the required percentile for each workstation.  In Figure 7, 

we find that the workstation with Dana identification 08892, or I-CLIPS identification 12, knows 

an average waiting time of 14.36 hours with a variance of 694.1 squared hours and an 85-

percentile of 24.2 hours. 
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     Figure 5:  Input Routings   Figure 6:  Input Process- and Setup Times 

Using these linked tables and some queries, the Process- and Setup Times table, see Figure 6, is 

extended with a NextOper column and a NextMach column, showing the I-CLIPS identification 

of the next operation and next workstation.  Finally, some queries calculate the allowed workload 

on each loop.  In Figure 8 we find that the allowed workload on the loop joining workstation 

04X15 to workstation 05374 comes to 97.8 hours. 

       

Figure 7:  Input Waiting Times   Figure 8:  Output E-POLCA 

To simplify the application, all tables, queries, macros… are hidden with the exception of 1 form 

containing 7 buttons.  Clicking the first 4 buttons reproduces the Demand table (see Figure 3), 

the Resource table (see Figure 4), the Routings table (extended Process- and Setup Times table) 

and the Waiting Time table (see Figure 7).  The fifth button refreshes the input, the sixth button 

reproduces the output of the application (see Figure 8) and the last button closes the program. 

At each workstation, the output of the E-POLCA control system will be coloured-wise visu-

alized on a networked pc.  Figure 9 shows a black and white version of one of the screens help-
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ing workstation 04X15 to select the next production order.  We retrieved information about the 

04X15/05374 loop.  At the left side, we find the output of the queue management system for 

workstation 04X15 with some routing information.  The first production order comes from work-

station 90600 and will go to workstation 05374 after workstation 04X15 finishes operations.  Be-

sides, we find the sum of the setup- and process times on these workstations.  At the right side, 

we find the same information for the second workstation of the loop we are interested in.  All 

relevant information about the selected loop is highlighted in grey.  At the bottom we recover the 

allowed workload on the loop, the workload currently on the loop and the difference between 

these amounts. The allowed workload on the 04X15/05374 loop is 97.8 hours (see also Figure 8), 

the workload currently on the loop is 74.1 hours and as a result the free capacity comes to 23.7 

hours.  Because the available capacity (23.7 hours) minus the workload of the first three 

04X15/05374 production orders (22 hours) is still positive, workstation 04X15 is allowed to start 

the first four 04X15/05374 production orders.  In Figure 9, the green colour is replaced by a bold 

font style.  Obvious, workstation 04X15 may retrieve similar information for other loops. 

 

Figure 9:  E-POLCA Display 

We conclude this section with some additional remarks, which are of less importance for the 

theory, but which are relevant in practice and became prevalent during the implementation.  
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First, the company is creating a procedure to ensure the continuation of the overlapping loops of 

cards when production routings leave the shop floor.  Second, it was decided that a production 

order may leave the mapped production routing when another machine, with free capacity, can 

finish the operation sooner.  A procedure to bring the production order back on routing was im-

plemented.  Third, when started production orders are deferred because of changed customer re-

quirements, adjusted priorities… the concerning workload should be removed from the loops.  

Fourth, a temporarily wild card can be introduced if a manufacturing order is taken aside for 

some reason (e.g. quality problem); otherwise the card would never return.  If the problem is 

solved, the wild card should be removed again at the earliest opportunity.  Finally, small amounts 

of scrap are set off by safety margins in the sales program.  Rework is executed immediately or 

planned in a next production order. 

6.  Conclusions 
In this paper we proposed a supporting framework for the new material control system Paired-

cell Overlapping Loops of Cards with Authorization (POLCA).  We recommended Advanced 

Resources Planning (ARP), a high-level tuning and planning tool recognizing the stochastic na-

ture of manufacturing systems, to determine the release authorizations and the allowed workload 

in each loop.  We worked out the required computations and reported on our experiences in a 

metal shop which is implementing a load based version of the POLCA control system.  Our ef-

forts resulted in a system that manages the required material flows through the available re-

sources which have the highest probability of being available.  Our experiences in Spicer Off-

Highway Products Division Bruges lead us to believe that the approach will be valuable for in-

dustrial practice.  Further research should yield the optimal allocation of safety time and evaluate 

the performance of our approach. 
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