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ABSTRACT

Tracking multiple targets in an energy efficient way isimportant challenge in wireless
sensor networks (WSNs). While most of the prior work consider trgakiultiple targets as
execution of single target tracking algorithms multiple 8mend utilize only single
parameters for efficient energy consumption, we identify multgdeameters that can
influence the energy efficiency of sensors in the WSN. We wvbdbiat there are several
impacting parameters that can affect the energy efficiehtlye sensors in the WSN which
are: the relative location of the sensor with respect toatgetfts motion, multiple targets
tracked by the sensor, and the remaining energy in the sensor.ifipaeting parameters
are used to decide the tracking state of the sensors andrfuwth observations reveal the
implications of combining these parameters and we identify that dptimal energy
consumption is governed by their usage in particular network conditionsd Bas these
observations we proceed to propose our Adaptive Multi-Target Tra¢RkMdT) algorithm
that can identify the local network conditions for individual sensors strilolited
environment without any centralized co-ordination, and uses required raiohi of
impacting parameters to achieve energy efficiency.
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Chapter 1

Introduction

Wireless Sensor Networks (WSNSs) are being used increasinghck targets
in battlefields, wildlife or habitat monitoring, and monitoring of hdpais chemicals
while they are in transit. When the sensors have targets within densing range, the
sensors collect target signatures and relay them back toatiee dbation. At the base
stations, target signatures from all the sensors are callaot processed to identify the
next location the target might move to. Because of the nature afydeg@ht environment
involved, these sensors cannot have a fixed or permanent source of pdwenae, are
equipped with batteries to run on. While this increases the sen&wsatility, it also
introduces energy limitations. This problem can be alleviated hygutie sensors
responsibly, i.e. the sensors are scheduled to operate in differaatiampE modes

depending on local network conditions to save their energy.

The targets typically move about in the environment, and might movéo cdf
location in the WSN which is not monitored by desired number of serisarenditions
like these it is attractive to have mobility capability amdmg sensors. Recent advances
in the field have made it possible to have mobility capability antbagsensor nodes.
Even then, such mobile sensors tend to be costly and having a combinationlefandbi
static sensors reduces the deployment cost. We define such awitSheterogeneous
mix of static and mobile sensors to be a Heterogeneous WSN. iMabiBensors is still

an expensive activity in terms of energy, and thus it becompsriamt to decide
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carefully which mobile sensors should be moved to track targets kdelging in mind

the future requirements of the WSN.

1.1 Problem Statement

In many practical scenarios, there are multiple targetseiretvironment which
have to be tracked by at leassensorsri(> 1) for better accuracy in target localization by
corroborating the results. One of the well-known instance is the use=08 in the
trilateration method used for target localization. The regh@fensors that cannot sense
any target within their range should not be kept on. We consider diffeperating
modes for sensors in form of SLEEP, READY, ON and MOVE to #Hasie energy. The
goal of this work is to determine the operational status of individeasors based on

their local environment to optimize the overall energy consumption.

1.2 Components of Wireless Sensor Networks

A typical Wireless Sensor Network is shown in Figure 1.1. Theethiistinct
elements that make up of most Sensor Networks are: Basen@&gtSensor Nodes and

Targets



Base Station

Targets

I

Sensors

Surveillance
Region

Figure 1.1: A basic Sensor Network composed of a Base Stationplsn@éensor Nodes

and multiple Targets.

The Sensor Nodes, often called just as Sensors are scatteved a uniform or non-
uniform Surveillance Region. These Sensors track the Targetsatbatvithin their
surveillance range and report the gathered data to the BegeSThe Targets could be
mobile and roaming in within the Surveillance Region in a known ordorarpattern. In
this work, we consider the targets to start at random locationfolbowd a linear path of

motion.



1.3 Characteristics of Wireless Sensor Networks

The wireless sensor networks have a distinct set of chasticerthat have a
huge impact on their functioning and capabilities. The major arezomdern is the
limited battery power of the sensor nodes. A naive way of usi@gvailable sensor
nodes can seriously reduce the efficiency of sensor networkdoging the lifetime and
can also affect the coverage of the surveillance region duririgetieme of the network.
Some of the sensors can be turned off to conserve their energge Tbdes are then
made available for future use and thus it helps in increaBmgétwork lifetime and
ensuring a better coverage of the network. The networks are redsacterized by low

bandwidths and the sensors lack high computation capabilities.

1.4 Our Approach to Target-Tracking in Heterogeneous WSNs

Most of the related studies until this point have considered multi-target trasking a
an extension of single target tracking algorithm multiple tirddso, to achieve energy
efficiency they use single or few parameters. Whereashawe identified a set of
parameters that can influence the energy efficiency of t&NW.ased on local
environment conditions around individual sensor in a distributed environment. These
impacting parameters include: the relative location of theosemgh respect to the
target’s motion, multiple targets tracked by the sensor, and thenieg energy in the
sensor. We carry out extensive simulations to observe their affecthe energy
efficiency of the WSN individually and in a combined manner. We eobstrat their
effectiveness is governed by the different network conditions.edBasn these

observations, we propose the Adaptive Multi-Target Tracking (AMTgorahm. This
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algorithm is capable of identifying the correct set of patarsdor individual sensor to
determine its tracking state based on its local network condiiiors distributed

environment which renders any centralized coordination unnecessary.

1.5 Outline

The rest of the thesis is sectored into four chapters. In Chaptez 2over the
other notable work done in this field along with their shortcomingsp€r 3 discusses
in detail about our approach to solve the above mentioned problem and exipains
algorithm developed using examples. In Chapter 4 we explain theasionuset up, the
results obtained and their interpretation. Chapter 5 deals witlotiodusions that can be

made from this study and the scope of further research is this area.



Chapter 2

Related Work

A lot of research has being carried out in the field of targeking using WSNSs.
Some of the significant works that deal with target trackimg[2}, [3], [4], [5] and [6].
Many recent works aim at exploiting network heterogeneityhi@ Wireless sensor
network by introducing both static and mobile sensors in the networ[8[7]9], [10],
[11]. In accordance with these works we introduce mobility in sontleeo$ensors in our
environment to facilitate better target tracking and focus on ngaktis activity as
energy efficient as possible. A new trend is also developing ingugame theory
approaches for solving and strategizing mobility problems of senstne WSNs [12],
[13], [14]. In [13] and [14], the sensors move actively to improve slawvei quality but

the power consumption of locomotion is not explicitly considered [12].

In this chapter we discuss some of the above mentioned works in Tdrisf.
involves the contributions of these approaches, their shortcomings and howmorur

helps in overcoming them.

In the work done by Xing, et al. [7], the authors explore efficieset of mobile
sensors to address limitations of static WSNs for targeictieh. Their proposed data-
fusion-based detection model allows static and mobile sensorslabarate in target

detection. They also propose an optimal sensor movement scheduling algtmrithm



minimize the total moving distance of sensors while achievingt afsspatiotemporal
performance requirements that include a high detection probalbaity system false
alarm rates and a bounded detection delay. While scheduling theirsstarsmoving to

a new location their complete focus is on minimizing the totahdee travelled by the
sensors. Because of this a node that lies in the path of tlet’dargption and that can
potentially track a target in near future is moved to a new tadlii's necessary to avoid
such scenarios. Our proposed algorithm specifically tries to amoidng a sensor that

can possibly track a target at later stage.

Chin, et al. [14], propose a coordinating protocol for sensors to collatsbyat
track targets in sensor networks. The sensors form a cohort oppochllyigt limit the
target’s degree of freedom in escaping detection. They alsionine the overlap in the
spatial coverage of this cohort’'s members. Though this techniquiedsive, it fails to
extend to a heterogeneous type of sensor network. Having all sevidformobility can
be expensive and a heterogeneous model can solve that problem. Algththe il to
consider the cost of these operations in terms of energy consumedisvhit important

factor in such networks.

In the work done by Abdelkader, et al. [2], a multi-target tragkramework is
proposed which is based on use of Voronoi tessellations. Two mobility snadel
proposed to control the coverage degree according to target pre2endee|r goal is to
allow the detection of targets using multiple sensors and to discesendant sensors.
Their approach helps them in determining the locations where timlplity of the

occurrence of target is more as compared to rest of the drep.also propose a way to



discover redundancies in the network to improve the cost effectivendbe overall
wireless sensor network. Simulations carried out by them devam of their approach.
The main drawback of this study is that it does not extend topteutairgets and it fails
to consider a very important criterion while carrying out semsotion — the battery
power. It is essential to consider this factor while moving sersecause it consumes a

lot of battery power and can lead to leaving the sensors in a depleted energy stat

Kim, Mechitov, et al. [3], study the feasibility in using bingmoximity sensors
for tracking targets. They propose a system in which the sengput is used estimate
individual positions in the path of the target in the near past and filme that gives an
estimate that best fits the path points. This is in turn uséddmut the current location
of the target. Though the approach used is novel and effectiginfyle target tracking,
the main drawback of this work is its inability to track multipdegets. The ability to
track multiple targets by a single sensor goes a long wdkenrefficient use of the
network resources and helps to a great extent in increasing therkdifetime and

robustness.

In [5], the authors propose two sleep-awake protocols that help iavaahia
high quality of surveillance and reducing the overall power consumptiothe
components of the network. They also suggest a set of pointers tergfficleploy
sensors in target tracking applications. Their approach of havehngensors operate in
different working modes is exploited by us in deciding on which noded tee be in
ready state to track a target. Again, the major drawbacki®fstudy is that it does not

take into consideration target tracking for multiple targets.



In our study we try to solve the problem of multiple targetskingcin WSNs
considering significant factors like using multiple sensorsackta single target, using a
single sensor node to track multiple targets if possible arttliglin a setting where the
targets and some of the sensors are mobile in nature. The pamathet are used in
deciding which sensor nodes to turn on, which sensor nodes to turn off, whgdr se
nodes to be kept in ready state and which ready state sendmesntoved to watch
sensors are: the number of targets the sensor can watch, dtienlaxf the sensor with
respect to the path of motion of the target, the battery powideasensor node and the
number of targets the ready state sensor node can watéh maved. The sensors have
to dynamically decide which set of parameters are to be used depending aeititdior
network densities so that optimal performance is obtained in terseneing and saving
the battery power.

In the next chapter we discuss the approach formulated bydesaith and explain

the algorithm developed using examples.



Chapter 3

Proposed Multi-Target Tracking System

In this chapter we explain the approach designed by us to solveadtilemrof
tracking multiple mobile targets in wireless sensor networkdtep wise manner we will
cover the problem that needs to be addressed, the environment ¢basider for the
system, the significant factors that contribute in decision making, thethigave design
to solve the problem and a set of examples to help understand thengvofkihe

algorithm.

3.1 Problem Definition

In this section we formulate the target tracking problem thatedress in the

wireless sensor networks. Also we explain why it is necessary to atlisessue.

Our goal is to decide which sensor nodes should be turned ON to ttakeg
which should be kept READY and which ones should be turned off. In case thernumbe
of sensors tracking a target is less than the minimum requaled, we need to decide
which mobile sensors from a READY pool of sensors should be moved in¢h the
target. These cases need to be addressed in a distributad syséensor nodes in a

prioritized as well as a weighted model for deciding factors.

Multiple target tracking is an important aspect of WSNs atitkeifabove problem
is not tackled in an intelligent way, it can lead to a redugstés performance in terms

of its lifetime as well as the coverage offered. Proper schegoli sensor nodes and
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correct movement of sensor nodes to track multiple targets can imehttaining
efficiency in the battery consumption of the sensor nodes. Thisnidelps in increasing
the overall system performance by increasing the lifetiméhefsensor network and

offering a better coverage.

In the next section we discuss the environment that we considtef wireless
sensor network system. It is important to understand the environménbas some

unique conditions which the proposed algorithm exploits to offer an efficient solution.

3.2 System Environment

In this section we list the various components of the system and the enirefet

the system environment.

The wireless sensor network has a defined area and the set ofsseii
mobility heterogeneity are randomly scattered within this atethe beginning of the
network lifetime. The targets are mobile in nature and keep mowroyghout the
lifetime of the network and need to be tracked by a minimum nuaflsmsor nodes till
they are within the boundaries of the wireless sensor networkhéltargets have an
uncorrelated movement pattern i.e. the targets are randomlyredafted they have
different directions of motion. The mobile sensors move to the ezuiew position
only when they are elected to move to track target(s). The sersobe elected to move
or it might make the decision itself based on the nature of gtersyi.e. weather it is a

centralized system or a distributed one. The sensors can laekmiode and turned ON
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if the target(s) are within their sensing range. If thgdhrs outside their sensing range,

but within a certain distance, the sensors can be in READY mode for thatdarget(

In the next section we discuss which factors play an importéatim deciding
which sensors nodes should be turned ON or OFF and if needed, which sensor node

should be moved to track the target(s).

3.3 Significant factors in ON/OFF/MOVE decision making

In this section we discuss the factors that help us in decrdiich nodes should
be turned ON to track particular target(s), the nodes that toeleel turned OFF, which
should be kept READY and in case if needed which mobile sensorstli@iREADY

pool should be moved and turned ON to track the target(s).

The first criteria in deciding which sensor nodes should be turnedsQhe
number of targets that the particular sensor node can tragkéd ON. If a sensor node
can track multiple targets then some other redundant sensors nodestoaned off and
their power can be conserved for use at some later time dberigetime of the sensor

network.

Next in line is the position of the sensor with respect to the menewwf the
target. It is more useful to keep those sensor nodes turned ON thahbavaximum
proximity to the path of the motion of the target as these nuatestill be useful in near
future when the target moves. In case of sensor nodes that dom'tthe path of the

motion of the target, the target might move out of their sensirggramnear future and
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hence they should have a lower priority over those sensor nodee ihatle path of the

motion of the targets.

Lastly, the nodes with higher battery power get preference tbeenodes with
lower battery power. Choosing the nodes with higher battery powaer help in
maximizing the time that the minimum number of required nodes should watch the target.
If some node looses all its battery power then the target neddsallocated with a new

set of sensor nodes to track it.

While deciding on which mobile nodes to MOVE to watch a targe¢éded, the
same set of parameters that are mentioned above are usemhlyldifference is that for
moving, the sensor nodes that do not lie in the path of motion of the tagjetre in
READY state for that target are given a higher prefereves those sensors that lie in

the path of the motion of the target and are in READY state for that target.

In the following two sections we describe the algorithms for déetralized

system and the distributed system

3.4 Algorithm for a centralized system

In this section we describe the algorithm for the Centralizgerieal Mobile Target

Tracking System.

Input: Set of Sensor Nodes and Targets randomly located in the Surveillance Region.

Output: Sensor Nodes to be turned ON and for which Target(s), Seodes b be

turned OFF and Sensor Nodes that needs to be MOVED and for which Target(s).
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Stepl: Sensor Nodes are randomly scattered in the Surveillance Region.

Step 2: Base Station gathers information on which Sensors can tnaxtk Targets,
which Sensors can be ready for which Targets, the location obiSeiik respect to
Target’'s path of motion, the battery power of the Sensors andcbeasponding

Sensor ID.

Step 3: The Base Station sorts this information in the descendieg of triplets —
Number of Targets the Sensor can watch, the location of the SensiveaBdlttery

power of the Sensor or combines them by assigned weights

Step 4: For each Target, if there are more than or equal t@ersoss in a position to
track it the Base Station picks the ‘n’ best Sensors to turn Qidbto criteria
mentioned above. All the Sensors in position to be in ready mode ftartiet are
turned to READY. Rest all other Sensors are turned OFF. Heie the minimum
number of Sensor that should watch the target at any givenatichén’ is greater

than one.

Step 5: For each Target where ‘n’ Sensors are not availattadk it, selects the
deficit number of Sensors from that particular Target's REAddate Sensor pool.
Decision is made in a made based on maximum Targets the Samstrack if
moved, least proximity to the path of motion of Target and highestrypattsver

available.

Step 6: GOTO Step 2 for next iteration when the Targets move.

14



3.5 Adaptive Multi-Target Tracking Algorithm (AMTT)

In this section we describe the proposed Adaptive Multi-Targetkimg Algorithm

(AMTT) using pseudo code.

Input: Set of Sensor Nodes and Targets randomly located in the Surveillance Region.

Output: Sensor Nodes to be turned ON and for which Target(s), Seodes b be
turned OFF, Sensor Nodes to be kept READY and Sensor Nodes that ovdseds t

MOVED and for which Target(s).

For each sensor(i)

TargetDistance=sqrt((sensor(i).x-target(j).x)*(sensor(i)rgetj).x) + (sensor(i).y-

target(j).y)*(sensor(i).y-target(j).y))

Check Number of Neighbors

if below Threshold

sensor(i) acts in sparse network mode

else sensor(i) acts in dense network mode

if TargetDistance<=SurveillanceRange

sensor(i) can track target

else if TargetDistance<=ReadyRange

sensor(i) turns READY
15



else sensor(i) turns OFF

if sensor(i) can track target j

get info of each sensor that can track target |

[((WeightPriority(k)*sensor(k).w)/5)+(DirectionPriority(k)*(Seas/ector(k)*
TargetVector(j)*cos((target(j).angle-sensor(k).angle)YabasorVector(k)-

TargetVector()))))+((PowerPriority(k)*sensor(k).p)/100) k]

if sensor(i) in top ‘n’

sensor(i) turns ON

else sensor(i) turns READY

if sensor(i) READY and MOBILE

if Target tracked by < n sensors

get info from each sensor that is READY and MOBILE

[((WeightPriority(l)*sensor(l).rw)/5) (DirectionPriority(l)*sensorVectorLength(l)*
TargetVectorLength(j)  *cos((target(j).angle-sensor(l).ahhbs(SensorVector(l)-

TargetVector()))))+((PowerPriority(l)*sensor(l).p)/100) 1]

if sensor(i) in top ‘m’ sensors

16



sensor(i) MOVES and turns ON

3.6 Examples

In this section we explain some examples that help in understaheipgaposed

approach to solve the multi target tracking problem in wireless sensor networks.

Base Station

Targets
—|i
All Sensors ' I
\ ]

Turned ON

Figure 3.1: A naive target tracking system in which all the Sensors are ON

Figure 3.1 represents a very naive approach to tracking multiplestargetVSN.
Here all the Sensors are turned ON to track the targetpéttve of weather they can
track a target or not. This approach leads to a reduced systemm@er€e as the network

lifetime is reduced. This occurs because the Sensors keep |basiagy power even if

they are not tracking a target.
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Hence the next step is to determine the sensor nodes thahdathi target and
turn them ON, determine the sensor nodes that can be in REAIDE astd if the sensor

nodes do not satisfy this condition, we turn them OFF.

Base Station

: ¢
Sensors. 2

ON

Sensors|
OFF

Sensors
READY

Figure 3.2: Intermediate step of Sensor allocation

In Figure 3.2 we can see that the sensors that can track a target ar€iNrrike
sensors that can be in READY state are turned READY andofase NODES are
turned OFF. This helps us in saving the power of the sensor nodesf Hagh target
needs to be tracked by three sensors at any given time,n@bsarve that Target 1 is
being tracked by exactly three sensors. Target 2 is beitkgtidy only one sensor but it
has sensors that are in READY state for it. Hence we mas®efor Target 2 from its

READY pool considering the criteria mentioned in the above algorithrmade of Target

18



3, there are more sensors turned ON than what is required. Henceed to pick the
three best sensors based on criteria above and turn OFF the tlestofTarget 4 has
only two sensors tracking it so we move in one sensor from its READ

pool.

Sensor
Turned OFF Base Station

N L
Sensors _ J

ON

Sensors
OFF

Sensors '
READY

> Sensors
Sensor MOVED MOVED

Figure 3.3: Final stage of Sensor allocation

In Figure 3.3 it can be observed that once we implement our algoniibre

unnecessary Sensors can be turned OFF and better coverage can be obtained.

In the next chapter we discuss the Simulation set up and inténgreesults

obtained from the simulation.

19



Chapter 4

Simulation Setup and Results

In this chapter we discuss the simulation setup in details andveeptovide the
interpretation of the results obtained from them.

All the simulations are carried out in Matlab Version 7.5.0. The n&tigasf 100
* 100 square units in area. The number of sensors is varied forto 800 with
increments of 25. If a sensor can contact 3 or more neighbor sengquescdives the
network as dense network or else it perceives it as a sparsenetaaek. The number of
targets is 5. All the targets start at a random location W88l and have no correlation
in their movement patterns. The WSNs heterogeneity is set atTii%means that 75%
of the sensor nodes can be mobile. Depending on weather it is a dets®ma sparse
mode network, the sensors exchange the following information with teeghbor
sensors: maximum number of targets the sensor can track, sémsatien and its
remaining battery power.

For comparison purposes, we consider a Base Line Algorithm. This LBase
Algorithm also consists of a distributed system approach wheretagget is tracked by
n sensors. The main difference from our proposed algorithm is that raseiosors
choose to track the targets. In case n sensors are not availatdekidhe targets, the
required numbers of mobile READY sensors move in to track the saiget random
fashion.

20



In the following sections we will explain how the optimal combovas of
impacting parameters are recognized and used in the AMTT depeondi the local
network conditions of the sensor.

4.1 Impact of Basic Parameters

2.2 .
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Figure 4.1: Evaluating Basic Parameters

In this section we explore the impact of individual parameters omggne
efficiency of the WSN. In Figure 4.1 it can be observed thatgusnly Remaining
Energy as impacting parameter leads to worst performante&rms of overall energy
savings. Multiple-targets tracked by sensor gives an improwddrpence in the mid to
high sensor densities. The parameter Relative Location of Senisto t@rgets motion
performs best individually. However the factor Remaining Eneagyot be ignored as it
is an important factor in improving the network lifetime espéciat low network

densities as can be seen from Figure 4.2.
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Figure 4.2: Evaluating Basic Parameters for Lifetime
4.2 Impact of Combining the Parameters

We have observed that combining the impacting parameters is usdfuhe
performance actually improves in terms of energy savings. Evedoesn’t improve, it

is at least as good as the individual parameter that performs the best.
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Figure 4.3: Combining Relative Location & Multi-Targets Tracked

From Figure 4.3 it can be seen that combining Relative LocatiorMaittiple-
targets tracked by sensor gives optimal performance in mid torfegvork densities.
From Figure 4.4 it can be seen that Relative Location and Remdtmargy gives

optimal performance in low to mid network densities.
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Figure 4.4: Combining Relative Location and Remaining Energy
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Figure 4.5: Combining Remaining Energy and Multi Targets Tracked
4.3 Required Parameters for AMTT
In this section we identify the combination of parameteas #ne most effective

in minimizing energy consumption based on specific network conditions. Frgune
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4.6 it can be seen that Relative location and Remaining Energymdiferbest for low
to mid network densities and Relative Location and Multiple-targatked by sensor
performs the best for mid to high network densities. So to achieveabgigrformance

across all network densities, we have to bridge this transition.
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Figure 4.6: Required Parameter Combinations

So while designing the AMTT algorithm, the intuition is to have the sensors select
their set of impacting parameters based on local network comslitT he sensors choose
their operational mode — either dense or sparse based on the numéghbbr sensors
they can contact. In a sparse mode, AMTT chooses Relative lo@attrRemaining
Energy and in a dense mode AMTT chooses Relative Location and Muddipglets
tracked by sensor. As can be seen from Figure 4.7, AMMTewehi its desired

performance pattern.
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4.4 Evaluating AMTT's performance
In this section we compare the performance of AMTT with theeBhine
Algorithm and find that the proposed AMTT algorithm has significardrgy savings

and longer lifetime as compared to the Base Line Algorithm.
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From Figure 4.8 it can be seen that the AMTT performs better Wamilla
System significantly. Also as the execution time increasesperformance of AMTT

gets comparatively better.
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From Figure 4.9 it can be observed that the AMTT has a bettgonkelifetime
as compared to the Vanilla System. The definition that we consideetwork lifetime
is as follows: It is the first instance from start timéen any of the targets is not
monitored byn sensors. There are various definitions for network lifetimehim t
reviewed literature but our consideration for the above definitibasged on the need for
the target to be at least tracked during the lifetime of the network.

4.5 Analysis of Results

In this section we analyze the obtained results and explamsifaificance. The
first parameter that we consider is the max number of atlgat a sensor can track. This
parameter helps in using same sensor to track multiple tanggteeduces the number of
sensors that are ON. When this factor is used to MOVE sertBeyscan be moved to
track multiple targets at the same time. It works best in WSNs withdeigsor density.

The next parameter that we consider is the location of sendorregpect to
targets motion. In this sensor closest to the path of targegdu®N. This reduces the
overhead of turning sensors ON/OFF as the sensor that liestrtegpash of motion of
target can track it for longest duration. While moving a READiYsee to track a target,
READY sensor farthest to the path of target is MOVED &xKra target. This helps
avoid moving potential READY sensors that can track target urdufThis parameter
works best in WSNs with low sensor density.

Finally using sensors with maximum energy helps avoid the usaganoé
sensors throughout the lifetime of the network. Using the same sersotead to a set

of sensors that are very much depleted in energy.
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CHAPTER 5

Conclusions and Future Work

In this chapter we discuss the conclusions we draw form thissthedi discuss
the scope for future work in this area.

In this thesis we have proposed an energy efficient algorithimack multiple
targets in a heterogeneous wireless sensor network. We idietitlifferent factors that
affect the performance and energy consumptions in WSNs based aentifietwork
conditions like its density and the presence of multiple targetsseTfaetors are the
Multiple-targets tracked by the sensor which is significant gin metwork densities, the
Remaining Energy in the sensor which is significant in the loworktdensities and the
Relative Location of the sensor which is significant acrossetivork densities. Also the
combination of these parameters can give us better performaicatdeast as good as
the best performing individual parameter. The proposed AMTT ahgoritan identify
the optimal combination of impacting parameters based on the Idearkeconditions
of the sensor and result in significant energy savings and longer networkdifeti

For future work we plan to include existing predictions models fayetar
movement in our algorithm and have more realistic constraints onrsensvements.
We plan to explore more thorough metrics to identify the correetanktthreshold and
find the optimal percentage of sensor heterogeneity required.tddsproposed AMTT
algorithm can then be compared with some existing target trasksigms that have

been evaluated for metrics similar to our consideration.
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