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#### Abstract

In the present paper, we give sufficient conditions for an ordering of De Pril approximations of the distribution of the number of claims in an insurance portfolio of independent policies. Possible extensions are discussed, both for the De Pril approximation and the Kornya approximation. A numerical example is given.


## 1 Introduction

De Pril (1986) introduced a method for recursive evaluation of the aggregate claims distribution in the individual life model with independent policies with non-negative integer-valued sums assured. As this method was rather timeconsuming, Vandebroek \& De Pril (1988) and De Pril (1988) introduced an approximation by including the $r$ first terms in some summations. De Pril (1988) deduced an error bound for this approximation; we call $r$ the order of the approximation. The approximation and the error bound were extended to non-degenerate claim amount distributions on the non-negative integers by De Pril (1989).

The Kornya approximation is proportional to the De Pril approximation with proportionality factor chosen such that the approximation of the probability function sums to one like an exact probability function. This approximation was introduced by Kornya (1983) for the individual life model
with independent policies with non-negative integer-valued sums assured and extended to non-degenerate claim amount distributions on the non-negative integers by Hipp (1986); both these authors deduced error bounds.

Dhaene \& De Pril (1994) unified the deduction of the approximations of De Pril and Kornya, as well as an approximation introduced by Hipp (1996), and error bounds for these approximations.

For probability distributions on the non-negative integers with a positive mass at zero, Sundt (1995) named a central transform in the recursions of De Pril (1986) the De Pril transform. Dhaene \& Sundt (1998) extended the definition of the De Pril transform to functions on the non-negative integers with a positive mass at zero and discussed approximations within this framework.

Sundt (2002) and Sundt \& Vernic (2009) give surveys of the theory of recursions for aggregate claims distributions. Dhaene et al. (2006) and Sundt \& Vernic (2006) compare recursions for aggregate claims distributions within an individual setting.

Numerical examples presented by Vandebroek \& De Pril (1988) and Sundt \& Vernic (2009) seem to indicate that for the cumulative distribution, for $r=1,2, \ldots$, the De Pril approximation of order $2 r-1$ is decreasing in $r$, whereas the approximation of order $2 r$ is increasing in $r$. For the Kornya approximation, the situation seems to be the opposite, the approximation of order $2 r-1$ increasing in $r$ and the approximation of order $2 r$ decreasing in $r$.

For the Kornya approximation in the individual life model, Kornya (1983) gave conditions for this property. However, in published discussions to that paper, David C. McIntosh and Donald P. Minassian pointed out an error in the proof. The latter discussant gave counterexamples.

The purpose of the present paper is to give sufficient conditions for the ordering property of the De Pril approximation to hold for the distribution of the number of policies with claims. In themselves, these results are perhaps not too interesting as in this simple case it would not be that complicated to evaluate the exact distribution, but we hope that the results can be stepstones to more general results. When each policy can have at most one claim, the distribution of the number of policies with claims can be interpreted as the claim number distribution, that is, an aggregate claims distribution with all claim amount distributions concentrated in one.

In Section 2, we introduce some notation that we shall apply in this paper. As the De Pril transform will be a central tool in our deductions, we define it and recapitulate some of its properties in Section 3. Section 4 is devoted to the relation between De Pril transforms and generating functions. In Section 5. we introduce the approximations of De Pril and Kornya. The core of our
paper is Section 6. That is where we prove the inequalities. In Section 7, we discuss some possible extensions, both for the De Pril approximation and the Kornya approximation. Finally, in Section 8, we present a numerical example based on a dataset introduced by Gerber (1979). This dataset has also been applied for numerical examples by Jewell \& Sundt (1981), Chan (1984), Sundt (1985), Hipp (1986), Vandebroek \& De Pril (1988), Kuon et al. (1993), Dhaene \& Goovaerts (1997), and Sundt \& Vernic (2009).

For proofs of the results in Sections 3 and 5, see e.g. Sundt \& Vernic (2009).

## 2 Notation and conventions

In this paper, we shall study distributions on the non-negative integers. We denote the probability function by a lower-case letter, the cumulative distribution function by the corresponding capital, and the tail by a bar on that capital. Thus, if $f$ is a probability function on the non-negative integers, then

$$
F(x)=\sum_{y=0}^{x} f(y) ; \quad \bar{F}(x)=\sum_{y=x+1}^{\infty} f(y)=1-F(x) . \quad(x=0,1,2, \ldots)
$$

We use this notation also for approximations to distributions. These approximations do not necessarily sum to one, so that the identity

$$
\begin{equation*}
\sum_{y=x+1}^{\infty} f(y)=1-F(x) \quad(x=0,1,2, \ldots) \tag{1}
\end{equation*}
$$

does not necessarily hold. In Section 8, we shall discuss the orderings mentioned in Section 1 in connection with a numerical example. When displaying the cumulative distribution function and its approximations, it is difficult to see what is going on far out in tail as the values will be close to one. Hence, it is more informative to display the tail. When defining a tail by the second expression in (1), the orderings will be preserved with the inequalities the opposite way. However, the orderings will not necessarily be preserved with the first expression if the approximations sum to different values. Hence, for convenience, we define the tail of $F$ by $\bar{F}=1-F$. We introduce $F(\infty)=\lim _{x \uparrow \infty} F(x)$ and $\bar{F}(\infty)=\lim _{x \uparrow \infty} \bar{F}(x)$ under the assumption that these limits exist.

We shall to a large extent apply De Pril transforms. As these transforms are normally more convenient to apply on probability functions than
on cumulative distribution functions, we shall usually mean the probability function when referring to a distribution.

Let $\mathcal{P}_{0}$ denote the class of distributions on the non-negative integers with a positive mass at zero, $\mathcal{P}_{+}$the class of distributions on the non-negative integers, and $\mathcal{F}_{0}$ the class of functions on the non-negative integers with a positive mass at zero.

We denote a compound distribution with counting distribution $p$ and severity distribution $h$ by $p \vee h$. If $p \in \mathcal{P}_{0}$ and $h \in \mathcal{P}_{+}$, we have

$$
\begin{equation*}
(p \vee h)(x)=\sum_{n=0}^{x} p(n) h^{n *}(x) . \quad(x=0,1,2, \ldots) \tag{2}
\end{equation*}
$$

Thus, $p \vee h \in \mathcal{P}_{0}$. More generally, we apply (2) as definition of the compound function $p \vee h$ when $p \in \mathcal{F}_{0}$ and $h \in \mathcal{P}_{+}$; in that case, $p \vee h \in \mathcal{F}_{0}$.

A distribution $p \in \mathcal{P}_{0}$ is the Bernoulli distribution $\operatorname{Bern}(\pi)$ if it is given by

$$
\begin{equation*}
p(1)=1-p(0)=\pi . \quad(0<\pi<1) \tag{3}
\end{equation*}
$$

We introduce the indicator function $I$, that is, $I(A)=1$ if a condition $A$ is satisfied, and $I(A)=0$ if it is not satisfied.

For a function $f$ on the integers, we let $\Delta f(x)=f(x)-f(x-1)$ for all integers $x$. We have $f=\Delta F$.

We denote the generating function of a function $f$ on the non-negative integers by $\tau_{f}$, that is, $\tau_{f}(s)=\sum_{x=0}^{\infty} f(x) s^{x}$. When using generating functions, it is tacitly assumed that they exist.

If $x$ is a real number, then we let $[x]$ denote the largest integer less than or equal to $x$.

A summation $\sum_{j=a}^{b}$ is assumed to be equal to zero when $b<a$.
When giving a function an argument outside the range for which the function has been defined, we tacitly assume that the value of the function for that argument is equal to zero.

## 3 The De Pril transform

Inspired by De Pril (1989), Sundt (1995) defined the De Pril transform $\varphi_{f}$ of a distribution $f \in \mathcal{P}_{0}$ by the recursion

$$
\begin{equation*}
\varphi_{f}(x)=\frac{1}{f(0)}\left(x f(x)-\sum_{y=1}^{x-1} \varphi_{f}(y) f(x-y)\right) \quad(x=1,2, \ldots) \tag{4}
\end{equation*}
$$

and studied some of its properties. Allowing for approximations to distributions, Dhaene \& Sundt (1998) extended this definition to functions in $\mathcal{F}_{0}$ and studied the properties of the De Pril transform within that wider context.

As a distribution sums to one, the De Pril transform of a distribution in $\mathcal{P}_{0}$ determines the distribution uniquely, whereas the De Pril transform of a function in $\mathcal{F}_{0}$ determines the function only up to a multiplicative constant, that is, all functions in $\mathcal{F}_{0}$ proportional to that function have the same De Pril transform.

Solving (4) for $f(x)$ gives

$$
\begin{equation*}
f(x)=\frac{1}{x} \sum_{y=1}^{x} \varphi_{f}(y) f(x-y), \quad(x=1,2, \ldots) \tag{5}
\end{equation*}
$$

by which we can evaluate $f$ recursively if $f(0)$ is known.
It can be shown that if $f=*_{j=1}^{m} f_{j}$ with $f_{j} \in \mathcal{F}_{0}$ for $j=1,2, \ldots, m$, then

$$
\begin{equation*}
\varphi_{f}=\sum_{j=1}^{m} \varphi_{f_{j}} . \tag{6}
\end{equation*}
$$

Thus, we can evaluate $f$ by first evaluating each $\varphi_{f_{j}}$ recursively by (4), then $\varphi_{f}$ by (6), and, finally, $f$ recursively by (5). This is De Pril's first method.

If $f=p \vee h$ with $p \in \mathcal{F}_{0}$ and $h \in \mathcal{P}_{+}$, then

$$
\begin{equation*}
\varphi_{f}(x)=x \sum_{y=1}^{x} \frac{\varphi_{p}(y)}{y} h^{y *}(x) . \quad(x=1,2, \ldots) \tag{7}
\end{equation*}
$$

In particular, if $p$ is the Bernoulli distribution $\operatorname{Bern}(\pi)$ given by (3), then

$$
\begin{equation*}
\varphi_{p}(y)=-\left(\frac{\pi}{\pi-1}\right)^{y}, \quad(y=1,2, \ldots) \tag{8}
\end{equation*}
$$

so that

$$
\begin{equation*}
\varphi_{f}(x)=-x \sum_{y=1}^{x} \frac{1}{y}\left(\frac{\pi}{\pi-1}\right)^{y} h^{y *}(x) . \quad(x=1,2, \ldots) \tag{9}
\end{equation*}
$$

Any distribution $f \in \mathcal{P}_{0}$ can be expressed as a compound distribution with counting distribution being the Bernoulli distribution $\operatorname{Bern}(\pi)$ with $\pi=1-f(0)$ and severity distribution $h \in \mathcal{P}_{+}$given by $h(y)=f(y) / \pi$ for $y=1,2, \ldots$. Hence, instead of evaluating each $\varphi_{f_{j}}$ recursively by (4) in De Pril's first method, we can use (9). We then obtain De Pril's second method.

De Pril's first and second methods were presented by De Pril (1986) in the individual life model and extended to distributions in $\mathcal{P}_{0}$ by De Pril (1989).

For $f \in \mathcal{F}_{0}$, Dhaene et al. (1999) showed that

$$
\begin{equation*}
\varphi_{F}(x)=1+\varphi_{f}(x) . \quad(x=1,2, \ldots) \tag{10}
\end{equation*}
$$

Combining this with (5) gives the recursion

$$
\begin{equation*}
F(x)=\frac{1}{x} \sum_{y=1}^{x}\left(1+\varphi_{f}(y)\right) F(x-y), \quad(n=1,2, \ldots) \tag{11}
\end{equation*}
$$

from which we see that if $\varphi_{f} \geq-1$, then $F \geq 0$.

## 4 Generating functions

For $f \in \mathcal{F}_{0}$, we obtain from (5) that

$$
x f(x)=\sum_{y=1}^{x} \varphi_{f}(y) f(x-y) . \quad(x=0,1,2, \ldots)
$$

Multiplication by $s^{x}$ and summation over $x$ gives

$$
s \tau_{f}^{\prime}(s)=\tau_{\varphi_{f}}(s) \tau_{f}(s),
$$

that is,

$$
\frac{d}{d s} \ln \tau_{f}(s)=\frac{\tau_{\varphi_{f}}(s)}{s}=\sum_{x=1}^{\infty} \varphi_{f}(x) s^{x-1}
$$

By integration, we obtain

$$
\ln \tau_{f}(s)-\ln \tau_{f}(0)=\sum_{x=1}^{\infty} \frac{\varphi_{f}(x)}{x} s^{x},
$$

so that

$$
\tau_{f}(s)=f(0) \exp \left(\sum_{x=1}^{\infty} \frac{\varphi_{f}(x)}{x} s^{x}\right) .
$$

Letting $s=1$ gives

$$
\begin{equation*}
F(\infty)=\tau_{f}(1)=f(0) \exp \left(\sum_{x=1}^{\infty} \frac{\varphi_{f}(x)}{x}\right) \geq 0 \tag{12}
\end{equation*}
$$

At first glance, this seems to give the impression that $F(\infty)$ is positive for all functions $f \in \mathcal{F}_{0}$. However, we have made the convention that when applying generating functions, it is tacitly assumed that they exist. Hence, (12) indicates that $\sum_{x=1}^{\infty} \varphi_{f}(x) / x$ does not exist when $F(\infty)<0$.

Theorem 1. Let $p=*_{j=1}^{m} p_{j}$ and $f=*_{j=1}^{m}\left(p_{j} \vee h_{j}\right)$ with $h_{j} \in \mathcal{P}_{+}, p_{j} \in \mathcal{F}_{0}$, and $\sum_{n=1}^{\infty}\left|\varphi_{p_{j}}(n)\right| / n$ convergent for $j=1,2, \ldots, m$. Then $F(\infty)=P(\infty)$.

Proof. By application of (6) and (7),we obtain

$$
\begin{aligned}
& \sum_{x=1}^{\infty} \frac{\varphi_{f}(x)}{x}=\sum_{x=1}^{\infty} \frac{1}{x} \sum_{j=1}^{m} \varphi_{p_{j} \vee h_{j}}(x)=\sum_{x=1}^{\infty} \sum_{j=1}^{m} \sum_{y=1}^{x} \frac{\varphi_{p_{j}}(y)}{y} h_{j}^{y *}(x)= \\
& \sum_{y=1}^{\infty} \frac{1}{y} \sum_{j=1}^{m} \varphi_{p_{j}}(y) \sum_{x=y}^{\infty} h_{j}^{y *}(x)=\sum_{y=1}^{\infty} \frac{1}{y} \sum_{j=1}^{m} \varphi_{p_{j}}(y)=\sum_{y=1}^{\infty} \frac{\varphi_{p}(y)}{y} .
\end{aligned}
$$

Together with (12), this gives

$$
F(\infty)=f(0) \exp \left(\sum_{x=1}^{\infty} \frac{\varphi_{f}(x)}{x}\right)=p(0) \exp \left(\sum_{y=1}^{\infty} \frac{\varphi_{p}(y)}{y}\right)=P(\infty) .
$$

Q.E.D.

By solving (12) for $f(0)$, we obtain

$$
f(0)=\tau_{f}(1) \exp \left(-\sum_{x=1}^{\infty} \frac{\varphi_{f}(x)}{x}\right)=F(\infty) \exp \left(-\sum_{x=1}^{\infty} \frac{\varphi_{f}(x)}{x}\right) .
$$

When $f$ sums to one, like when $f \in \mathcal{P}_{0}$, this gives

$$
\begin{equation*}
f(0)=\exp \left(-\sum_{x=1}^{\infty} \frac{\varphi_{f}(x)}{x}\right) . \tag{13}
\end{equation*}
$$

By application of (10), we obtain that

$$
\begin{aligned}
& \tau_{F}(s)=F(0) \exp \left(\sum_{x=1}^{\infty} \frac{\varphi_{F}(x)}{x} s^{x}\right)=f(0) \exp \left(\sum_{x=1}^{\infty} \frac{1+\varphi_{f}(x)}{x} s^{x}\right)= \\
& f(0) \exp \left(-\ln (1-s)+\sum_{x=1}^{\infty} \frac{\varphi_{f}(x)}{x} s^{x}\right)
\end{aligned}
$$

when $|s|<1$. Thus,

$$
\begin{equation*}
\tau_{F}(s)=\frac{f(0) \exp \left(\sum_{x=1}^{\infty} \frac{\varphi_{f}(x)}{x} s^{x}\right)}{1-s}=\frac{\tau_{f}(s)}{1-s} . \tag{14}
\end{equation*}
$$

Furthermore,

$$
\tau_{\bar{F}}(s)=\sum_{x=0}^{\infty} \bar{F}(x) s^{x}=\sum_{x=0}^{\infty}(1-F(x)) s^{x}=\frac{1}{1-s}-\tau_{F}(s),
$$

and insertion of (14) gives

$$
\begin{equation*}
\tau_{\bar{F}}(s)=\frac{1-f(0) \exp \left(\sum_{x=1}^{\infty} \frac{\varphi_{f}(x)}{x} s^{x}\right)}{1-s}=\frac{1-\tau_{f}(s)}{1-s} \tag{15}
\end{equation*}
$$

## 5 Approximations

For $f=p \vee h$ with $p \in \mathcal{P}_{0}$ and $h \in \mathcal{P}_{+}$, evaluating $\varphi_{f}(x)$ by (7) can be rather time-consuming for large $x$. Hence, one often approximates $p$ with a function $p^{(r)} \in \mathcal{F}_{0}^{(r)}$ for some positive integer $r$ with $\mathcal{F}_{0}^{(r)}$ denoting the class of functions $q \in \mathcal{F}_{0}$ for which $\varphi_{q}(y)=0$ for all $y>r$.

We see that the convolution of functions in $\mathcal{F}_{0}^{(r)}$, is also in $\mathcal{F}_{0}^{(r)}$.
From (12), we obtain that

$$
\begin{equation*}
P^{(r)}(\infty)=p^{(r)}(0) \exp \left(\sum_{n=1}^{r} \frac{\varphi_{p^{(r)}}(n)}{n}\right), \tag{16}
\end{equation*}
$$

that is, the summation in the exponent has now a finite number of terms. This implies that $P^{(r)}(\infty)$ will always exist and be positive. When $P^{(r)}(\infty)=$ 1 , we get

$$
\begin{equation*}
p^{(r)}(0)=\exp \left(-\sum_{n=1}^{r} \frac{\varphi_{p^{(r)}}(n)}{n}\right) . \tag{17}
\end{equation*}
$$

Application of (11) gives the recursion

$$
P^{(r)}(n)=\frac{1}{n} \sum_{i=1}^{n}\left(1+\varphi_{p^{(r)}}(i)\right) P^{(r)}(n-i) . \quad(n=1,2, \ldots)
$$

Here we have to sum up to $n$ although $\varphi_{p^{(r)}}(i)=0$ when $i>r$. From Corollary 8.1 in Sundt \& Vernic (2009), we obtain the alternative recursion

$$
\begin{equation*}
P^{(r)}(n)=P^{(r)}(n-1)+\frac{1}{n} \sum_{i=1}^{r+1} \Delta \varphi_{p^{(r)}}(i) P^{(r)}(n-i), \quad(n=1,2, \ldots) \tag{18}
\end{equation*}
$$

where we avoid that problem.

We shall now concentrate on two classes of such approximations that satisfy the condition

$$
\begin{equation*}
\varphi_{p^{(r)}}(y)=I(y \leq r) \varphi_{p}(y) . \quad(y=1,2, \ldots) \tag{19}
\end{equation*}
$$

This condition determines the approximation only up to a multiplicative constant, so that we need another condition to determine that constant:

1. For the De Pril approximation, we let

$$
\begin{equation*}
p^{(r)}(0)=p(0) . \tag{20}
\end{equation*}
$$

It is immediately seen that $p^{(r)}$ converges to $p$ when $r$ goes to infinity.
2. The Kornya approximation sums to one like a distribution. Hence, (17) and (19) give that

$$
\begin{equation*}
p^{(r)}(0)=\exp \left(-\sum_{n=1}^{r} \frac{\varphi_{p}(n)}{n}\right) . \tag{21}
\end{equation*}
$$

From (13) and (21), we see that $p^{(r)}(0)$ converges to $p(0)$ when $r$ goes to infinity, if $\sum_{n=1}^{\infty} \varphi_{p}(n) / n$ is convergent. In that case, the proportionality factor between the $r$ th order Kornya approximation and the $r$ th order De Pril approximation converges to one when $r$ goes to infinity. This implies that the $r$ th Kornya approximation converges to infinity when $r$ goes to infinity, as that is the case with the $r$ th order De Pril approximation.

We easily see that for all positive integers $r$ the $r$ th order De Pril approximation of the convolution of distributions in $\mathcal{P}_{0}$ is the convolution of the $r$ th order De Pril approximations of these distributions. Analogous for the Kornya approximation.

Application of (19) in (18) gives the recursion

$$
\begin{align*}
& P^{(r)}(n)=P^{(r)}(n-1)+ \\
& \frac{1}{n}\left(\sum_{i=1}^{r} \Delta \varphi_{p}(i) P^{(r)}(n-i)-\varphi_{p}(r) P^{(r)}(n-r-1)\right) \cdot(n=1,2, \ldots) \tag{22}
\end{align*}
$$

From (20), (19), and (16), we obtain that when $p^{(r)}$ is the De Pril approximation, then

$$
P^{(r)}(\infty)=p(0) \exp \left(\sum_{n=1}^{r} \frac{\varphi_{p}(n)}{n}\right) .
$$

Hence, $P^{(r)}(\infty)$ can be evaluated recursively by

$$
\begin{equation*}
P^{(r)}(\infty)=P^{(r-1)}(\infty) \exp \left(\frac{\varphi_{p}(r)}{r}\right) \quad(r=1,2, \ldots) \tag{23}
\end{equation*}
$$

with $P^{(0)}(\infty)=p(0)$.
Now, let us consider an insurance portfolio of $m$ independent policies. For $j=1,2, \ldots, m$, the $j$ th policy has aggregate claims distribution $f_{j} \in \mathcal{P}_{0}$. We want to evaluate the aggregate claims distribution $f=*_{j=1}^{m} f_{j}$ of the portfolio. We express each $f_{j}$ as $f_{j}=p_{j} \vee h_{j}$ where $p_{j}$ is the Bernoulli distribution $\operatorname{Bern}\left(\pi_{j}\right)$ with $\pi_{j}=1-f_{j}(0)$ and $h_{j} \in \mathcal{P}_{+}$given by $h_{j}(y)=f_{j}(y) / \pi_{j}$ for $y=1,2, \ldots$. Then we approximate $p_{j}$ with a function $p_{j}^{(r)} \in \mathcal{F}_{0}^{(r)}$, but keep the severity distribution $h_{j}$ unchanged. Hence, we approximate $f$ with $f^{(r)}=*_{j=1}^{m} f_{j}^{(r)}$ with $f_{j}^{(r)}=p_{j}^{(r)} \vee h_{j}$ for each $j$. We evaluate $f^{(r)}$ by De Pril's second method.

The distribution $p=*_{j=1}^{m} p_{j}$ is the distribution of the number of policies with claims, and we approximate that distribution with $p^{(r)}=*_{j=1}^{m} p_{j}^{(r)}$. The special case when the $p_{j} \mathrm{~s}$ are approximated with the De Pril approximation, will be studied in Section 6 .

In the present case, insertion of (8) in (6) gives

$$
\varphi_{p}(n)=\sum_{j=1}^{m} \varphi_{p_{j}}(n)=-\sum_{j=1}^{m}\left(\frac{\pi_{j}}{\pi_{j}-1}\right)^{n} .
$$

Thus, for $n=2,3, \ldots$, we obtain

$$
\begin{equation*}
\Delta \varphi_{p}(n)=-\sum_{j=1}^{m} \frac{\pi_{j}^{n-1}}{\left(\pi_{j}-1\right)^{n}} . \quad(n=2,3, \ldots) \tag{24}
\end{equation*}
$$

When the $p_{j}^{(r)}$ s satisfy 19 , then that is also the case with $p^{(r)}$ and insertion of (24) in (22) gives

$$
\begin{aligned}
& P^{(r)}(n)=\left(1+\frac{1}{n} \sum_{j=1}^{m} \frac{\pi_{j}}{1-\pi_{j}}\right) P^{(r)}(n-1)+ \\
& \frac{1}{n}\left(P^{(r)}(n-r-1) \sum_{j=1}^{m}\left(\frac{\pi_{j}}{\pi_{j}-1}\right)^{r}-\sum_{i=2}^{r} P^{(r)}(n-i) \sum_{j=1}^{m} \frac{\pi_{j}^{i-1}}{\left(\pi_{j}-1\right)^{i}}\right) . \\
& \quad(n=1,2, \ldots)
\end{aligned}
$$

## 6 Inequalities for the De Pril approximation to the distribution of the number of policies with claims

We shall now study the distribution $p$ of the number of policies with claims in the insurance portfolio model described in Section 5 .

Let $\alpha_{j}=\pi_{j} /\left(1-\pi_{j}\right)$ for $j=1,2, \ldots, m$. From (8), we then obtain

$$
\varphi_{p_{j}}(n)=(-1)^{n+1} \alpha_{j}^{n} . \quad(n=1,2, \ldots)
$$

For all positive integers $r$, let $p_{j}^{(r)}$ denote the $r$ th order De Pril approximation of $p_{j}$. Then (20) and (19) give

$$
\begin{gathered}
p_{j}^{(r)}(0)=p_{j}(0)=1-\pi_{j} \\
\varphi_{p_{j}^{(r)}}(n)=I(n \leq r) \varphi_{p_{j}}(n)=I(n \leq r)(-1)^{n+1} \alpha_{j}^{n} . \quad(n=1,2, \ldots)
\end{gathered}
$$

We want to approximate the distribution $p=*_{j=1}^{m} p_{j}$ of the number of policies with claims by $p^{(r)}=*_{j=1}^{m} p_{j}^{(r)}$. We have

$$
\begin{gather*}
\varphi_{p}(n)=(-1)^{n+1} \sum_{j=1}^{m} \alpha_{j}^{n} \quad(n=1,2, \ldots)  \tag{25}\\
\varphi_{p^{(r)}}(n)=I(n \leq r) \varphi_{p}(n)=I(n \leq r)(-1)^{n+1} \sum_{j=1}^{m} \alpha_{j}^{n}(n=1,2, \ldots)  \tag{26}\\
p^{(r)}(0)=p(0)=\prod_{j=1}^{m}\left(1-\pi_{j}\right)
\end{gather*}
$$

and application of (10) gives

$$
\varphi_{P^{(r)}}(n)=1+I(n \leq r) \varphi_{p}(n)=1+I(n \leq r)(-1)^{n+1} \sum_{j=1}^{m} \alpha_{j}^{n}
$$

for $n=1,2, \ldots$ By insertion in (5), we obtain

$$
\begin{align*}
& P^{(r)}(n)=\frac{1}{n} \sum_{y=1}^{n}\left(1+I(y \leq r) \varphi_{p}(y)\right) P^{(r)}(n-y)= \\
& \frac{1}{n} \sum_{y=1}^{n}\left(1+I(y \leq r)(-1)^{y+1} \sum_{j=1}^{m} \alpha_{j}^{y}\right) P^{(r)}(n-y)(n=1,2, \ldots) \tag{27}
\end{align*}
$$

with initial value $P^{(r)}(0)=p(0)$.
This immediately gives that

$$
\begin{equation*}
P^{(r)}>0 \quad(r=1,2, \ldots) \tag{28}
\end{equation*}
$$

when

$$
\begin{equation*}
\varphi_{p} \geq-1 \tag{29}
\end{equation*}
$$

From (25), we see that $\varphi_{p}(2)=-\sum_{j=1}^{m} \alpha_{j}^{2}$. Thus, a necessary condition for (29) is that

$$
\begin{equation*}
\sum_{j=1}^{m} \alpha_{j}^{2} \leq 1 \tag{30}
\end{equation*}
$$

In that case, we must have $\alpha_{j} \leq 1$ for each $j$, and, if this condition is fulfilled, then $\varphi_{p} \geq \varphi_{p}(2)$. Hence, 29 ) holds if and only if (30) holds.

The following theorem shows that the inequalities

$$
\begin{align*}
& 0 \leq P^{(2)}(n) \leq P^{(4)}(n) \leq P^{(6)}(n) \leq \cdots \leq P(n) \leq \cdots \leq \\
& P^{(5)}(n) \leq P^{(3)}(n) \leq P^{(1)}(n) \tag{31}
\end{align*}
$$

hold for sufficiently large $n$ when $\alpha_{j}<1$ (that is, $\pi_{j}<1 / 2$ ) for all $j$.
Theorem 2. If $\alpha_{j}<1$ for $j=1,2, \ldots, m$, then

$$
\begin{align*}
& 0<P^{(2)}(\infty)<P^{(4)}(\infty)<P^{(6)}(\infty)<\cdots<P(\infty)<\cdots< \\
& P^{(5)}(\infty)<P^{(3)}(\infty)<P^{(1)}(\infty) \tag{32}
\end{align*}
$$

Proof. Insertion of (25) in (23) gives

$$
P^{(r)}(\infty)=P^{(r-1)}(\infty) \exp \left(\frac{(-1)^{r+1}}{r} \sum_{j=1}^{m} \alpha_{j}^{r}\right) . \quad(r=1,2, \ldots)
$$

Hence, for all positive integers $r$,

$$
\begin{aligned}
& P^{(r+2)}(\infty)=P^{(r)}(\infty) \exp \left(\frac{(-1)^{r+2}}{r+1} \sum_{j=1}^{m} \alpha_{j}^{r+1}+\frac{(-1)^{r+3}}{r+2} \sum_{j=1}^{m} \alpha_{j}^{r+2}\right)= \\
& P^{(r)}(\infty) \exp \left(\frac{(-1)^{r}}{(r+1)(r+2)} \sum_{j=1}^{m}\left(1+(r+1)\left(1-\alpha_{j}\right)\right) \alpha_{j}^{r+1}\right)
\end{aligned}
$$

As $0<\alpha_{j}<1$ for each $j$, we have

$$
\exp \left(\frac{(-1)^{r}}{(r+1)(r+2)} \sum_{j=1}^{m}\left(1+(r+1)\left(1-\alpha_{j}\right)\right) \alpha_{j}^{r+1}\right)\left\{\begin{array}{l}
< \\
>
\end{array}\right\} 1 .\left(r\left\{\begin{array}{c}
\text { odd } \\
\text { even }
\end{array}\right\}\right)
$$

Furthermore, from (12) and (26) follows that $P^{(r)}(\infty)>0$. Hence,

$$
P^{(r+2)}(\infty)\left\{\begin{array}{l}
< \\
>
\end{array}\right\} P^{(r)}(\infty) . \quad\left(r\left\{\begin{array}{c}
\text { odd } \\
\text { even }
\end{array}\right\}\right)
$$

As $P^{(r)}$ converges to $P$, the inequalities (32) hold.
Q.E.D.

In the following, we shall give necessary conditions for (31) to hold for finite $n$.

Theorem 3. If (30) and

$$
\begin{array}{r}
\sum_{j=1}^{m} \alpha_{j}^{r+1}\left(P^{(r+2)}(n-r-1)-\alpha_{j} P^{(r+2)}(n-r-2)\right) \geq 0  \tag{33}\\
(n=1,2, \ldots ; r=2,3, \ldots)
\end{array}
$$

hold, then

$$
\begin{equation*}
0<P^{(2)} \leq P^{(4)} \leq P^{(6)} \leq \cdots \leq P \leq \cdots \leq P^{(5)} \leq P^{(3)} \leq P^{(1)} \tag{34}
\end{equation*}
$$

Proof. For any positive integer $r$, we obviously have

$$
\begin{equation*}
I(i \leq r)=I(i \leq r+2) . \quad(i=1,2, \ldots, r-1, r, r+3, r+4, \ldots) \tag{35}
\end{equation*}
$$

We shall prove by induction on $n$ that

$$
\begin{equation*}
P^{(r+2)}(n) \leq P^{(r)}(n) . \quad(n=0,1,2, \ldots ; r=1,3,5, \ldots) \tag{36}
\end{equation*}
$$

We have $P^{(r)}(0)=p(0)=P^{(r+2)}(0)$ so the induction hypothesis (36) holds for $n=0$.

Let us now assume that it holds for $n=1,2, \ldots, k-1$ for some positive integer $k$.

We first assume that $k \leq r$. By application of (27), (29), (35), and (36), we obtain

$$
\begin{align*}
& P^{(r+2)}(k)=\frac{1}{k} \sum_{i=1}^{k}\left(1+I(i \leq r+2) \varphi_{p}(i)\right) P^{(r+2)}(k-i) \leq \\
& \frac{1}{k} \sum_{i=1}^{k}\left(1+I(i \leq r) \varphi_{p}(i)\right) P^{(r)}(k-i)=P^{(r)}(k), \tag{37}
\end{align*}
$$

that is, the induction hypothesis (36) holds also for $n=k$.
From (25), we obtain that $\varphi_{p}(r+1)<0$, so that (37) holds also for $k=r+1$, that is, the induction hypothesis (36) holds also for $n=r+1$.

Now let $k>r+1$. By (25), (33), and (36), we obtain

$$
\begin{aligned}
& \sum_{i=r+1}^{r+2}\left(1+I(i \leq r+2) \varphi_{p}(i)\right) P^{(r+2)}(k-i)= \\
& \sum_{i=r+1}^{r+2}\left(1+(-1)^{i+1} \sum_{j=1}^{m} \alpha_{j}^{i}\right) P^{(r+2)}(k-i)=\sum_{i=r+1}^{r+2} P^{(r+2)}(k-i)- \\
& \sum_{j=1}^{m} \alpha_{j}^{r+1}\left(P^{(r+2)}(k-r-1)-\alpha_{j} P^{(r+2)}(k-r-2)\right) \leq \\
& \sum_{i=r+1}^{r+2} P^{(r+2)}(k-i) \leq \sum_{i=r+1}^{r+2} P^{(r)}(k-i)= \\
& \sum_{i=r+1}^{r+2}\left(1+I(i \leq r) \varphi_{p}(i)\right) P^{(r)}(k-i) .
\end{aligned}
$$

This implies that (37) holds also for $k>r+1$, that is, the induction hypothesis (36) holds also for $n>r+1$.

We have now shown that the induction hypothesis (36) holds for all nonnegative integers $n$. As $P^{(r)}$ converges to $P$, (36) implies that

$$
P \leq \cdots \leq P^{(5)} \leq P^{(3)} \leq P^{(1)}
$$

The inequalities

$$
P^{(2)} \leq P^{(4)} \leq P^{(6)} \leq \cdots \leq P,
$$

are proved analogously.
This completes the proof of Theorem 3.
Q.E.D.

The condition (33) is obviously satisfied when

$$
\begin{equation*}
P^{(r)}(n) \geq \alpha_{l} P^{(r)}(n-1) \cdot(n=1,2, \ldots ; r=2,3, \ldots ; l=1,2, \ldots, m) \tag{38}
\end{equation*}
$$

The following two theorems give sufficient conditions for (30) and (38) to hold.

Theorem 4. If

$$
\begin{equation*}
\alpha_{l} \leq 1-\sum_{j=1}^{m} \alpha_{j}^{2}, \quad(l=1,2, \ldots, m) \tag{39}
\end{equation*}
$$

then (30) and (38) hold.

Proof. From (39), we immediately see that (30) holds and $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{m} \in$ $(0,1)$.

We shall prove by induction on $n$ that (38) holds.
Application of (27) gives that

$$
P^{(r)}(1)-\alpha_{l} P^{(r)}(0)=\left(1+\sum_{j=1}^{m} \alpha_{j}-\alpha_{l}\right) P^{(r)}(0) \geq 0
$$

so that $(38)$ is satisfied for $n=1$.
Let us now assume that $(38)$ is satisfied for $n=1,2, \ldots, k-1$ for some positive integer $k$. We shall show that it then holds also for $n=k$. Application of (27) gives

$$
\begin{aligned}
& k\left(P^{(r)}(k)-\alpha_{l} P^{(r)}(k-1)\right)=\sum_{i=1}^{k}\left(1+I(i \leq r) \varphi_{p}(i)\right) P^{(r)}(k-i)- \\
& \alpha_{l}\left(P^{(r)}(k-1)+\sum_{i=1}^{k-1}\left(1+I(i \leq r) \varphi_{p}(i)\right) P^{(r)}(k-1-i)\right)= \\
& \left(1-\alpha_{l}\right) \sum_{i=1}^{k} P^{(r)}(k-i)+\sum_{i=1}^{r} \varphi_{p}(i)\left(P^{(r)}(k-i)-\alpha_{l} P^{(r)}(k-1-i)\right) \geq \\
& \left(1-\alpha_{l}\right) P^{(r)}(k-2)+\sum_{i=1}^{r} \varphi_{p}(i)\left(P^{(r)}(k-i)-\alpha_{l} P^{(r)}(k-1-i)\right)= \\
& \left(1-\alpha_{l}\right) P^{(r)}(k-2)+\varphi_{p}(1) P^{(r)}(k-1)+ \\
& \sum_{i=2}^{r}\left(\varphi_{p}(i)-\alpha_{l} \varphi_{p}(i-1)\right) P^{(r)}(k-i)-\alpha_{l} \varphi_{p}(r) P^{(r)}(k-1-r)= \\
& \left(1-\alpha_{l}\right) P^{(r)}(k-2)+\varphi_{p}(1) P^{(r)}(k-1)+\left(\varphi_{p}(2)-\alpha_{l} \varphi_{p}(1)\right) P^{(r)}(k-2)+ \\
& \sum_{i=3}^{r}\left(\varphi_{p}(i)-\alpha_{l} \varphi_{p}(i-1)\right) P^{(r)}(k-i)-\alpha_{l} \varphi_{p}(r) P^{(r)}(k-1-r)= \\
& \left(1-\alpha_{l}+\varphi_{p}(2)\right) P^{(r)}(k-2)+\varphi_{p}(1)\left(P^{(r)}(k-1)-\alpha_{l} P^{(r)}(k-2)\right)+ \\
& \sum_{i=3}^{r}\left(\varphi_{p}(i)-\alpha_{l} \varphi_{p}(i-1)\right) P^{(r)}(k-i)-\alpha_{l} \varphi_{p}(r) P^{(r)}(k-1-r) .
\end{aligned}
$$

Insertion of (25) gives

$$
\begin{align*}
& k\left(P^{(r)}(k)-\alpha_{l} P^{(r)}(k-1)\right) \geq\left(1-\alpha_{l}-\sum_{j=1}^{m} \alpha_{j}^{2}\right) P^{(r)}(k-2)+ \\
& \left(P^{(r)}(k-1)-\alpha_{l} P^{(r)}(k-2)\right) \sum_{j=1}^{m} \alpha_{j}+\sum_{j=1}^{m} S_{k j l}^{(r)} \tag{40}
\end{align*}
$$

with

$$
S_{k j l}^{(r)}=\left(\alpha_{l}+\alpha_{j}\right) \sum_{i=3}^{k_{r}}\left(-\alpha_{j}\right)^{i-1} P^{(r)}(k-i)+\alpha_{l}\left(-\alpha_{j}\right)^{r} P^{(r)}(k-1-r)
$$

with $k_{r}=\min (r, k)$.
By (39), (28), and the induction hypothesis (38), the first two terms in (40) are non-negative so that

$$
\begin{equation*}
P^{(r)}(k)-\alpha_{l} P^{(r)}(k-1) \geq \frac{1}{k} \sum_{j=1}^{m} S_{k j l}^{(r)} . \tag{41}
\end{equation*}
$$

We immediately see that $S_{k j l}^{(2)} \geq 0$.
For $r>2$, we obtain

$$
\begin{aligned}
& S_{k j l}^{(r)}=\left(\alpha_{l}+\alpha_{j}\right) \times \\
& \left(\sum_{i=2}^{\left[k_{r} / 2\right]} \alpha_{j}^{2 i-2}\left(P^{(r)}(k-2 i+1)-\alpha_{j} P^{(r)}(k-2 i)\right)+I\left(k_{r} \text { odd }\right)\left(-\alpha_{j}\right)^{k_{r}-1} P^{(r)}\left(k-k_{r}\right)\right)+ \\
& \alpha_{l}\left(-\alpha_{j}\right)^{r} P^{(r)}(k-1-r) .
\end{aligned}
$$

By the induction hypothesis (38), this gives

$$
\begin{align*}
& S_{k j l}^{(r)} \geq  \tag{42}\\
& I\left(k_{r} \text { odd }\right)\left(\alpha_{l}+\alpha_{j}\right)\left(-\alpha_{j}\right)^{k_{r}-1} P^{(r)}\left(k-k_{r}\right)+\alpha_{l}\left(-\alpha_{j}\right)^{r} P^{(r)}(k-1-r)
\end{align*}
$$

When $k \leq r$, the last term vanishes and $k_{r}=k$, so that

$$
S_{k j l}^{(r)} \geq I(k \text { odd })\left(\alpha_{l}+\alpha_{j}\right)\left(-\alpha_{j}\right)^{k-1} P^{(r)}(0) \geq 0
$$

Let us now turn to the case when $k>r$. Then $k_{r}=r$, and insertion in (42) gives

$$
S_{k j l}^{(r)} \geq I(r \text { odd })\left(\alpha_{l}+\alpha_{j}\right)\left(-\alpha_{j}\right)^{r-1} P^{(r)}(k-r)+\alpha_{l}\left(-\alpha_{j}\right)^{r} P^{(r)}(k-1-r) .
$$

When $r$ is even, the first term vanishes, and the last term is non-negative so that $S_{k j l}^{(r)} \geq 0$. When $r$ is odd, we obtain

$$
\begin{aligned}
& S_{k j l}^{(r)} \geq\left(\alpha_{l}+\alpha_{j}\right)\left(-\alpha_{j}\right)^{r-1} P^{(r)}(k-r)+\alpha_{l}\left(-\alpha_{j}\right)^{r} P^{(r)}(k-1-r)= \\
& \left(-\alpha_{j}\right)^{r-1}\left(\alpha_{l} P^{(r)}(k-r)+\alpha_{j}\left(P^{(r)}(k-r)-\alpha_{l} P^{(r)}(k-1-r)\right)\right) \geq 0
\end{aligned}
$$

by the induction hypothesis (38).
We have now shown that we always have $S_{k j l}^{(r)} \geq 0$. Insertion in (41) gives that the induction hypothesis (38) is satisfied when $n=k$, and by induction follows that it is satisfied for all positive integers $n$.

This completes the proof of Theorem 4.
Q.E.D.

Theorem 5. If (30) and

$$
\begin{equation*}
\alpha_{l} \leq\left(\sum_{j=1}^{m} \alpha_{j}+1\right)^{-1} \quad(l=1,2, \ldots, m) \tag{43}
\end{equation*}
$$

hold, then (38) holds.
Proof. From (43), we see that $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{m} \in(0,1)$, and (30) gives that (28) holds. We shall prove by induction on $n$ that (38) holds.

Analogous to the proof of Theorem4, we obtain that (38) holds for $n=1$.
Let us now assume that (38) holds for $n=1,2, \ldots, k-1$ for some integer $k>1$. We shall show that it also holds for $n=k$. The deduction of (40) is also valid under the present assumptions. We obtain

$$
\begin{aligned}
& \left(1-\alpha_{l}-\sum_{j=1}^{m} \alpha_{j}^{2}\right) P^{(r)}(k-2)+\left(P^{(r)}(k-1)-\alpha_{l} P^{(r)}(k-2)\right) \sum_{j=1}^{m} \alpha_{j}= \\
& \left(1-\alpha_{l}\left(1+\sum_{j=1}^{m} \alpha_{j}\right)\right) P^{(r)}(k-2)+ \\
& \sum_{j=1}^{m} \alpha_{j}\left(P^{(r)}(k-1)-\alpha_{j} P^{(r)}(k-2)\right) \geq 0
\end{aligned}
$$

by (43) and the induction hypothesis (38). Hence, (41) still holds, and, analogous to the proof of Theorem 4, we obtain that the induction hypothesis (38) holds also for $n=k$. By induction follows that it holds for all positive integers $n$.

This completes the proof of Theorem 5 .
Q.E.D.

## $7 \quad$ Possible further results

In Section 6, we gave sufficient conditions for the ordering (34) to hold for the distribution of the number of policies with claims in an insurance portfolio of independent policies when we use the De Pril approximation. As pointed out in Section 1, we hope these results can be step-stones for deducing more general results.

A natural question is now whether it would be possible to extend our results to give sufficient conditions for the ordering

$$
\begin{equation*}
0 \leq F^{(2)} \leq F^{(4)} \leq F^{(6)} \leq \cdots \leq F \leq \cdots \leq F^{(5)} \leq F^{(3)} \leq F^{(1)} \tag{44}
\end{equation*}
$$

in the insurance portfolio model of Section 5. For such extension, perhaps one should start with the individual life model, that is, each policy can have at most one claim and the size of that claim is fixed.

Many of the error bounds that have been introduced for such approximations, depend on only the Bernoulli parameters, not the severity distributions. Could this be the case also for sufficient conditions for the ordering (44)? At least, Theorem 1 immediately gives that $F^{(r)}(\infty)=P^{(r)}(\infty)$ for all $r$, so that

$$
\begin{aligned}
& 0<F^{(2)}(\infty)<F^{(4)}(\infty)<F^{(6)}(\infty)<\cdots<F(\infty)<\cdots< \\
& F^{(5)}(\infty)<F^{(3)}(\infty)<F^{(1)}(\infty)
\end{aligned}
$$

if and only if (32) holds.
As pointed out in Section 1, when using the Kornya approximation instead of the De Pril approximation, numerical examples often indicate the ordering

$$
\begin{equation*}
0 \leq \tilde{F}^{(1)} \leq \tilde{F}^{(3)} \leq \tilde{F}^{(5)} \leq \cdots \leq F \leq \cdots \leq \tilde{F}^{(6)} \leq \tilde{F}^{(4)} \leq \tilde{F}^{(2)} \tag{45}
\end{equation*}
$$

where we have added a tilde to distinguish from the De Pril approximation.
As the $r$ th order Kornya approximation is proportional with the $r$ th order De Pril approximation, we have

$$
F^{(r)}(\infty)=\frac{F^{(r)}(\infty)}{\tilde{F}^{(r)}(\infty)}=\frac{F^{(r)}(0)}{\tilde{F}^{(r)}(0)}=\frac{F(0)}{\tilde{F}^{(r)}(0)} .
$$

Thus,

$$
\begin{aligned}
& \tilde{F}^{(1)}(0)<\tilde{F}^{(3)}(0)<\tilde{F}^{(5)}(0)<\cdots<F(0)<\cdots< \\
& \tilde{F}^{(6)}(0)<\tilde{F}^{(4)}(0)<\tilde{F}^{(2)}(0)
\end{aligned}
$$

if and only if

$$
\begin{aligned}
& F^{(2)}(\infty)<F^{(4)}(\infty)<F^{(6)}(\infty)<\cdots<F(\infty)<\cdots< \\
& F^{(5)}(\infty)<F^{(3)}(\infty)<F^{(1)}(\infty)
\end{aligned}
$$

It would have been very nice if the ordering (45) could hold under the same conditions as the corresponding ordering for the De Pril approximation. Unfortunately, in the numerical example of Section 8, Theorem 3 gives that the ordering for the De Pril approximation holds, but numerical calculations show that the ordering for the Kornya approximation does not hold. The question is then whether it would be possible to find conditions under which both (44) and (45) hold. That would be very convenient as the approximations of De Pril and Kornya are proportional, so that we could obtain upper and lower bounds for $P$ by using the same approximation and a scaling factor.

If both (44) and (45) hold, then we have

$$
(-1)^{r} F^{(r)} \leq(-1)^{r} F \leq(-1)^{r} \tilde{F}^{(r)} . \quad(r=1,2, \ldots)
$$

By using the proportionality between the $r$ th order Kornya approximation and the $r$ th order De Pril approximation, we obtain

$$
(-1)^{r} \leq(-1)^{r} \frac{F}{F^{(r)}} \leq(-1)^{r} \kappa^{(r)} \quad(r=1,2, \ldots)
$$

with

$$
\kappa^{(r)}=\frac{\tilde{F}^{(r)}(0)}{F^{(r)}(0)}=\frac{\tilde{f}^{(r)}(0)}{f^{(r)}(0)}=\prod_{j=1}^{m} \frac{\tilde{f}_{j}^{(r)}(0)}{f_{j}^{(r)}(0)}=\prod_{j=1}^{m} \frac{\tilde{p}_{j}^{(r)}(0)}{p_{j}^{(r)}(0)} .
$$

Application of (21), (20), and (8) gives

$$
\begin{aligned}
& \kappa^{(r)}=\prod_{j=1}^{m} \frac{\exp \left(\sum_{y=1}^{r} \frac{1}{y}\left(\frac{\pi_{j}}{\pi_{j}-1}\right)^{y}\right)}{1-\pi_{j}}= \\
& \prod_{j=1}^{m} \frac{\exp \left(\sum_{y=1}^{r}\left(1-f_{j}(0)^{-1}\right)^{y} / y\right)}{f_{j}(0)} .
\end{aligned}
$$

## 8 Numerical example

As a numerical example, we study a life assurance portfolio introduced by Gerber (1979). The portfolio consists of 31 independent policies. Each policy can have at most one claim. Thus, the number of policies with claims is the

|  |  |  | Amount |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | ---: |
| $j$ | $\pi_{j}$ | $\alpha_{j}$ | 1 | 2 | 3 | 4 | 5 | $k_{j}$ |
| 1 | 0.03 | 0.030928 | 2 | 3 | 1 | 2 | 0 | 8 |
| 2 | 0.04 | 0.041667 | 0 | 1 | 2 | 2 | 1 | 6 |
| 3 | 0.05 | 0.052632 | 0 | 2 | 4 | 2 | 2 | 10 |
| 4 | 0.06 | 0.063830 | 0 | 2 | 2 | 2 | 1 | 7 |

Table 1: Gerber's portfolio.
number of claims. Furthermore, the claims have fixed amounts. There are $m=4$ different claim probabilities and five different claim amounts. As we are going to concentrate on the distribution $p$ of the number of claims, the amounts are of less interest to us. For $j=1,2, \ldots, m$, we let $\pi_{j}$ denote the $j$ th claim probability and $k_{j}$ the number of policies with this claim probability. We also introduce $\alpha_{j}=\pi_{j} /\left(1-\pi_{j}\right)$ for $j=1,2, \ldots, m$.

In Table 1, we display the number of policies for each combination of amount and claim probability, as well as the $\alpha_{j} \mathrm{~S}$ and the $k_{j} \mathrm{~s}$.

We now have

$$
1-\sum_{j=1}^{m} k_{j} \alpha_{j}^{2}=0.925711
$$

which is much greater than the $\alpha_{j} \mathrm{~s}$, so that (39) is fulfilled. Hence, the ordering (34) holds.

In Table 2, we display the exact tail $\bar{P}$ of the claim number distribution, as well as the De Pril approximation of order 1, 2, 3, and 4. As expected, these figures satisfy the ordering (44).

The corresponding calculations with the De Pril approximation replaced with the Kornya approximation are shown in Table 3. These figures do not satisfy the ordering (45); in particular, $P^{(4)}(n)>P^{(2)}(n)$ for $n=$ $15,16,17,18$.

As we wanted to study the ordering properties far out in the tail, we have not used the recursive methods with their risk of error accumulation, but rather power series expansion of (15) with the MuPad engine of Scientific Workplace, version 5.5. As a control, we did the same calculations with the Maple engine of Scientific Workplace, version 3.0. The calculations were reasonably consistent at least up to $n=20$.

In Table 4, we display the proportionality factor

$$
\kappa^{(r)}=\prod_{j=1}^{m}\left(\frac{\exp \left(\sum_{y=1}^{r} \frac{1}{y}\left(\frac{\pi_{j}}{\pi_{j}-1}\right)^{y}\right)}{1-\pi_{j}}\right)^{k_{j}} .
$$

| $n$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 3 | Exact | 4 | 2 |
| 0 | 0.7618052 | 0.76 | 0.7618052 | 0.7618052 | 0.7 |
| 1 | 0.4115285 | 0.4115285 | 0.4115285 | 0.4115285 | 0.4115285 |
| 2 | 0.1539794 | 0.1628271 | 0.1628271 | 0.1628271 | 0.1628271 |
| 3 | $3334 \times 10^{-2}$ | $840 \times 10^{-2}$ | $4.927840 \times 10^{-2}$ | $4.927840 \times 10^{-2}$ | $195 \times 10^{-2}$ |
| 4 | $-1.867934 \times 10^{-2}$ | $1.180690 \times 10^{-2}$ | $1.181990 \times 10^{-2}$ | $1.181990 \times 10^{-2}$ | $1.258153 \times 10^{-2}$ |
| 5 | $-3.232975 \times 10^{-2}$ | $2.276846 \times 10^{-3}$ | $2.308375 \times 10^{-3}$ | $2.308967 \times 10^{-3}$ | $3.378856 \times 10^{-3}$ |
| 6 | $-3.567534 \times 10^{-2}$ | $3.303359 \times 10^{-4}$ | $3.745968 \times 10^{-4}$ | $3.760317 \times 10^{-4}$ | $1.581609 \times 10^{-3}$ |
| 7 | $-3.637818 \times 10^{-2}$ | $1.417400 \times 10^{-6}$ | $5.129856 \times 10^{-5}$ | $5.331107 \times 10^{-5}$ | $1.301712 \times 10^{-3}$ |
| 8 | $-3.650737 \times 10^{-2}$ | $-4.567253 \times 10^{-5}$ | $5.999150 \times 10^{-6}$ | $8.266111 \times 10^{-6}$ | $1.266952 \times 10^{-3}$ |
| 9 | $-3.652848 \times 10^{-2}$ | $-5.150582 \times 10^{-5}$ | $6.046499 \times 10^{-7}$ | $2.952480 \times 10^{-6}$ | $1.263582 \times 10^{-3}$ |
| 10 | $-3.653159 \times 10^{-2}$ | $-5.214370 \times 10^{-5}$ | $5.289609 \times 10^{-8}$ | $2.420481 \times 10^{-6}$ | $1.263345 \times 10^{-}$ |
| 11 | $-3.653200 \times 10^{-2}$ | $-5.220648 \times 10^{-5}$ | $4.038275 \times 10^{-9}$ | $2.375480 \times 10^{-6}$ | $1.263336 \times 10^{-3}$ |
| 12 | $-3.653205 \times 10^{-2}$ | $-5.221215 \times 10^{-5}$ | $2.701262 \times 10^{-10}$ | $2.372330 \times 10^{-}$ | $1.263336 \times 10^{-3}$ |
| 13 | $-3.653206 \times 10^{-2}$ | $-5.221262 \times 10^{-5}$ | $1.587689 \times 10^{-11}$ | $2.372159 \times 10^{-6}$ | $1.263337 \times 10^{-}$ |
| 14 | $-3.653206 \times 10^{-2}$ | $-5.221266 \times 10^{-5}$ | $8.214158 \times 10^{-13}$ | $2.372153 \times 10^{-6}$ | $1.263337 \times 10^{-3}$ |
| 15 | $-3.653206 \times 10^{-2}$ | $-5.221266 \times 10^{-5}$ | $3.743734 \times 10^{-14}$ | $2.372153 \times 10^{-6}$ | $1.263337 \times 10^{-3}$ |
| 16 | $-3.653206 \times 10^{-2}$ | $-5.221266 \times 10^{-5}$ | $1.502882 \times 10^{-15}$ | $2.372153 \times 10^{-}$ | $1.263337 \times 10^{-}$ |
| 17 | $-3.653206 \times 10^{-2}$ | $-5.221266 \times 10^{-5}$ | $5.308116 \times 10^{-}$ | $2.372153 \times 10^{-6}$ | $1.263337 \times 10^{-3}$ |
| 18 | $-3.653206 \times 10^{-2}$ | $-5.221266 \times 10^{-5}$ | $1.645997 \times 10^{-18}$ | $2.372153 \times 10^{-6}$ | $1.263337 \times 10^{-3}$ |
| 19 | $-3.653206 \times 10^{-2}$ | $-5.221266 \times 10^{-5}$ | $4.466650 \times 10^{-20}$ | $2.372153 \times 10^{-}$ | $1.263337 \times 10^{-}$ |
| 20 | $-3.653206 \times 10^{-2}$ | $-5.221266 \times 10^{-5}$ | $1.055915 \times 10^{-21}$ | $2.372153 \times 10^{-6}$ | $1.263337 \times 10^{-3}$ |
| 21 | $-3.653206 \times 10^{-2}$ | $-5.221266 \times 10^{-5}$ | $2.161356 \times 10^{-23}$ | $2.372153 \times 10^{-6}$ | $1.263337 \times 10^{-3}$ |
| 22 | $-3.653206 \times 10^{-2}$ | $-5.221266 \times 10^{-5}$ | $3.800012 \times 10^{-25}$ | $2.372153 \times 10^{-}$ | $1.263337 \times 10^{-3}$ |
| 23 | $-3.653206 \times 10^{-2}$ | $-5.221266 \times 10^{-5}$ | $5.678219 \times 10^{-27}$ | $2.372153 \times 10^{-6}$ | $1.263337 \times 10^{-3}$ |
| 24 | $-3.653206 \times 10^{-2}$ | $-5.221266 \times 10^{-5}$ | $7.110598 \times 10^{-29}$ | $2.372153 \times 10^{-6}$ | $1.263337 \times 10^{-3}$ |
| 25 | $-3.653206 \times 10^{-2}$ | $-5.221266 \times 10^{-5}$ | $7.321374 \times 10^{-31}$ | $2.372153 \times 10^{-6}$ | $1.263337 \times 10^{-3}$ |
| 26 | $-3.653206 \times 10^{-2}$ | $-5.221266 \times 10^{-5}$ | $6.034854 \times 10^{-33}$ | $2.372153 \times 10^{-6}$ | $1.263337 \times 10^{-3}$ |
| 27 | $-3.653206 \times 10^{-2}$ | $-5.221266 \times 10^{-5}$ | $3.828110 \times 10^{-35}$ | $2.372153 \times 10^{-6}$ | $1.263337 \times 10^{-3}$ |
| 28 | $-3.653206 \times 10^{-2}$ | $-5.221266 \times 10^{-5}$ | $1.754125 \times 10^{-37}$ | $2.372153 \times 10^{-6}$ | $1.263337 \times 10^{-3}$ |
| 29 | $-3.653206 \times 10^{-2}$ | $-5.221266 \times 10^{-5}$ | $5.167137 \times 10^{-40}$ | $2.372153 \times 10^{-}$ | $1.263337 \times 10^{-3}$ |
| 30 | $-3.653206 \times 10^{-2}$ | $-5.221266 \times 10^{-5}$ | $7.346640 \times 10^{-43}$ | $2.372153 \times 10^{-6}$ | $1.263337 \times 10^{-3}$ |
| 31 | $-3.653206 \times 10^{-2}$ | $-5.221266 \times 10^{-5}$ | 0 | $2.372153 \times 10^{-6}$ | $1.263337 \times 10^{-3}$ |
| $\infty$ | $-3.653206 \times 10^{-2}$ | $-5.221266 \times 10^{-5}$ | 0 | $2.372153 \times 10^{-6}$ | $1.263337 \times 10^{-3}$ |


| $n$ | $r$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 2 | 4 | Exact | 3 | 1 |
| 0 | 0.7615039 | 0.7618046 | 0.7618052 | 0.7618176 | 0.7702002 |
| 1 | 0.4107841 | 0.4115271 | 0.4115285 | 0.4115592 | 0.4322689 |
| 2 | 0.1617681 | 0.1628251 | 0.1628271 | 0.1628708 | 0.1837970 |
| 3 | $4.838974 \times 10^{-2}$ | $4.927614 \times 10^{-2}$ | $4.927840 \times 10^{-2}$ | $4.932804 \times 10^{-2}$ | $6.200040 \times 10^{-2}$ |
| 4 | $1.133251 \times 10^{-2}$ | $1.181756 \times 10^{-2}$ | $1.181990 \times 10^{-2}$ | $1.185849 \times 10^{-2}$ | $1.722351 \times 10^{-2}$ |
| 5 | $2.118195 \times 10^{-3}$ | $2.306600 \times 10^{-3}$ | $2.308375 \times 10^{-3}$ | $2.328937 \times 10^{-3}$ | $4.054202 \times 10^{-3}$ |
| 6 | $3.186746 \times 10^{-4}$ | $3.736603 \times 10^{-4}$ | $3.745968 \times 10^{-4}$ | $3.825286 \times 10^{-4}$ | $8.265219 \times 10^{-4}$ |
| 7 | $3.842411 \times 10^{-5}$ | $5.093904 \times 10^{-5}$ | $5.129856 \times 10^{-5}$ | $5.362726 \times 10^{-5}$ | $1.484569 \times 10^{-4}$ |
| 8 | $3.619595 \times 10^{-6}$ | $5.893972 \times 10^{-6}$ | $5.999150 \times 10^{-6}$ | $6.539793 \times 10^{-6}$ | $2.381606 \times 10^{-5}$ |
| 9 | $2.460361 \times 10^{-7}$ | $5.803283 \times 10^{-7}$ | $6.046499 \times 10^{-7}$ | $7.068050 \times 10^{-7}$ | $3.450483 \times 10^{-6}$ |
| 10 | $8.499295 \times 10^{-9}$ | $4.832800 \times 10^{-8}$ | $5.289609 \times 10^{-8}$ | $6.896250 \times 10^{-8}$ | $4.556297 \times 10^{-7}$ |
| 11 | $-4.724585 \times 10^{-10}$ | $3.327309 \times 10^{-9}$ | $4.038275 \times 10^{-9}$ | $6.180834 \times 10^{-9}$ | $5.525950 \times 10^{-8}$ |
| 12 | $-1.013675 \times 10^{-10}$ | $1.770963 \times 10^{-10}$ | $2.701262 \times 10^{-10}$ | $5.164065 \times 10^{-10}$ | $6.195895 \times 10^{-9}$ |
| 13 | $-8.120350 \times 10^{-12}$ | $5.542317 \times 10^{-12}$ | $1.587689 \times 10^{-11}$ | $4.066367 \times 10^{-11}$ | $6.458692 \times 10^{-10}$ |
| 14 | $-2.949063 \times 10^{-13}$ | $-1.581508 \times 10^{-13}$ | $8.214158 \times 10^{-13}$ | $3.040639 \times 10^{-12}$ | $6.289971 \times 10^{-11}$ |
| 15 | $1.045380 \times 10^{-14}$ | $-4.170384 \times 10^{-14}$ | $3.743734 \times 10^{-14}$ | $2.171190 \times 10^{-13}$ | $5.747424 \times 10^{-12}$ |
| 16 | $2.184965 \times 10^{-15}$ | $-3.888239 \times 10^{-15}$ | $1.502882 \times 10^{-15}$ | $1.487818 \times 10^{-14}$ | $4.946054 \times 10^{-13}$ |
| 17 | $1.352739 \times 10^{-16}$ | $-2.468551 \times 10^{-16}$ | $5.308116 \times 10^{-17}$ | $9.827819 \times 10^{-16}$ | $4.022201 \times 10^{-14}$ |
| 18 | $1.947221 \times 10^{-18}$ | $-1.074485 \times 10^{-17}$ | $1.645997 \times 10^{-18}$ | $6.280030 \times 10^{-17}$ | $3.100225 \times 10^{-15}$ |
| 19 | $-3.576585 \times 10^{-19}$ | $-1.866462 \times 10^{-19}$ | $4.466650 \times 10^{-20}$ | $3.892293 \times 10^{-18}$ | $2.271024 \times 10^{-16}$ |
| 20 | $-3.189212 \times 10^{-20}$ | $1.882279 \times 10^{-20}$ | $1.055915 \times 10^{-21}$ | $2.345163 \times 10^{-19}$ | $1.584938 \times 10^{-17}$ |
| 21 | $-9.262669 \times 10^{-22}$ | $2.401851 \times 10^{-21}$ | $2.161356 \times 10^{-23}$ | $1.376709 \times 10^{-20}$ | $1.056161 \times 10^{-18}$ |
| 22 | $4.353962 \times 10^{-23}$ | $1.623972 \times 10^{-22}$ | $3.800012 \times 10^{-25}$ | $7.890052 \times 10^{-22}$ | $6.733754 \times 10^{-20}$ |
| 23 | $5.527019 \times 10^{-24}$ | $7.304556 \times 10^{-24}$ | $5.678219 \times 10^{-27}$ | $4.421129 \times 10^{-23}$ | $4.115297 \times 10^{-21}$ |
| 24 | $1.959483 \times 10^{-25}$ | $1.624374 \times 10^{-25}$ | $7.110598 \times 10^{-29}$ | $2.425168 \times 10^{-24}$ | $2.414931 \times 10^{-22}$ |
| 25 | $-4.677944 \times 10^{-27}$ | $-7.143829 \times 10^{-27}$ | $7.321374 \times 10^{-31}$ | $1.304030 \times 10^{-25}$ | $1.362866 \times 10^{-23}$ |
| 26 | $-7.928673 \times 10^{-28}$ | $-1.078872 \times 10^{-27}$ | $6.034854 \times 10^{-33}$ | $6.883319 \times 10^{-27}$ | $7.407663 \times 10^{-25}$ |
| 27 | $-2.925262 \times 10^{-29}$ | $-7.241435 \times 10^{-29}$ | $3.828110 \times 10^{-35}$ | $3.581411 \times 10^{-28}$ | $3.883090 \times 10^{-26}$ |
| 28 | $5.442069 \times 10^{-31}$ | $-3.872779 \times 10^{-30}$ | $1.754125 \times 10^{-37}$ | $1.951654 \times 10^{-29}$ | $1.965576 \times 10^{-27}$ |
| 29 | $9.900441 \times 10^{-32}$ | $-8.727616 \times 10^{-31}$ | $5.167137 \times 10^{-40}$ | $2.240818 \times 10^{-30}$ | $9.618989 \times 10^{-29}$ |
| 30 | $3.395051 \times 10^{-33}$ | $-8.070914 \times 10^{-31}$ | $7.346640 \times 10^{-43}$ | $1.373595 \times 10^{-30}$ | $4.555902 \times 10^{-30}$ |
| 31 | $-7.347427 \times 10^{-35}$ | $-8.095227 \times 10^{-31}$ | 0 | $1.330719 \times 10^{-30}$ | $2.090608 \times 10^{-31}$ |
| $\infty$ | 0 | 0 | 0 | 0 | 0 |


| $r$ | 1 | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: | :---: |
| $\kappa^{(r)}$ | 0.9647555 | 1.0012649 | 0.9999478 | 1.0000024 |

Table 4: The proportionality factor.

Calculations for the aggregate claims distribution presented by Dhaene \& Vandebroek (1988) and Sundt \& Vernic (2009) satisfy the orderings (44) and (45).
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