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Abstract 

It is noted that the regression procedure commonly used when testing for Zipf’s law is erroneous. 
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Choose n cities within a country and rank them by size to get the ordered sequence 

)()()1( nr xxx ≥≥≥≥ …… . Zipf’s law, also known as the rank-size relation, asserts that a graph of 

the rank against the size would then render a rectangular hyperbola. That is,  

crx r =)( . (1) 

for a constant c and all r. Zipf (1949) claimed that this relation holds for many different sorts of 

objects, ranging from the frequencies of natural language utterances to the number of species in 

biological genera (see Li, 2002, for a review). Although that asseveration has been disproved in 

most instances since then, it continues to be invoked in some cases, such as the size of cities. 

 Unfortunately, most of the authors that defend Zipf’s claim use a testing procedure that is 

erroneous: They estimate, through ordinary least squares (OLS), the regression 

rrxr εββ ++= )ln()ln( )(21  (2) 

for ,,...,1 nr =  and then test the null hypothesis that β2 1−= . Aside from the fact that the OLS 

estimators are not efficient in that case, given that r is an integer, what makes (2) not only 

dubious but plainly wrong is the fact that the intercept is not a nuisance parameter in the 
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regression. This is so because in terms of, say, the largest or the smallest objects, equation (1) 

implies that )1(xc =  or )(nnxc = . Alperovich (1984) uses the first expression, but, as seen below, 

the second one has to be preferred to the other 1−n  alternatives. Thus, if one is inclined to use a 

regression model to test for Zipf’s law (something that we do not recommend), the correct 

procedure would be to estimate 

rnr nxxr εθ += )/ln()ln( )()( , (3) 

for ,1,...,1 −= nr  and then test the null hypothesis that θ 1−= . 

 Such an ad-hoc test can be replaced with more formal ones after uncovering the 

probability law that is behind the rank-size relation (wrongly called the rank-size distribution!). 

As shown by, e.g., Rapoport (1978) or Urzúa (2000), the probability law behind (1) corresponds 

to the Paretian density function 2)/()( −∝ μxxf , where 0>≥ μx  (the first of these last 

inequalities is the reason for having chosen )(nnxc =  above). Among a number of parametric and 

nonparametric tests for that distribution, Urzúa (2000) proposes in particular the following 

simple test statistic: 
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which is asymptotically distributed under the null as a chi-square with 2 degrees of freedom. An 

appealing feature of the test is that it is locally optimal if the alternatives are other power laws. 

 In order to illustrate the use of (3) and (4), consider the first results reported by Rose 

(2006, Table 1) in his interesting paper on the size distributions of, both, cities and countries 

across the world. Using regressions like (2), and choosing 5% as the level of significance, he 

cannot reject Zipf’s law in particular for the case of the 50 largest US combined statistical areas 

in 1990 and 2000 (CSA19 and CSA20), as well as in the case of the 200 largest US metropolitan 
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and micropolitan statistical areas, also in 1990 and 2000 (MSA19 and MSA20). Nevertheless, if 

one uses (3), the following slope estimates (and robust standard errors) are found for CSA19, 

CSA20, MSA19 and MSA20: -1.046 (.008), -1.040 (.009), -1.035 (.004) and -1.032 (.003). Thus, 

Zipf’s law is handily rejected in the four cases with that level of significance. Alternatively, after 

computing (4) the following LMZ values are obtained: 2.881, 2.097, 10.732, and 8.728, 

respectively. Thus, the null hypothesis is rejected in the case of the MSAs for both years. 

 As a final comment we note that in other sciences, such as Physics, Zipf’s law is meant to 

encompass the more general rank-size relation crx r =α
)( , with 0>α . In that case the points made 

here can be readily generalized. In particular, the probability law behind that general relation can 

be shown to be Pareto’s law, which has a density function of the form )1()/()( +−∝ αμxxf , 

0>≥ μx . Needless to add, several parametric and non-parametric tests are already available in 

the literature for that distribution. 
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