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The uncapacitated warehouse location problem (UWLP) is one of the widely studied discrete location 
problems, in which the nodes (customers) are connected to a number (w) of warehouses in such a way that the 
total cost, yields from the dissimilarities (distances) and from the fixed costs of the warehouses is minimized. 
Despite w is considered as fixed integer number, the UWLP is NP-hard. If the UWLP has two or more 
objective functions and w is an integer variable, the UWLP becomes more complex. Large size of this kind of 
complex problems can be solved by using heuristic algorithms or artificial intelligent techniques.  It’s shown 
that Particle Swarm Optimization (PSO) which is one of the technique of artificial intelligent techniques, has 
achieved a notable success for continuous optimization, however, PSO implementations and applications for 
combinatorial optimization are still active research area that to the best of our knowledge fewer studies have 
been carried out on this topic. In this study, the bi-criteria UWLP of minimizing the total distance and total 
opening cost of warehouses. is presented and it’s shown that promising results are obtained.    

Kapasitesiz Depo Yeri Belirleme Problemi, açılacak “w” adet deponun toplam açma maliyetlerinin ve 
düğümlerde bulunan müşteriler ile açılan depolar arasındaki uzaklıklardan kaynaklanan maliyetlerin 
toplamının en küçüklendiği, literatürde yaygınca bilinen bir kesikli yer belirleme problemidir. “w” sabit bir 
sayı olmasına rağmen bu problem Np-Hard sınıfında yer almaktadır. Eğer birden fazla amaç fonksiyonu aynı 
anda ele alınır ve “w” sayısı sabit yerine değişken kabul edilirse problem daha da zorlaşmaktadır. Büyük 
boyutlu örnekleri ise ancak sezgisel tekniklerle ele alınabilmektedir. Öte yandan Parçacık Sürüsü 
Optimizasyonu’ nun (PSO), sürekli eniyilemede ciddi bir başarıya sahip olduğu gösterilmiştir. Fakat 
Kombinatoriyel Problemlerde uyarlama ve uygulama alanı hala aktif bir araştırma alanıdır ve bilindiği 
kadarıyla, bu başlık altında daha az çalışma yürütülmüştür. Bu çalışmada İki Kriterli Kapasitesiz Depo Yeri 
Belirleme Probleminin çözümü için bir Parçacık Sürüsü Optimizasyonu Algoritması önerilmiştir.  
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 1. INTRODUCTION 

  

 UWLP is one of the most widely studied discrete location problems (Cornuejols, et  

al., 1990; Gao, at al., 1994) and this problem is known to be NP-hard (Krarup and Pruzan, 

1983). There are many surveys related to this topic, in that respect examining all essential 

contributions is beyond the scope of this paper (Dearing, 1985; Francis 1983).  

 

 The UWLP is gone under different names in the literature. The uncapaciteted facility 

location problem, simple plant location problem can be considered as some of them. Despite 

the NP-hardness of the problem it was shown by (Grishukhin, 1994) that, there exist some 

polynomially solvable special cases. 

 

 In UWLP, a number of “w” warehouses is tried to be located at some candidate points 

on an Euclidian graph with fixed costs so as to minimize the total cost arising from locating a 

warehouse and the distances between “n” customers (nodes) to the nearest possible located 

warehouse. In addition there does not exist a capacity constraint for all of the warehouses. 

“w” can be defined either a fixed integer number or an integer variable number, however 

problem becomes more complex whether “w” is chosen an integer variable. In this study, “w” 

is an integer variable number and the bi-criteria UWLP of minimizing the total distance and 

total fixed cost of warehouses to be opened is presented. The mathematical formulation of the 

considered problem is given below. 

 

 Let  be the set of possible locations to establish a warehouse, 

 be the set of customers,  be the distance between warehouse i and customer 

j,  be the demand of customer j and   be the opening cost of warehouse i. 

 

 Let binary variable  be equal to 1 if warehouse i is opened and decision variable  

denotes amount of the transportation from warehouse i to customer j. 

 

We have two objective functions: 

 Total distance:  
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 Total opening cost of warehouse:  

 

 
In respect of the notation given above, we can now formulate the mathematical model as: 

 
st. 

 

 

 

 
 

 Equation 1 is the minimization of the total distance whereas equation 2 is the 

minimization of the costs of opening of warehouses. Equation 3 is the scalarized form of 

equations 1 and 2. Equation 4 ensures that demands of all customers are met. Equation 5 is 

provides distribution from warehouse i to any other possible customers if warehouse i is 

opened.  Equations 6 and 7 are the integrality constraints. 

 

 2. SOLUTION APPROACHES 

 

 Solution approaches for UWLP can generally be divided into three categories: 

heuristic methods, exact methods, and hybrid approaches. In this paper we used both exact 

and Particle Swarm Optimization (PSO) which is one of the artificial intelligent techniques, 

solution approaches for solving the UWLP.  
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 Because of the multiobjective nature of the model, a solution process of these kinds of 

problems has been considered in two stages: the scalarization of the given problem, and the 

solution of the scalarized problem. Scalarization and the solution approaches for UWLP were 

explained in Section 2.1 and Section 2.2 respectively. 

 

 2.1. Scalarization 

 Scalarization means combining different objectives to a single one such that the 

obtained single objective optimization problem allows finding efficient solutions of the initial 

multiobjective problem. There are many scalarization methods for combining different 

objectives to a single one (see, for example, Luc (1989), Chankong and Haimes (1983), 

Ehrgott (2005)). However some of these methods such as weighted sum method are not 

appropriate to find every nondominated solution. Tchebycheff metric based scalarization 

method can be applied as an efficient method for finding supported and unsupported 

nondominated solutions for multiobjective programming with a nonconvex feasible region. In 

this study we used augmented Tchebycheff function for scalarization and it is given below;  

 

 

where  is very small positive number,   is l th. objective function,   is a reference value of 

l th. objective function m is the number of objective functions.  

 

 2.2. The solution of the scalarized problem 

 The UWLP is solved both by exact and PSO methods. They have been explained in 

Section 2.2.1 and Section 2.2.2 respectively. 

 

 2.2.1. Exact solution of the UWLP 

 Exact solution approaches used for solving UWLP type problems generally have two 

main difficulties. The first of them is related to the solution time, which increases 

exponentially with the number of integer decision variables and the second one is the 

nonconvexity of the problem which again is a result of the existence of integer variables, even 
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though the objective and constraint functions in such models are all linear. So we can solve 

exactly only the small size UWLP instances by using the solvers of GAMS, in this study. 

 

 2.2.2. Particle Swarm Optimization Algorithm 

 Firstly introduced by James Kennedy and Russel C. Eberhart, PSO is one the swarm 

intelligence based (Kennedy and Eberhart, 1995; Eberhart and Kennedy, 1995; Eberhart and 

et.al., 1996; Kennedy, 1997; Angeline, 1998; Kennedy and et.al., 2001) algorithms that 

simulates the behavior of the social organisms such as bird flocking and fishing schooling. As 

collecting food or searching rich food sources of a population in nature, PSO similarly uses the 

communication and coordination between the particles (individuals) to converge to optimum 

solution. What is meant here by communication and coordination is, a comparative of the 

fitness values (value of objective function) and utilization of the positions among population, 

respectively. These two phenomenons are related to two fundamental terms of PSO: The 

position and the velocity. In PSO, each particle in a population has a position and a velocity 

vector. Derived from utilization of other particles’, individual best’s and global best’s positions 

which will be clarified later, a velocity vector is generated. That particle then modifies its own 

position due to the velocity vector for which the achievement of coordination and 

communication with the experience of other individuals is not ignored. 

 

 A PSO includes three basic steps: evaluation of the fitness values of each particle, 

update the values and positions of individual and global best, and update the velocities and 

positions of each individual in the population according to the equations 9 and 10. 

 

 Before introducing these steps, it may be more beneficial to explain the terms in 

equations 9 and 10. As can clearly be seen from equation 9, a velocity vector is composed of 

three additive components which can be thought as the fundamental characteristics frame of 

PSO. These components are known as inertia component, cognitive component and social 

component, respectively.  and  mean the velocity and position of the i.th particle at 

iteration t, respectively. Similarly  and  mean the individual best position of the 

i.th particle and globally best position obtained until iteration t, respectively. w (inertia 

coefficient), c1 (cognitive coefficient) and c2 (social coefficient) are user-supplied parameters 

and they are usually accepted between the intervals of 
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.  is a uniformly distributed random number 

between 0 and 1, and affects the speed of cognitive component whereas  performs the same 

task for social component. Similarly if the coefficient w is chosen relatively smaller, this may 

dampen particle’s inertia velocity or conversely if it is chosen a greater value it may accelerate 

the inertia component. As a result of the accelerating or dampening parameters, the situation, 

“What if the lower or upper bounds of any variable are violated?” comes into question. To 

prevent it, considering the domain of the variable a lower  and upper bound  for  

can be defined. Similarly because of the same reason, for not to converge too quickly and for 

not to miss any promising region and solutions, as for ,  a lower  and upper bound 

 for  can also be defined. Despite bounds of the velocity vector is a user-supplied 

parameter, considering robustness of the algorithm the relation between  and domain of X 

can be defined as in equation 11 where k is a continuous coefficient, usually accepted in the 

interval . 

 

 

 

 
 

 The first step is fairly clear. The fitness values of each particle at iteration t are 

evaluated according to the objective function of the problem. At the second step a comparison 

is performed between recently obtained results and individual best values which mean the best 

values obtained so far for each particle. If a better result is obtained here for a particle, then that 

particle forgets its latest position and value and memorizes recently obtained position and value 

as new individual best of its own. 

 

 It’s pretty clear that equations 9 and 10 can be used for continuous optimization; 

however, apart from the modifications mentioned in the upper paragraph, there also exists 

binary integer programming versions of PSO. Kennedy and Eberhart (1997) firstly introduced 

a binary version of PSO. PSO has been applied to a wide range of applications including 

discrete and continuous optimization. In this study, a new discrete modification of PSO with 
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cross-over (Feng et.al., 2007; Pant et.al., 2009) is proposed. Hence, for a comprehensive survey 

for PSO and its applications, please check (Frans, 2001; Kennedy et.al., 2001). 

  

 In the surveys of Fang et al. (2007), a cross over operator was adapted for information 

transmission among particles. According to this approach a particle crosses with its individual 

best and global best obtained so far, respectively and the new particle is created (Fang et.al., 

2007). Apart from original cross over, this cross over operator produces one chromosome. But 

there may occur some drawbacks of this approach which may crucially affect the performance 

of the algorithm.  

 

 Developed in this study, we introduce a novel technique to handle with both cross over 

sequence drawback and much processing requirement. We tried to orient the search by 

orienting the whole population and we now introduce B1, B2 and B3 as three new user-

supplied parameters all between [0,1]. These bounds are used for determining the cross over 

type of the i.th particle. To perform this, a random number generation for all particles in the 

swarm is needed. A pseudo code for this procedure, scale for cross-over type and flow diagram 

of the proposed PSO are given below in Figure1, Figure2 and Figure3, respectively. 

 

i=0 

Do until i = SS ( SS is the swarm size.) 

i=i +1 

RN (random number) =Rnd( ) 

If RN  

Do not perform cross over for particle(i) 

End if 

If RN  

Cross the particle(i) with a random particle chosen from swarm. 

End if 

If RN  

Cross the particle(i) with its individual best obtained so far. 

End if 

If RN  

Cross the particle(i) with global best of the swarm obtained so far. 
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End if 

Loop 

Figure1. Pseudo code for the proposed cross-over technique. 

 

 

 

 

 

 

Figure 2. The scale for cross over type.  

 

 A general flow diagram of the proposed PSO is below given in Figure 3. 

 

 

Figure 3. Flow diagram of the proposed PSO.  

 

 In this study, an effective chromosome encoding technique is applied. In this technique, 

all of the genes in a chromosome are shown as a uniformly distributed random number 

Cross the particle with global best of the swarm obtained 
so far. 

B3 

B2 

B1 

1.00 

0.00 

Cross the particle with its individual best obtained so far. 

Cross the particle with a random particle chosen from 
swarm. 

Do not perform cross over. 

Initialize 

Create the initial swarm. 
Termination 
criterion reached? 

Perform cross over 
and mutaiton. 

Evaluate fitness values 

Perform tournament selection 
and apply elitism. 

Update individual bests and 
incumbent. 

Terminate 

Evaluate fitness values. 
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between 0-1. The information of the opened warehouses is memorized in another array called 

warehouse array created with a size “n” and with alleles of 0 and 1. The values of this array are 

determined randomly in the initial population but this array is allowed to have at least one 

gene, with a value of 1. In this manner, the ith warehouse can be connected to the jth customer 

as follows: Let “k” warehouses be opened and the first gene of the chromosome (denoted by 

random numbers) be 0.18. a=1+int(0.18*p) where “a” is the ath opened warehouse among the 

opened warehouses. This connection operation is repeated until all customers are connected to 

a warehouse according to the information they keep beneath their own gene. 

 

 A single point cross-over is applied for cross-over but as can be easily seen, infeasible 

cases for warehouses arrays with all values of genes is 0 may be created throughout iterations. 

In such a case, a randomly chosen warehouse is opened.  

 

 Mutation operator simply interchanges value of a gene with a new random number 

unless the gene will be mutated belongs to the warehouse arrays. In such a case the value of a 

gene in the warehouse array is changed to 1 if it’s 0 and vice versa. 

 

 3. COMPUTATIONAL RESULTS 

 

 The performance of the algorithm was tested on 8 different test problems for which two 

of each test problems of dimensions 50, 100, 150 and 200 were created by the authors. The 

proposed algorithm was coded by using Visual Basic 6.0 and executed on a computer with a 

hardware of Core2Duo 2.36GHZ and 3GB RAM to compare to the results of GAMS CPLEX 

Solver derived from the same computer.  

Unfortunately GAMS was unable to solve the problems; however to demonstrate that the 

proposed method is able to obtain optimum solutions, a very small test problem with size 

n=m=8 was run for both GAMS and proposed PSO and it was observed that both of them could 

obtain optimum solutions in a few second.   

 

 4. CONCLUSIONS 

 

 Because of having several parameters in the proposed method, the levels of the 

parameters may crucially affect the quality of the solutions derived from the proposed PSO 
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which means that en experimental design should be carried out to optimize these parameters; 

however in this study because of the unavailability of comparing the results, only a group of 

tests were made to determine a good level for each parameter. 

In further studies the same method will be applied for different scalarization techniques and if 

the availability of a comparison is satisfied, an experimental design is going to be carried out to 

optimize the level of the parameters.     
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