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CONDITIONAL STOCHASTIC KERNEL ESTIMATION BYNONPARAMETRIC METHODSMÁRCIO POLETTI LAURINIPEDRO L. VALLS PEREIRA1. Introdu
tionIn this arti
le we made an appli
ation of nonparametri
 
onditional density estimator proposedby Hyndman (1996) e Hyndman et al. (1996) to analyze the problem of 
onditional 
onvergen
estudied in e
onomi
 growth literature. The proposed methodology is a generalization of themethodology of Conditional Sto
hasti
 Kernel developed by Quah (1996,1998) to multiple andmore general 
onditioning s
hemes and also of the method of Arbia et al. (2005) of analysis ofun
onditional 
onvergen
e using nonparametri
 
onditional density estimation.We utilize this methodology to analyze 
onditional in
ome 
onvergen
e for Brazilian muni
-ipalities between 1970 and 1991, showing that the usually result of in
ome 
lub 
onvergen
e isa�e
ted by the use of s
hooling as 
onditioning variable.2. MethodologyThe Distribution Dynami
s methodology (Quah 1996) assumes that the density distribution
φt+1 for the variables under 
onsideration, usually some measure of relative in
ome, evolves a
-
ording to a �rst order Markov pro
ess:(1) φt+1 = M · φtIn this formulation M is an operator mapping the transition between the in
ome distributionexisting in time t to the in
ome distribution in time t + 1.The 
onstru
tion of the M operator 
an be done assuming that exists a �nite number of statesin φt distribution, using the model of Markov Transition Matrix (see Shorro
ks (1978) for ade�nition of this method and some appli
ations in mensuration mobility), or avoiding the statedis
retization and using a 
ontinuous state formulation for the M operator. This methodology is
alled Sto
hasti
 Kernel and 
an be de�ned (Quah (1996,1998) ) as:De�nition: Let u and v be elements of B whi
h are probabilities measures in (ℜ, ℜ). ASto
hasti
 Kernel relating u and v is a fun
tion M(u,v) : (ℜ,ℜ) → [0, 1] su
h that:(a): for ea
h y ∈ ℜ , the restri
tion M(u,v)(y, ·) is a probability measure in (ℜ,ℜ);(b): for ea
h A ∈ ℜ , the restri
tion M(u,v)(·, A) is a measurable fun
tion in ℜ;(
): for ea
hA ∈ ℜ, it is valid that u(A) =

∫
M(u,v)(y, A) dv(y).Conditions (a) and (b) assure that sto
hasti
 kernel is a well de�ned mapping for M(u,v) and

(ℜ, ℜ) probability spa
es. The prin
ipal 
on
ept is in (
) 
ondition. Given as initial period t, fora given in
ome y there is a fra
tion dv(y) of e
onomies with in
ome 
lose to y. In period t + n,part of e
onomies 
ontained in dv(y) will move to a subset A ⊆ R. Normalizating this fra
tion ofe
onomies by the total number of e
onomies, we have the sto
hasti
 kernel given by M(u,v)(y, A).The integral ∫
M(u,v)(y, A) dv(y) represents the total of e
onomies whi
h independently of initialin
ome will be in the subset A of e
onomies in t+n period. The integral M(u,v)(y, A) represents thetotal of e
onomies whi
h migrates from y to A, and dv(y) is the weighting asso
iated to ea
h M(·)First author - Ibme
 São Paulo and Statisti
s Dept.-IMECC-UNICAMP. Se
ond Author - Ibme
 São Paulo.First author thanks Lizia Figueiredo and parti
ipants of UFMG Graduate E
onomi
s Resear
h Seminar for useful
omments. The se
ond author a
knowledge partial �nan
ial support from CNPq and Pronex-Temáti
o CNPq-Fapesp proje
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CONDITIONAL STOCHASTIC KERNEL ESTIMATION BY NONPARAMETRIC METHODS 2given by the marginal distribution of y. Quah (1998) formalizes the additional ne
essary 
onditions.The sto
hasti
 kernel 
an be understood as the 
ontinuous form of a transition matrix, where wehave a 
ontinuum of rows and 
olumns, and thus a 
ontinuum of states.The Sto
hasti
 Kernel estimation is realized using empiri
al measures for the elements of∫
M(u,v)(y, A) dv(y) integral. The term ∫

M(u,v)(y, A) dv(y) 
an be estimated by the nonpara-metri
 estimation of joint density of relative in
omes in periods t and t + n using a bivariatekernel. This joint density is transformed in a Sto
hasti
 Kernel normalizating by the marginaldistribution in period t, whi
h is the empiri
al measure of dv(y).Arbia et al. (2005) points that a Sto
hasti
 Kernel also 
an be written as:(2) φt+τ (y) =

∫
∞

0

fτ (y|x)φt(x)dxwhere y is the relative per 
apita in
ome in period t + τ and x is the relative per 
apita in
omein period t. Now fτ (y|x) is the 
onditional density whi
h des
ribes the probability of a regionmoves to a spe
i�
 state of relative in
ome, given the relative in
ome in period t.In order to 
onstru
t an estimator for the Sto
hasti
 Kernel, methodologies for the estimationof 
onditional and marginal densities are ne
essary. A nonparametri
 estimator for the 
onditionaldensity is proposed by Rosenblatt(1969), and further developed by Hyndman et al. (1996). Thisestimator is given by:(3) f̂τ (y|x) = ĝτ (x, y)/ĥτ (x)where the estimator for the joint density ĝτ (x, y) is given by:(4) ĝτ (x, y) =
1

nab

n∑

i=1

K

(
‖x − Xi‖x

a

) (
‖y − Yi‖y

b

)and the estimator for the marginal density ĥτ (x) is:(5) ĥτ (x) =
1

na

n∑

i=1

K

(
‖x − Xi‖x

a

)In these estimations a and b are bandwidth parameters 
ontrolling the smoothness of �t, K is
hoosen kernel fun
tion and ‖x − Xi‖x and ‖y − Yi‖y are usual Eu
lidian metri
s.The 
onditional density estimator 
an be rewritten as:(6) f̂τ (y|x) =
1

b

n∑

i=1

wi(x)K

(
‖y − Yi‖y

b

)where(7) wi(x) = K

(
‖x − Xi‖x

a

)
/

n∑

i=1

K

(
‖x − Xi‖x

a

)This estimator is the Nadaraya-Watson kernel regression estimator. It shows that a 
onditionaldensity 
an be obtained by the sum of n kernel fun
tions in Y spa
e weighted by the wi(x) in Xspa
e. The estimation of 
onditional mean by kernel regression method of Nadaraya-Watson isgiven by:(8) m̂τ (x) =

∫
yf̂τ (y|x)dy =

n∑

i=1

wi(x)YiHyndmann et al (1996) proposed some 
hanges in this method to 
orre
t the bias existing in thisestimator, whi
h is exa
erbated when the 
onditional mean fun
tion has an exa
erbate 
urvature



CONDITIONAL STOCHASTIC KERNEL ESTIMATION BY NONPARAMETRIC METHODS 3or the points utilized in estimation are not regularly spa
ed. The estimator 
orre
ted by the biasproposed by Hyndmann et al (1996) is given by:(9) f̂∗

τ (y|x) =
1

b

n∑

i=1

wi(x)K

(
‖y − Y ∗

i (x)‖y

b

)where Y ∗

i (x) = ei+ r̂(x)− l̂(x), r̂(x) is the estimator of the 
onditional means r(x) = E(Y |X = x),
ei = yi − r̂(x) e l̂(x) is the mean of the 
onditional density estimates from E(·|X = x).Note that the method of Hyndman (1996) and Hyndman et al. (1996) allow the introdu
tionof more 
omplex dependen
e stru
tures in 
omparison to the methodology of Quah (1998), whi
hallows for a unique 
onditioning fa
tor and the dependen
e stru
ture is imposed in the model andnot estimated1.In addition to this estimator with redu
es bias, Hyndman (1996) and Hyndman et al. (1996)proposed two new ways to visualize the 
onditional density. The �rst is by use of Sta
ked Plotsin substitution to dire
t visualization of the 
onditional density. In this graphi
s the 
onditionaldensity is showed for a grid of values of 
onditional variable, be
oming easier to interpret theresults of 
onditioning. The another way, introdu
ed by Hyndman et al. (1996), is the use of HighDensity Region Plots. A region of high density is the smaller region in sample spa
e 
ontaininga given probability. The advantage of this method is to make the visualization of multimodaldensities more 
lear. The high density region presents multimodal densities as disjoints subsets inplane.We made a appli
ation of this methodology to analyze 
onditional in
ome 
onvergen
e. Usingthe database about Brazilian muni
ipalities (Atlas oh Human Development in Brazil) 
onstru
tedby IPEA (Instituto de Pesquisas E
on�mi
as Apli
adas) and João Pinheiro Foundation, we presentan analysis of per 
apita in
ome 
onvergen
e for the years between 1970 and 1991.3. Empiri
al AnalysisThe data utilized in this study are a subset of Atlas of Human Development in Brazil, a 
ompre-hensive sour
e of data on in
ome, edu
ation and welfare 
ompiled by United Nations DevelopmentProgram, IPEA (Institute for Applied E
onomi
 Resear
h), João Pinheiro Foundation and IBGE(Brazilian Institute of Geografy and Statisti
s). We use data on in
ome muni
ipality in 1971and 1991, measured in terms of minimum wages proportion, and a measure of basi
 edu
ationgiven by the average number of years of s
hooling for individuals with less than 25 years in ea
hmuni
ipality in 1970. Figure 1 shows the histogram of this variables.To illustrate the methodology, Figure 3 shows the non-parametri
 estimation of Sto
hasti
Kernel for in
ome, showing the evolution of average per 
apita family in
ome of Brazilian Mu-ni
ipalities in 1991 
onditioned in the existent in
ome in 1970. The �gure shows the Sta
kedConditional Density Plot and the High Density Region Plot 
al
ulated using Hyndman (1996) eHyndman et al. (1996) methods.The Figure 3 shows that some stylized fa
ts about 
onvergen
e are 
aptured in this �gure: theestimated values shows that existen
e of a relative high mobility for the intermediary in
ome 
at-egories. Note that 
onditional density estimated for intermediary in
ome shows a high dispersion, showing the existen
e of high mobility to higher and lower 
ategories of in
ome. The �guresshows that poor regions tend to remain poor and the ri
h regions tend to remain ri
h, given thehigher probability for staying in the same region of relative in
ome. These two fa
ts 
orrespondto the phenomena 
alled �middle in
ome disappearan
e� and the formation of Convergen
e Clubs,as interpretated as Quah (1996).To illustrate the e�e
t of 
onditioning, we estimate the in
ome density in 1991 
onditioned inS
hooling in 1970 ( Figure 2). The Figure shows that regions in the extremes of relative in
omehave higher probability to be generated by the respe
tive extremes of s
hooling. Relative ri
herregions in 1991 have high probability to be generated by high s
hooling and poor regions by lows
hooling. Intermediary in
ome regions 
an be generated by high and low s
hooling, given the1See Quah(1998) for details in 
onstru
tion of 
onditioning s
heme.



CONDITIONAL STOCHASTIC KERNEL ESTIMATION BY NONPARAMETRIC METHODS 4Figure 1. Histogram - In
ome 1970, 1991 and S
hooling in 1970.
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high dispersion of probabilities of relative in
ome, and in this way we 
an obtain the 
onvergen
e
lub formation, but 
onditioned by the edu
ation variable.To show the e�e
t of multiple 
onditioning variables, we join the analysis of Figures 2 and 3,formulating a 
onditional sto
hasti
 kernel of in
ome in 1991 
onditioned in in
ome in 1970 ands
hooling in 1991, represented by the Figure 4. To graphi
ally represent a multiple 
onditionings
heme, we �x the �rst variable and shows the sto
hasti
 kernel for the other variable. Figure 4shows 
onditional sto
hasti
 kernel �xing the s
hooling average in 1,2, 3 and 4 years. This Figureshows that 
ontrolling for s
hooling and initial in
ome, muni
ipalities with low s
hooling andinitial in
ome has high probability to stay in the region of relative in
ome below 1; muni
ipalitieswith high s
hooling has probability to stay in regions with a higher in
ome.Note that 
onditioning on multiple variables, the multimodality presents in �gures 2 and 3disappears. This e�e
t shows that the presen
e of multimodality in un
onditional analyses 
anbe interpreted as the result of omission relevant 
onditional fa
tors. Controlling for the e�e
ts
hooling e�e
t, we have that the 
onditional distribution of in
ome in fun
tion of the initialin
ome is essentially unimodal. 4. Con
lusionsWe show that the estimation of 
onditional Sto
hasti
 Kernel using in this methodology sur-passes some existing limitations in the original estimator 
onsidered by Quah (1998). This methodallows the estimation using multiple 
onditioning fa
tors and non-parametri
 estimators for the
onditioning pro
ess. It also allows a more 
omprehensive analysis of the e
onomi
 pro
ess of 
on-ditional 
onvergen
e then non-parametri
 methods 
urrently used and also generalize the methods
onsidered for Quah (1998) and Arbia et al. (2005).5. Referen
esArbia, G., Basile, R. e Piras, G. (2005). Analyzing Intra-Distribution Dynami
s: A Reappraisal.REAL Dis
ussion Papers 05-T-11, University of Illinois.Heston,A, Summers, R. e Bettina, A. (2002) Penn World Table Version 6.1, Center for Inter-national Comparisons at the University of Pennsylvania (CICUP), O
tober 2002.Hyndman, R.J. (1996). Computing and Graphing Highest Density Regions. The Ameri
anStatisti
ian 50:2, pp. 120-126.Hyndman, R.J., Bashtannyk, D.M e Grunwald, G.K. (1996). Estimating and VisualizatingConditional Densities. Journal of Computa
ional and Graphi
al Statisti
s 5, pp. 315-336.



CONDITIONAL STOCHASTIC KERNEL ESTIMATION BY NONPARAMETRIC METHODS 5Figure 2. Sto
hasti
 Kernel - In
ome
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hasti
 Kernel - In
ome Conditioned on S
hooling
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CONDITIONAL STOCHASTIC KERNEL ESTIMATION BY NONPARAMETRIC METHODS 7Figure 4. Conditional Sto
hasti
 Kernel - In
ome in 1991 Conditioned on In-
ome and S
hooling in 1970.
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