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#### Abstract

In this paper, a novel digit-serial systolic array for computing divisions in $G F\left(2^{m}\right)$ over the standard basis is presented. To the authors' knowledge, this is the very first digit-serial systolic divider for $G F\left(2^{m}\right)$. The proposed architecture possesses the features of regularity, modularity, and unidirectional data flow. Thus, it is well suited to be implemented using VLSI techniques with fault-tolerant design. One important feature of the proposed architecture is that different throughput performances can be easily achieved by varying the digit size. By choosing the digit size appropriately, the proposed digit-serial architecture can meet the throughput requirement of a certain application with minimum hardware.


## 1. Introduction

Finite fields $G F\left(2^{m}\right)$ have played an important role in areas of communications. Some applications, such as error-correcting codes [1]-[2] and cryptography [3], usually involve the division operation in finite fields $G F\left(2^{m}\right)$. Performing such arithmetic using software on a general-purpose computer is a straightforward method, but it will be neither fast enough nor cost effective for related real-time applications, especially for the public-key cryptosystems where large fields are adopted [3]. Therefore, special-purpose architectures for $G F\left(2^{m}\right)$ division become indispensable.

A number of VLSI architectures for computing inverses and/or divisions in $G F\left(2^{m}\right)$ have been reported in the literature. Among them, the circuits in [4]-[12] are designed based on the concepts of systolic architecture [13]. Existing architectures for inversion and/or division in $G F\left(2^{m}\right)$ can be categorized into two types: bitparallel and bit-serial architectures. Basically, a bit-parallel system reaches much better throughput performance than a bit-serial one, but it involves much more circuit complexity. For some applications, bit-serial computation may be too slow and fully bit-parallel computation may be faster than necessary and too hardwareconsuming. To improve the trade-off between throughput performance and hardware complexity, the adoption of digit-serial architectures [14]-[15] seems to be a good approach.

In this paper, a novel digit-serial systolic divider for $G F\left(2^{\prime \prime \prime}\right)$ over the standard basis is presented. If the input data come in continuously, it can produce division results at a rate of one every $m /$ $L$ clock cycles with a latency of $(5 m / L)-1$ clock cycles, where $L$ is the selected digit size. The proposed array is highly regular and modular and thus well suited to VLSI implementation. As we will see that the proposed divider and some existing dividers reach the smallest Area-Time (AT) product of $O\left(\mathrm{~m}^{2}\right)$. The most important feature of the proposed architecture is that different throughput performances can be easily achieved simply by varying the digit size. If the digit size is chosen appropriately, the proposed digitserial architecture can meet the throughput requirement of a certain application with minimum hardware.

## 2. The Division Algorithm for $\boldsymbol{G F}\left(\mathbf{2}^{m}\right)$ in [8]

Let $A(x)$ and $B(x)$ be two elements in $G F\left(2^{m}\right), G(x)$ be the primitive polynomial used to generate the field, and $C(x)$ be the result of $A(x) / B(x) \bmod G(x)$, where

$$
\begin{align*}
& A(x)=a_{m-1} x^{m-1}+a_{m-2} x^{m-2}+\cdots+a_{0}  \tag{1}\\
& B(x)=b_{m-1} x^{m-1}+b_{m-2} x^{m-2}+\cdots+b_{0}  \tag{2}\\
& G(x)=x^{m}+g_{m-1} x^{m-1}+g_{m-2} x^{m-2}+\cdots+g_{0}  \tag{3}\\
& C(x)=c_{m-1} x^{m-1}+c_{m-2} x^{m-2}+\cdots+c_{0} \tag{4}
\end{align*}
$$

Each coefficient of the polynomials is in $\{0,1\}$. To compute the division $A(x) / B(x) \bmod G(x)$, the algorithm in [8] based on the Euclid's algorithm can be used. It consists of $2 m$ iterations and can be summarized as follows:

```
The \(G F\left(2^{m}\right)\) division algorithm in [8]
\(R=B(x) ; S=G=G(x) ; U=A(x) ; V=T=0 ;\)
state \(=0 ;\) count \(=0\);
for \(i=1\) to \(2 m\) do
    \(R=x \cdot R ; T=x \cdot T \bmod G ;\)
    if state \(=0\) then
        count \(=\) count +1 ;
        if \(r_{m}==1\) then ( \(* r_{m}\) : coefficient of \(x^{m}\) of \(R *\) )
            tmp \(=R\);
            \(R=R+S\);
            \(S=\mathrm{tmp} ; T=U ;\)
            state \(=1\);
        end
    else
        count \(=\) count -1 ;
        if \(r_{m}=1\) then
            \(R=R+S ; T=T+U ;\)
        end
        if count \(==0\) then
            \(V=T+V ; U \leftrightarrow V ;\)
            state \(=0\);
        end
    end
end (* \(V\) has the result \(C(x) *\) )
```

After $2 m$ iterations, polynomial $V$ contains the division result $C(x)$. Two parallel-in parallel-out architectures and a serial-in serial-out architecture were developed based on this algorithm in [8] and [12]. In the following, a digit-serial architecture is given for the same problem.

## 3. Novel Digit-SERIAL Systolic Array IMPLEMENTATION

### 3.1 Dependence graph of the above division algorithm [12]



Input: $I_{i}^{\prime}:\left[0, b_{1}, 0\right] I_{i}^{2}:\left[g_{i}, g_{i}, a_{i}, 0\right]$
Output: $O_{i}:\left[*, g_{i}, *, c_{i}\right]$ *: don't care
Fig. 1. A dependence graph for division in $G F\left(2^{6}\right)$.
Fig. 1 shows a dependence graph (DG) of the above division algorithm for $G F\left(2^{m}\right)$, where $m=6$. It consists of $2 m$ Type- 1 cells and $2 m \times m$ Type- 2 cells, where the functions of these two types of basic cells are depicted in Figs. 2-3. The coefficients of $A(x), B(x)$, and $G(x)$ enter the array from the top, and the cells in the $i$-th row of this array realizes the $i$-th iteration of the algorithm. The value of count is traced based on the tracing scheme in [12], where each Type-2 cell incorporates one 2-to-1 multiplexer (the one with Inc and Dec as its inputs and C-flag as its output) for this purpose. The value of count will increase or decrease depending on the value of state. That is
count ${ }^{\prime}=\left\{\begin{array}{l}\text { count }+1, \text { if state }=0 \\ \text { count }-1, \text { if state }=1\end{array}\right.$
where count' represents the value of count for the next iteration. Besides, the logic value of C-zero of Typc-1 cell can be used to determine whether the value of count equals to zero. For the Type1 in the $i$-th row, "C-zero $=1$ " means that "count $=0$ " after $i$ itera-


Fig. 2. The circuit of Type-1 cell in Fig .1.


Fig. 3. The circuit of Type-2 cell in Fig. 1.
tion, while " C -zero $=0$ " means that "count $\neq 0$ " after $i$ iteration (for more details, see [12]).

For each row, Type-1 cell also generates the control signals Ctri1, Ctr 12 , and Ctr 13 for the present iteration as well as computes the value of state for the next iteration (i.e., state' in Fig. 2) according to the following logic functions:

$$
\begin{align*}
& \operatorname{Ctrl1}=(\text { state }=0) \&\left(r_{m}=1\right) \\
& \operatorname{Ctr12}=\left(r_{m}=1\right) \\
& \operatorname{Ctr13}=(\mathrm{C}-\text { zero }=1)  \tag{8}\\
& \text { state' }=\text { state, if }\left\{\begin{array}{l}
\left(\left(r_{m}=1\right) \&(\text { state }=0)\right) \\
\text { or }((\mathrm{C}-\text { zero }=1) \&(\text { state }=1))
\end{array}\right. \tag{9}
\end{align*}
$$

Type- 2 cells in the corresponding row receive $\mathrm{Ctrl1}, \mathrm{Ctrl} 2$, and Ctrl3 from Type-1 cell and execute the operations of (I), (II), and (III) when the control signals Ctrl1, Ctr12, and Ctri3 are true, respectively, where the $(i+1)$-th Type- 2 cell $(0 \leq i \leq m-1)$ from the right evaluates the $(i+1)$-th least significant coefficients of $R, S, U$, $V$, and $T$ (i.e., $r^{\prime}, s_{i}^{\prime}, u_{i}^{\prime}, v_{i}^{\prime}$, and $t_{i}^{\prime}$ in Fig. 3). The coefficients of the division result $C(x)$ will emerge from the bottom of the array (i.e., after $2 m$ iterations).

### 3.2 Novel digit-serial systolic divider for $G F\left(2^{m}\right)$

To design a digit-serial systolic divider for $G F\left(2^{m}\right)$ with digitsize $L(L \geq 2)$, we can proceed according to the following procedure:


Fig. 4. Partition one part of the DG in Fig. 1 with $L=3$.


Fig. 5. Implement the circuit in Fig. 4 using one cell with $L=3$.

1) Partition the DG in Fig. 1 into $2 m / L$ identical parts, where each part consists of $L$ rows. For example, we can partition the DG in Fig. 1 into 4 parts with $L=3$.
2) Partition one part of the DG into $(m / L)+1$ regions. Fig. 4 shows an example of $L=3$. Region 1 and region $(m / L)+1$ are in triangular forms while the other regions are in the form of parallelogram. Region 1 contains $L$ Type- 1 cells and $(L-1) L / 2$ Type-2 cells, region $i(2 \leq i \leq m / L)$ comprises of $L^{2}$ Type-2 cells, and region $(m / L)+1$ includes $(L+1) L / 2$ Type- 2 cells.
3) Scheduling: Those regions in Fig. 4 are defined as equitemporal regions, all the processor elements belonging to the same region are processed at the same time. The processor elements in region $i$ are scheduled to be processed at the $i$-th clock cycle.
4) To implement the circuit in Fig. 4 according to the above schedule, the cell in Fig. 5 can be used, where " $\bullet$ " denotes a one-cycle delay element. The cell is composed of $L$ Type- 3 cells, shown in Fig. $6, L^{2}$ Type- 2 cells, $3 L 2$-input AND gates, $L$ 2-to-1 multiplexers, and $19 L+4$ one-bit one-cycle delay ele-


Fig. 6. The circuit of Type-3 cell in Fig. 5.


Fig. 7 A novel digit-serial systolic divider for $G F\left(2^{6}\right)$ with digit size $L=3$.
ments. A control sequence $\mathrm{Ct}=011 \cdots 1$ of length $m / L$ is used to control the cell. Since Ctrl1, Ctri2, Ctrl3, state, and $t_{m-1}$ from each Type-1 cell in Fig. 4 must be broadcast to all the Type-2 cells in the same row, each Type-3 cell incorporates four 2-to-1 multiplexers and four one-bit latches for this purpose. When the control signal Ct is in logic $0, \mathrm{Ctrl} 2, \mathrm{Ctri} 3$, state, and $t_{m-1}$ are loaded. Besides, $3 L 2$-input AND gates are added to the cell in Fig. 5 owing to the fact that three zeros must be fed into each row of the circuit in Fig. 4 from the rightmost cell. When the control signal is in logic 0 , these AND gates generate zeros. In addition to above, the cell in Fig. 5 also incorporates $L$ 2-to-1 multiplexers for data flow arrangement.
5) By concatenating $2 m / L$ cells shown in Fig. 5 together, a digitserial systolic divider for $G F\left(2^{m}\right)$ can be obtained. Fig. 7 shows the result. The coefficients of $A(x), B(x)$, and $G(x)$ enter the array from the left at a rate of $L$-bit every clock cycle and those of $C(x)$ emerge from the right of the array at the same rate with a latency of $(5 m / L)-1$ clock cycles. That is, the systolic divider can produce division results at a rate of one every $m / L$ clock cycles.
When the digit size $L$ gets large, the maximum propagation delay of the cell in Fig. 5 will become large and thus the clock rate will decrease. To conquer such a problem, we can further pipeline the cell in Fig. 5 so that the maximum propagation delay can be kept small when the digit size $L$ gets large. For example, we can further pipeline the cell in Fig. 5 into 3 stages by placing one one-cycle delay element on each of the communication links crossed by the gray lines.

## 4. CONCLUSIONS

In this paper, a novel digit-serial systolic divider for $G F\left(2^{m}\right)$ over the standard basis is presented. To the authors' knowledge, this is the very first digit-serial systolic divider for $G F\left(2^{m}\right)$. The proposed divider possesses the features of regularity, modularity, and unidirectional data flow. Thus, it is well suited to be implemented using VLSI techniques with fault-tolerant design [16]-[17].

TABLE I gives a comparison of some systolic arrays for division in $G F\left(2^{m}\right)$. The systolic divider in [4] is not considered for comparison due to its large area-complexity of $O\left(m * 2^{m}\right)$. It can be seen that the proposed divider and the dividers in [7]-[8] and [12] reach the smallest Area-Time (AT) product of $O\left(m^{2}\right)$. As compared to the dividers in [9]-[11], the proposed systolic divider has better performances since it involves less area-complexity and reaches higher throughput rate. For the dividers in [5]-[7] and Fig. 4 of [8], they are only suitable for some very high-speed applications where the value of $m$ is not large. For those applications where large value of $m$ is adopted, their large area-complexity will make single-chip implementation impossible. As for the divider in Fig. 8 of [8] and the divider in [12], they involve small area-complexities but their low throughput rates may be too slow for some real-time applications. The proposed digit-serial systolic divider has a throughput rate of $L / m$ and involves $O(L m)$ area-complexity. By varying the digit size $L$, different throughput rates can be easily achieved. For a certain application, throughput requirement can be met by choosing the digit size $L$ appropriately. By choosing the digit size $L$ appropriately, the proposed digit-serial architecture can meet the throughput requirement of a certain application with minimum hardware.
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| Item $\quad$ Circuits | $\begin{aligned} & \text { The circuits } \\ & \text { in [5] \& [6] } \end{aligned}$ | The circuits in [7] \& [8] | The circuits in [9]-[12] | The proposed divider |
| :---: | :---: | :---: | :---: | :---: |
| Throughput rate (unit=1/cycles) | 1 | [7] \& Fig. 4 in [8] 1 <br> Fig. 8 in [8] $1 /(2 m-2)$ | $\begin{aligned} & {[9] 1 /(2 m-1)} \\ & {[10]-[12] 1 / m} \\ & \hline \end{aligned}$ | $L / m$ |
| Time complexity | $O(1)$ | [7] \& Fig. 4 in [8] $O(1)$ Fig. 8 in [8] $O(m)$ | $O(m)$ | $O(m / L)$ |
| Area complexity | $O\left(m^{3}\right)$ | [7] \& Fig. 4 in [8] $O\left(m^{2}\right)$ Fig. 8 in [8] $O(m)$ | $\begin{aligned} & \text { [9]-[11] } O\left(m^{2}\right) \\ & {[12] O(\mathrm{~m})} \end{aligned}$ | $O(\mathrm{Lm})$ |
| Latency (unit=cycles) | $O\left(m^{2}\right)$ | $O(m)$ | $O(m)$ | $O(m / L)$ |
| I/O format | parallel-in parallel-out | parallel-in parallel-out | serial-in <br> serial-out | digit-serial |
| Area-Time product | $O\left(m^{3}\right)$ | $O\left(m^{2}\right)$ | $\begin{aligned} & \text { [9]-[11] } O\left(m^{3}\right) \\ & {[12] O\left(m^{2}\right)} \end{aligned}$ | $O\left(m^{2}\right)$ |

* $L$ is the digit size.

