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Abstract The Robot Programming Network (RPN) is an initiative for creating a network of robotics education laboratories with remote programming capabilities. It consists of both online open course materials and online servers that are ready to execute and test the programs written by remote students. Online materials include introductory course modules on robot programming, mobile robotics and humanoids, aimed to learn from basic concepts in science, technology, engineering, and mathematics (STEM) to more advanced programming skills. The students have access to the online server hosts, where they submit and run their programming code on the fly. The hosts run a variety of robot simulation environments, and access to real robots can also be granted, upon successful achievement of the course modules. The learning materials provide step-by-step guidance for solving problems with increasing level of difficulty. Skill tests and challenges are given for checking the success, and online competitions are scheduled for additional motivation and fun. Use of standard robotics middleware (ROS) allows the system to be extended to a large number of robot platforms, and connected to other existing tele-laboratories for building a large social network for online teaching of robotics.
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1 Introduction

Remote laboratories and online robotic systems have been around for nearly two decades, with considerable success [45]. With the advent of cross-platform middleware [38] and the adoption of new powerful World Wide Web standards [33], we may well be approaching a new golden era for web-based laboratories.

The availability of such platforms will surely increase the productivity of the research community, yet they will become invaluable as educational resources, for students and interested public. Sophisticated intelligent robotic platforms could be made accessible worldwide, the only cost being an Internet connection for the user.

Nowadays, there already exists a myriad of web-enabled intelligent systems, ready to be remotely controlled, their sensors and outputs visualized. An awesome example is the PR2 Remote Lab [36], which enables a large community of researchers to use a state-of-the-art yet expensive platform.

However, to our knowledge, most systems are built ad-hoc with their customized solutions for management and development. The lack of a standardized remote laboratory framework and the dilemma between offering capabilities and maintaining security prevents the widespread extension of the access to such systems. Usually, the interface only makes it possible to control the elements of the robot. In some cases, scripting capabilities for executing a limited set of commands are provided [28].

In this paper, we present a system that allows users of a Virtual Learning Environment to seamlessly work with web-based laboratories consisting of real robots or 2D/3D simulators. User programs consist of fully-functional source code written on any of the supported programming languages (Python, Lisp, Matlab). The code is executed in the remote laboratory, thus it can access all the available information and services, without any additional remote communication overhead during execution. Upon finishing, the output of the process is returned back to the user’s browser, and the generated data is readily available to download for further analysis.

The distributed nature of the framework is the key factor for its scalability, allowing the extension to a large number of learning environments and remote laboratories. Security is emphasized through user authentication services, adequate Application Programming Interfaces (API) and the use of Virtual Machines (VM) for the execution of the user’s code.

2 Motivation and Related Work

The RPN project (www.robotprogramming.net) aims to bring together three components (robots, Internet, and programming), which, up to now, have been grouped into pairs with considerable success. Our aim is to advance a step further, combining the potential of all three technologies into a unique learning framework (Fig. 1).
2.1 Networked Robots

Practically from its conception between the late 1980s and early 1990s, the Internet was realized to allow remote users to interact with and monitor robots and autonomous systems [45].

With the major achievement of being online for over ten years, the Telerobot of the University of Western Australia (UWA) has become one of the most popular remote laboratories, and similar systems have proliferated since then [28, 13, 32, 34, 41, 24, 20, 23].

The PR2 Remote Lab [36, 34] represents a milestone in online robot systems. Previous attempts focused on simple experiments and online learning, and did not build upon shared robot middleware frameworks. This laboratory uses Robot Web Tools [3], a collection of open-source modules and tools for building web-based robot apps, allowing web applications to interface with a variety of robots running ROS.

Another milestone in the development of online robotics is the RoboEarth project [47]: it is a more ambitious system, which consists of a network and database repository where robots can share information and learn from each other about their behavior and their environment.

Robot benchmarking also benefits from the availability of common online platforms for the development and testing of algorithms [6]. To do so, easy means of executing robot programs should be available. A REST-based architecture has been proposed in [17] and demonstrated in [18] with remote experiments on visual servoing.
While most existing remote laboratories have proven highly successful and invaluable for spreading the use and knowledge of online robots, in our opinion a gap has not yet been filled: the need for providing a simple, seamless, and secure way of executing real programs for users of a remote laboratory.

2.2 Robot Programming

With the advent of cheap robot kits, teaching with robots has become increasingly popular not only in universities but in high schools, and it has raised a large interest among the educational community to assess its benefits and drawbacks. Robots have been used to ease the learning process of introductory programming courses [12]. Inexpensive robot kits are claimed as a cost- and time-effective means of reinforcing behavioral robotics principles to students of different disciplines (computer science, engineering, psychology) with limited programming skills [21].

With robotic design contests becoming increasingly common, it is claimed [31] that competitions can be an important tool for fostering intellectual maturity, as defined by the Perry Model [35]. A competition involves a clearly defined yet open-ended problem, with many possible solutions. Students are encouraged to work collaboratively in teams, and the goals provide the contextual aspect of applying knowledge.

Using robots in the introductory computer science curriculum has attracted lots of attention in recent years [26] [48]. This approach is meaning to challenge the Computer Science teaching community to move from the premise that computation is calculation to the idea that computation is interaction. Robots provide entry level programming students with a physical model to visually demonstrate concepts or ideas traditionally taught using abstractions.

Robots may add another benefit, since they could become an attractor to Computer Science studies. Number of undergraduates declaring a computer science major is dropping steadily in the last years [27]. Women, always a minority in the field, have become even scarcer than before. Use of robots in introductory computer science has been proposed as a means to fight the enrollment decline [5]. Some experiences report that student enrollment has grown over 2 fold since the introduction of robots [48].

2.3 Networked Programming

In recent years there has been a proliferation of educational websites focusing on interactive online programming. Some of them are MOOCs (massive open online courses) like those of the companies Coursera (coursera.org) and Udacity (udacity.com). Others come without university partnerships or certification processes, like Codecademy (codecademy.com) or Khan Academy (www.khanacademy.org/cs).

The use of Internet and multimedia has brought new opportunities for learning programming. Either replacing or in addition to classroom lessons, it
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Online programming environments work directly in the user’s browser, without the need of downloading and installing a compiler. The choice of programming language offers a wide range including full-featured Javascript, Ruby, or Python [37], and simpler languages targeted to young students like Logo (turtleacademy.com) or graphical languages like Scratch (scratch.mit.edu) [40].

Most environments require the use of a PC or laptop to write code, but recent initiatives are directed towards computer programming being done directly on the mobile devices [44].

Other proposals make use of new technologies such as three-dimensional virtual worlds, for better effectiveness in the learning of programming [19].

3 The RPN Framework

Our approach aims to bring together the advantages of online programming and networked robots: the appeal of using robots makes learning programming more attractive, while, on the other hand, the possibility of programming the robot provides deeper knowledge about its functioning. The widespread availability of networked robots, through Internet or an academic private network, allow the students to share resources, thus lowering equipment and maintenance costs.

3.1 Hardware and Software Architecture

The overall architecture of RPN is shown in Fig. 2. It is built upon two networks: the Internet (or a local academic network) for the students to access, and a local ROS network which connects the robot systems (either simulators or real robots) and other devices like video cameras.

ROS (Robot Operating System - www.ros.org) [38] is a framework for robot software, consisting of tools, libraries and conventions for a wide variety of robotic platforms. By choosing ROS as the core component of RPN, we gain access not only to a number of different robots, simulators, and vision systems, but also to a large library of robot behaviors which can be readily used for providing high-level functionality to the user, or running in the background for monitoring, data logging or security purposes.

There is a bridge between both networks, consisting of a module which translates the information from and to different languages: ROS topics and services on the robot side, and web data structures on the student side. This module, called rosbridge [3], can both read ROS topics and publish them through the web, and write ROS topics with information provided by the web clients [33].

Though the ROS network is accessible at Internet through rosbridge, access must be authenticated and authorized by the system, centralized in a Learning
Fig. 2 Overall architecture of the Robot Programming Network: the user is connected to Internet via a browser, and is granted access to the LMS server. The user’s code is run on a Virtual Machine, where it uses a secure API for interacting with the ROS modules of the network, through the available ROS topics and services.

Management Server (LMS). The user must first sign in with a recognized user account, or log into the system with an identification provided by other web service (e.g. Gmail or Facebook).

The following list explains the thorough steps from the moment the student types the password until the robot moves:

1. The student is first authenticated and a secure session is started in Moodle.
2. Some courses are freely available to enroll; in others, access is granted by teachers upon request.
3. Once enrolled in a course, the student browses through the Moodle pages, where links to the robots and simulators are shown.
4. When the student clicks on such a link, the server connects to a Moodle External Tool, which allows the user to interact with IMS LTI-compliant learning resources and activities [8].
5. The Moodle External Tool provides the user account information to the LTI-compliant module. After checking authentication, this module connects to the ROS system of the robot or simulator through a secure rosbridge connection.
6. Once the connection is established, the student can use the browser to control the ROS system. In our case, the student writes a program in a
text field, which is submitted to a server process that executes the code in
the robot or simulator.

7. The server receives the source code, and launches a new ROS process for
the execution of that code. The new process will publish the necessary
topics to make the robot move.

8. Both the output of the process and the message errors (if any) will be redi-
rected back to the student’s browser window, for monitoring and debugging
purposes.

9. Finally, when the student leaves the web page, the connection with the
ROS server is automatically closed.

There is no need to modify the Moodle platform for running our system,
since support for LTI-compliant materials is already included [4], but it is
necessary to add some interfacing code in PHP, in order to build the bridge
with the ROS server. The current version only works in one direction (passing
the authentication information to ROS) but, since the LTI protocol is defined
in both ways, in the future we plan to add feedback to Moodle from ROS, e.g.
sending grades to Moodle assignment based on the performance of the robot
task.

3.2 Security

Security policies must be established, as in other web laboratories [9,29]: the
LMS server is also responsible of the access policy to the shared resources,
by storing a database of time slots, where users can book the facilities for a
determined amount of time. Only booked users have full access to the system,
while others can be monitoring or analyzing the system, in a read-only mode.

The student’s code (Python, Ruby, Lua, Matlab, and Lisp can be sup-
ported) is not executed directly in the real machines, but instead it runs on
a Virtual Machine (VM). Virtualization provides both safety and control of
resources. Malicious code has only access to the virtualized system, without
any possibility of intrusion into sensitive processes, like those controlling
the robot hardware or the RPN system itself. In addition, a VM is allowed to use
a fixed number of processors and a maximum amount of RAM memory, thus
preventing an overload of the system. In critical cases, the VM can be reset,
or directly deleted and restarted to a safe state.

In addition, the code is not allowed to publish directly to the topics that
control the robot hardware; instead, it is redirected to similar topics which are
filtered by background modules that monitor the state of the robot and either
retransmit or block the user commands depending on the safety conditions,
e.g. danger of collision. Fig. 3 depicts an example for a mobile robot: the user
code does not publish directly to the command velocity topic (cmd_vel) of
the robot driver. Instead, the topic is read by the background monitor, which
reads also the information topics from the robot driver, consisting of the sonar
and infrared sensor data. Based on the sensor values, the monitor process
determines the safety of the commanded motion, and forwards the values to
3.3 Scalability

According to the statistics published in the Moodle home page [30], the largest sites in the world currently have up to 1,000,000 users. So the scalability of Moodle is not a problem at all, provided that the appropriate hardware (processing power, bandwidth) is available. Our current system is experimental, thus it runs on a single computer. When the number of user increases, we plan to migrate to a Moodle cloud system. Of course a bottleneck is the number of real robots available, but since our system can connect to ROS systems all over the Internet, we aim to grow a distributed network community of robots, thus the workload can be distributed among online robots on different remote laboratories.

3.4 User Interface

The generic user interface is intentionally kept very simple for clarity and ease of use (Fig. 4). It consists of four window areas: the top left side is the visualization area, where the system displays the simulated setup, or video
feedback from live cameras; the top right side is the scripting area, where the user types the source code of the program to be run into the system; the left bottom side consists of a simple button panel, for running or stopping the program; finally, to the right bottom side, there is another output area for system messages (compilation errors, console output, etc).

Nevertheless, this basic interface can be customized or expanded with additional components, depending on the available equipment of the remote system (cameras) or the visualization needs (2D/3D).

In the following subsections, several examples of functioning user interfaces are thoroughly explained, each of them controlling a different robot setup, namely the ROS Turtle and Stage simulators, the Syrotek mobile robot laboratory [25], and the NAO humanoid robot.

### 3.4.1 Turtle Simulator

This is a simple 2D simulator without physics, initially designed for teaching ROS concepts, but also suitable for teaching programming concepts or an introduction to mobile robots. It resembles the Logo turtle [39], but the notion of time (even simulated) makes a significant difference: the velocity of the turtle can be controlled, thus the execution of the code is not immediate, but progressive.

In Fig. 5, the visualization area shows the turtle and the trail path that it followed. The web code is subscribed to the turtle position topics, and as it moves, new position values are received and the trajectory and turtle position on the browser window are updated.

The turtle moves with linear and angular velocities, allowing the user to program curved trajectories. Additionally, the color of the path is selectable, thus colorful patterns can be drawn.
A small piece of code is shown in the scripting area. The top five lines are automatically added to include the API module and call an initialization function; the user commands are written below.

In the figure, the user calls the API function `leftArc(a, r)` which moves the turtle during one second along an arc trajectory of $a$ degrees and radius $r$. Internally, the function computes the linear and angular velocities and publishes them into the corresponding topics for moving the turtle.

The panel button consists of four buttons for running and stopping the program, clearing the trajectory path, and resetting the turtle position to the window center respectively. Each button triggers the corresponding action, which communicates with the ROS system. For example, the `run` action reads the code from the script area, and calls a ROS service in the network, which analyzes the code and launches a new ROS node in a virtual machine to execute the user code.

The user can abort the execution with the `stop` button. Otherwise, either the code will end by itself, due to an error or to successful execution, or it will be stopped by a timeout that can be set by the system administrator to prevent excessive running times. It can also be aborted for security reasons, if an unauthorized access to system resources is detected.

### 3.4.2 Mobile Robot 2D Simulator

A more powerful and realistic simulator for mobile robots is also available. The Stage simulator is readily available in ROS and it has been integrated in
our framework. Fig. 6 depicts the user interface for this simulator: the visualization area shows the environment and the robot, with optional displaying of the robot’s trail path and the range sensors; the scripting area contains a sample code for wall following. As in the previous setup, the first lines are automatically added, for including the API library, and starting the initial setup. The rest of the code consists of arbitrary code (functions, variables, control loops) for performing the task.

Most of the code is devoted to the wall following algorithm. Only two API functions are used: $move(v, w)$, which moves the robot with the given linear and angular velocities, and $getRanges()$, which returns the current readings of the range sensors. Both functions communicate with the underlying ROS topics defined by the simulator module.

The button panel includes the buttons for starting and stopping the user program, as well as some buttons for the main displaying options (grid, sensors, trail).

Fig. 7 Syrotek mobile robot Internet laboratory. The source code in the script is implementing a wandering behavior, using the range sensors for obstacle avoidance.
3.5 Mobile robot laboratory

Besides simulation, the RPN system can be seamlessly integrated with ROS-based robotic systems, even those which are already set up. Thus, we have performed a successful connection with the Syrotek system [25]. The SyRoTek (System for robotic e-learning) is an online laboratory set up at the Intelligent and Mobile Robotics Division (IMR) of the Faculty of Electrical Engineering, Czech Technical University, which allows users to remotely (via internet) control a multi-robot platform in a dynamic environment.

For the integration with RPN, we have adapted the existing camera widgets to the visualization area of the user interface, as depicted in Fig. 7, and we have developed a simple API, based on that of the mobile robot simulator, for managing the topics that control the real robots.

As a result, a user can simply program a robot behavior with the script interface. This is far simpler and more straightforward than the standard development method, where the user must connect to a terminal of the Syrotek server, upload the source code, and launch it. The provided API also contributes to lowering the difficulty, since it hides some implementation details, by providing the user with the same functions (e.g. move, getRanges) that have already been presented in the simulator.

3.5.1 Humanoid Robot

Humanoid robots are also supported, both in simulation and real platforms. Fig. 8 depicts a snapshot of a realistic NAO humanoid 3D simulator based on USARSim [1][2]. The humanoid executes the user’s code in the simulator and feedback from the simulated cameras is provided.

The user interface for programming a real humanoid robot is shown in Fig. 9. The robot is a NAO humanoid manufactured by Aldebaran Robotics [22], a widespread platform for teaching and research.

Fig. 8 3D simulation of a humanoid robot.
Being a real robot, the visualization area is now endowed with live camera images: the main image is the robot internal camera, and the three top images are provided by external network cameras from different points of view in the environment (a small-scale kitchen). In addition, remote audio from a microphone is available through a stream server.

Landmarks (QR codes in filled black squares) have been added to the environment to facilitate its perception by the robot, and its localization with respect to the robot’s camera. Such landmarks are not intended to be processed by the user program; instead, the background processes track the codes and provide the system with a 3D pose of the landmark model with respect to the (calibrated) camera [11].

As in previous examples, the API library is imported, and the starting function is called, in the first lines of the code, which are added automatically. Later, there are two API functions: moveHead(pitch, yaw), which moves the head of the robot for the given angles, and talk(string), which calls the robot speech synthesizer service for converting the text input to speech.
4 The Learning Management System

The Learning Management System (LMS) consists of the Moodle software package (www.moodle.org) [15] for the administration, documentation, tracking, reporting and delivery of robotics courses. In this section, the LMS features are described in the context of a simple course that has been carried out in the RPN platform.

4.1 The Turtle Robot

This course is inspired in the Logo turtle [39]: it is targeted to young students (12-14 years) and its aim is to learn the basic concepts of programming: statements, variables, control flow, procedures and functions. It consists of seven units with a few web documentation pages and assignment on each. A competition is also included, where students are asked to program the robot to describe a trajectory in a circuit in the fastest time without going off the path.

Fig.10 depicts the web interface and the structure of three sections, with the inner documents. The sections are not numbered, but they are arranged in increasing difficulty order.

A typical documentation page is shown in Fig.11. The main web page contains the information about the task to solve and some instructions about the solution. The user is asked to program the task on the simulator in the pop-up window.

At the end of each section, an assignment is proposed to summarize the presented contents. The student is asked to solve a programming problem,
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Fig. 11 Documentation page of the Turtle Robot course; information is shown in the main page, and the simulator is available in the pop-up window.

Fig. 12 Assignment page of the Turtle Robot course; the problem is presented, including a figure for information.

and to submit the solution for the teacher to review. Fig. 12 depicts a typical assignment page.

The course includes a competition challenge, in order to increase the motivation of the students. It consists of programming the turtle for completing a circuit, in the minimum time, without going off the path. The web page for the challenge is shown in Fig. 13
A Hall of Fame with the best chronos is kept in the course, as depicted in Fig. 14, which shows the result of the pilot experiment that will be presented later.

5 Pilot Teaching Experience

In order to test the RPN platform in real conditions, a pilot study was carried out. The subjects of the study were undergraduate first-year students from engineering degrees (electrical, mechanical, chemistry). With none or little previous experience in programming, they had followed an introductory course in computer science, including the basics of programming in Matlab. Upon completion of this course, they were presented the “Turtle Robot” course on the RPN platform, consisting of programming a simulated turtle-like robot.

The students were asked to solve different tasks and submit their code to the site. The experiment was not compulsory, but some extra credit was awarded, thus 23 students did take part in the experience. The activity was presented at the end of the course period and it was scheduled for completion during a month.
5.1 Course traffic analysis

The LMS logs all the student activity, thus allowing the teacher to view statistics and analyze the trajectory of the whole group, or individual students.

The activity during the two first weeks was low. As seen in Fig. 15, which depicts the number of accesses to the site, there are hardly 100 hits/day during that period. A reminder was sent to the students, and its effect on the course activity is significant, with 400 and 600 hits in the following days. Finally, the 'deadline' effect produced a last significant peak in the activity, in the last days of the period. The site remained open and active after the deadline, and some hits were registered but only the assignments submitted in due time were considered for the presented results.
As for the time of the connections, they concentrated on the afternoon, between 3pm and 7pm, as depicted in Fig. 15 (all the users were local students, i.e. they were presumably working in the same time zone).

The course materials consisted on 26 document pages and 8 assignment pages. The students could browse freely through the materials, but we assume that most of them followed the logical order from the simple initial tasks to the more complex tasks which followed. The number of accesses to the materials ranged between 100 and 300 per student. Fig. 16 depicts the histogram of the number of accesses, with a strong peak in 180 hits, and the histogram of completed assignments. In the latter, most of the students completed 6 or more tasks.

5.2 Data logging

The system recorded all the programs submitted by the students, and the data generated during their execution. When a user logged into the simulator, the system started to record the data. When the user disconnected, recording was stopped. The total amount of recorded data during the pilot test was approximately 2GB of uncompressed files (ROS bags) for 554 sessions. The number of executed programs amounted for 4171 scripts. Of those executions, syntax errors were detected in 728 scripts (17.45%).

The recorded log data can either be downloaded by the user, or analyzed by the teacher. Fig. 17 depicts the recorded trajectories of the turtle robot during one continuous session of a student. The session lasted for 50 minutes; during that time the student run 106 scripts. In this session the robot was programmed for traveling from the starting position to the finish line in the minimum time, while keeping inside the green path.

The trajectories show the progressive adjustment of the trajectories for completing the path with the given constraints. The velocity profile of the robot can also be analyzed: Fig. 18 depicts the linear and angular velocity of the robot during the session. In the first programs, velocities are lower, and they are increased in further executions. The zoom on three selected runs depicts the profile of a typical run, consisting of alternating translation and rotation motions.
5.3 Student’s Feedback

After the end of the activity, the students were asked to fill a questionnaire about their experience with the robot programming system. The questions are listed in Table 1 and they refer to the perceived differences in learning with respect to traditional methods, the ease of use of the system, the quality of the web, the suitability in learning concepts, and the overall satisfaction degree [23].

The results of the questionnaire are very positive and encouraging. As seen in Fig. 19, 88% of the students believed that the learning experience was better or much better than traditional methods. An almost similar percentage (82%) agreed that the system was suitable for learning the presented concepts.

The ease of use of the system was confirmed by 91% of the students (strongly agree or agree), but the quality of the experience needs to be improved: though still 51% of the answers were positive (very good or good), there is a significant amount of students (43% acceptable, 6% bad) who complain about the quality of the web, and the response time. The minimalist design of the user interface, as well as the use of plain 2D simulation, may need an enrichment to provide the users with a more challenging experience.
Table 1 Questionnaire for students’ feedback.

<table>
<thead>
<tr>
<th>Question</th>
<th>Answer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Learning compared with traditional methods</td>
<td></td>
</tr>
<tr>
<td>Did The Turtle Robot help you to visualize the theoretical concepts to be learned?</td>
<td></td>
</tr>
<tr>
<td>How would you rate the outcome of your learning using The Turtle Robot if compared with &quot;traditional methods&quot;?</td>
<td></td>
</tr>
<tr>
<td>Did The Turtle Robot enhance your ability to understand the theoretical concepts about programming in a new way?</td>
<td></td>
</tr>
<tr>
<td>Ease of use</td>
<td></td>
</tr>
<tr>
<td>Did you find easy the use of The Turtle Robot?</td>
<td></td>
</tr>
<tr>
<td>Did you think that the course was well structured and organized?</td>
<td></td>
</tr>
<tr>
<td>Were you able to use The Turtle Robot by following the instructions provided?</td>
<td></td>
</tr>
<tr>
<td>Quality of the virtual robot</td>
<td></td>
</tr>
<tr>
<td>In which grade will you score to the quality of the virtual robot and its simulation?</td>
<td></td>
</tr>
<tr>
<td>In which grade will you score to the quality of the remote connection?</td>
<td></td>
</tr>
<tr>
<td>Was the response time of the remote laboratory suitable?</td>
<td></td>
</tr>
<tr>
<td>Suitability in learning of relevant concepts</td>
<td></td>
</tr>
<tr>
<td>Did the Turtle Robot help you for understanding the concepts of structured programming (conditions, loops) of the lectures?</td>
<td></td>
</tr>
<tr>
<td>In which grade do you think that the Turtle Robot can be used for learning programming?</td>
<td></td>
</tr>
<tr>
<td>Satisfaction degree</td>
<td></td>
</tr>
<tr>
<td>In general, do you feel satisfied with the practical experiences through the Internet?</td>
<td></td>
</tr>
</tbody>
</table>

Overall, the satisfaction degree was complete, with 91% of the students answering positively (strongly agree or agree).

6 Discussion and Future Roadmap

This paper has presented a recent initiative for robotics education, which aims to the creation of a distributed network of robot programming laboratories and their associated teaching materials.

Compared to existing robotic tele-laboratories, the user interface is simplified and tied to a Learning Management System, which guides the students through lessons and practical exercises with progressive level of complexity. Competitions and challenges can be designed and included in the framework.

The current system supports the Python programming language, but more options are in the pipeline, since ROS supports client libraries in Lisp, Lua and Ruby, and third party vendors provide additional languages like Matlab.

Support for compiled languages (C++, Java) could be considered, but an analysis of benefits and costs needs to be carried out. The advantage of higher speed may not outweigh the increased difficulties for compilation in the server, nor the potential security issues of executing compiled instead of interpreted code.

More promising seems the integration of graphical languages like Scratch [40] for courses oriented to young students. This language is entirely browser-based, and some implementations already communicate with real robots [46].
Several examples with simulators and real robots have been presented. As seen with the Syrotek laboratory [25], the system can be extended with any other ROS-based robotic system with Internet access. We are currently working on the connection to the Wurzburg University Mobile Robot Tele Experiments [42].

It would be also very interesting to be able to interact with different kind of standard industrial robots with different standard programming languages. The ROS Industrial framework [16] is a strong candidate for interfacing to such manufacturing robots, and provide a seamless interface for online education and training on industrial platforms.

The results of a pilot sample course have been presented. We plan to open progressively the platform to the general public, and use the presented course materials for teaching introductory courses to mobile robotics and humanoids.

Interconnection with realistic 3D simulators is feasible too: Gazebo, Webots, or USARSim are supported in ROS. However, there is a need for visualization clients for browsers, an effort that is slowly but steadily progressing, with the increasing adoption of the WebGL standard [10]. 3D simulation setups
are increasingly popular for robot competitions like Robocup [43] or FIRST [7]. The availability of an online setup would lower the level of difficulty for newcomers, and increase the user base for potential new participants in the real competitions.

We would like to encourage the robotics community to promote the use of RPN by students and hobbyists. Access is free, and there is no need of registration, when access is provided by other identification platforms (Gmail, Facebook). New courses are being prepared, and prospective teachers are welcome to propose new ideas. All the materials in the site are open and can be re-used for non-commercial purposes.

Existing ROS-based online robots are specially welcome to link to the network, or to build similar sites in their own facilities. The source code of the project is open and available. Non-ROS facilities could explore the possibility of adding a ROS layer for opening new possibilities of user access.

Future versions of the RPN platform will be migrated to the cloud, for serving a large number of users. We dream of connecting to any number of ROS systems running on different laboratories all around the world, through Internet. Such a distributed system would ensure robustness and availability, since it would not depend on a centralized system. We would be very happy to provide guidance and support for expanding such a network and creating a worldwide infrastructure for learning robotics anywhere, at anytime.
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