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Abstract 

The electrostatic charge and size distribution of aerosol particles play a very 

important role in many industrial applications. Due to the complexity and the 

probabilistic nature of the different charging mechanisms often acting simultaneously, it 

is difficult to theoretically predict the charge distribution of aerosol particles or even 

estimate the relative effect of the different mechanisms. Therefore, it is necessary to 

measure the size and also the bipolar charge distribution on aerosol particles.  

The main aim of this research project was to design, implement and simulate a 

signal processing system for novel, fully functional measurement instrument capable of 

simultaneously measuring in real time the bipolar charge and size distribution of medical 

aerosols. The Particle Size and Charge Analyser (PSCA), investigated in this thesis, uses 

Phase Doppler Anemometry (PDA) technique. The PDA system was used to track the 

motion of charged particles in the presence of an electric field. By solving the equation of 

particle motion in a viscous medium combined with the simultaneous measurement of its 

size and velocity, the magnitude as well as the polarity of the particle charge can be 

obtained. Different signal processing systems in different excitation fields have been 

designed and implemented. These systems include: velocity estimation system using 

spectral analysis in DC excitation field, velocity estimation system based on Phase Locked 

Loop (PLL) technique working in DC as well as sine-wave excitation fields, velocity 

estimation system based on Quadrature Demodulation (QD) technique under sine-wave 

excitation method, velocity estimation system using spectral analysis in square-wave 

excitation field and phase shift estimation based on Hilbert transformation and correlation 

technique in both sine-wave and square-wave excitation fields. The performances of these 

systems were evaluated using Monte Carlo (MC) simulations obtained from the 

synthesized Doppler burst signals generated from the mathematical models implemented 

in MATLAB. The synthesized Doppler Burst Signal (DBS) was subsequently corrupted 

with the added Gaussian noise. Cross validation of the results was performed using 

hardware signal processing system employing Arbitrary Waveform Generator and also 

NASA simulator to further confirm the validity of the estimation.  
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It was concluded that the velocity estimation system based on spectral analysis in 

square-wave excitation field offers the best overall performance in terms of the working 

range, noise sensitivity and particle capture efficiency. The main reasons for the 

superiority of the square-wave excitation over the sine-wave excitation system are as 

follows: Firstly, in the square-wave field particles attain higher velocities and greater 

amplitudes of displacement, which increases their probability of crossing the measurement 

volume from various injection points. Secondly, the sine-wave excitation requires that the 

particle residence time in the measurement volume is at least equal to one period of the 

excitation, which effectively eliminates shorter and discontinuous burst. Thirdly, the signal 

processing based on FFT is less demanding in terms of the quality of DBS, which 

increases the likelihood of the detected particles to be successfully processed.  
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Chapter 1    

Introduction 

1.1 General Introduction 

The drug delivery to the respiratory tract has become more and more important and 

effective method in the therapy of a variety of pulmonary diseases for the last 60 years. 

According to the recent statistics, there are more than 50 million patients taking inhaled 

therapy all over the world. It has been reported that the annual sales of medical inhalers, 

were approximately 6.5 billion USD in total in 2000. This amout is rapidly growing due to 

the increasing incidence of asthma as well as the wider employment of inhaled 

pharmaceuticals [1]. It is expected that the global pulmonary delivery market will grow up 

to 40 billion USD by 2013. Hence, there is little doubt of the importance of the 

investigation of the properties of aerosol particles generated by medical inhalers and its 

benefits to the general public. 

The inhaled therapy is superior to the conventional methods because the drug can be 

transferred directly to the airways and its effects are more rapid. Since human lungs have 

large surface area and are able to rapidly absorb and transfer drug molecules into the blood 

stream, the lungs are an excellent entry port for the therapeutic aerosols produced by the 

medical devices. The efficacy of the medical aerosol is mainly determined by the amount 

of drug reaching the target location. It has been reported that typically, less than 20% of the 

total amount of drug in aerosol dose is delivered to the lower airways [2]. As shown by a 

number of experimental and theoretical studies [2], [3], usually the deposition of the 

medical aerosol in the lungs is not evenly distributed. Most of the aerosol particles remain 

in the extrathoracic and upper airways and thus contribute very little to the efficacy of the 

drug therapy. This part of aerosol is swallowed and subsequently absorbed in the 

gastrointestinal tract. In order to improve the medical efficacy, the amount of aerosol 
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deposited in the lungs is expected to be as large as possible with the decreased 

extrathoracic and upper airway depostion.  

From the previous research, it has been shown that the dispersion and the deposition 

of the drug particles in the respiratory tract are affected by the following factors: anatomy 

of the respiratory tract, breathing patterns and characteristics of the inhaled particles such 

as size distribution, shape, density, hygroscopicity and electrical charge [4] [5]. The 

generation of therapeutic aerosols from the medical inhaler devices almost always results in 

charged aerosols. Before 1980, the researchers studying respiratory drug delivery didn’t 

consider the effect of the electrostatic charge on particles. However, many studies over the 

last two decades have shown that the aerosol deposition changes as a function of 

electrostatic charge and size distribution [6]. It has been shown that the electrical charge 

and particle size can affect the particles’ dispersion characteristic and significantly alter 

their respiratory deposition. Additionally, the practical significance of the electrostatic 

charge interactions on the functionality of therapeutic aerosols embraces most aspects of 

their processing and general use, including their formulation and manufacture and dosing 

reproducibility. Therefore, the characterization of pharmaceutical aerosols in terms of their 

electrical properties plays an increasingly important role in the development of drug 

administration devices by inhalation and prospective medications [7].  

1.2 Medical Devices for Drug Delivery 

Medical devices for drug delivery to the lungs are important in delivering high 

concentrations of drug with potential therapeutic effects directly into lung airways [9]. It 

can be classified into three different types, Metered-Dose Inhaler (MDIs), Dry-Powder 

Inhalers (DPIs) and nebulizers. MDIs and DPIs have been more popular medical devices 

for drug aerosol delivery because of ease of usage, small and compact size and the relative 

cost-effectiveness. The MDIs take about 70% and DPIs take about 20% of the whole 

market. The photographs of medical inhalers are shown in Fig. 1.1. 
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      (a) MDI                        (b) DPI                         (c) Nebulizer 

Fig. 1.1 Photographs of medical devices for drug delivery [10] 

MDI is the most frequently used inhaler drug delivery device. It is composed of a 

reservoir (canister), which contains drug suspended or dissolved in liquefied gas propellant, 

a metering valve, spray actuator, which is next to the stem of metering valve. It comprises a 

twin orifice expansion chamber and spray nozzle to generate spray [10]. 

The generation of medical aerosol by an MDI is shown in Fig. 1.2. The canister 

contains the liquified propellent with medical drug in it. In the MDI, there is a valve which 

is used to deliver a known volume of the liquid under pressure. Next to the valve, there is a 

spray actuator. When the canister is pressed down into the actuator, the propellant in the 

canister discharges the liquid out at a high speed. Thus spray is produced by the spray 

nozzle in the spray actuator. Finally, the spray is dispersed into human’s mouth and the 

medical aerosol travel into human’s lung [10].  

 

Fig. 1.2 Internal structure of MDI [11] 

Canister 
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Valve 
Spray 
actuator

Seal 
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A DPI is a small-size, handy and portable inhaler device. It is composed of 

dose-metering, aerosolisation, deaggregation and adaptor. When the inhalation starts, it 

initiates the dispersion of particles. The pressure difference between the air contained in the 

powder and the motion of air passing over the powder is developed and then the powder is 

fluidized. Next, aggregates of carriers and drug particles are dispersed into primary 

particles. Ultimately, the particles move into patients’ mouth through the adaptor [10]. 

Nebulizers have been used in medication since 19th century. The jet nebulizer is one 

of the nebulizers. The operating principle of it can be described as follows. A pressurized 

source supplies high pressure air flowing though a nozzle. The droplets are produced by 

disintegration of the liquid jet, called as atomization. The emitted droplet sizes depend on 

jet design, gas density, gas flow rate, surface tension and viscosity of drug solution [10].  

The generation of therapeutic aerosols from the medical inhalers almost always 

results in charged aerosols [12]. It has been shown that there is a reduction in lung 

deposition of therapeutic drug from pressurized aerosol dispensers resulting from the static 

charge in plastic spacer devices [8]. The electrostatic charge is generated by the contact and 

separation of two dissimilar materials. The relative movement of particles with inhaler 

device surface provides ideal conditions for the development of charge by frictional contact 

or triboelectrification [13]. The mechanics of charge transfer and separation between two 

dissimilar surfaces are influenced by material properties, such as, particle size, shape, 

surface roughness, duration of contact, etc. and environmental conditions, such as, 

temperature and relative humidity [9], [14], [15]. 

1.3 Importance of the Electrostatic Charge on Medical Aerosols 

The electrostatic charge and size distribution of aerosol particles play a very 

important role in many industrial applications, for instance, electrostatic painting, coating 

and printing, crop spraying, gas cleaning and many other fields. The specific charge of 

particle or droplet highly affects the transportation and the deposition of sprays and 

aerosols. It has been found that the drug particles’ dispersion and deposition along the 

respiratory tract depend on several factors such as anatomy of the respiratory tract, 

breathing patterns and characteristics of the inhaled particles including size, shape, density, 
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hygroscopicity and electrostatic charge [16], [17]. Numerous studies have demonstrated 

that the electrostatic charge can affect the particles’ dispersion characteristic and 

significantly alter their respiratory deposition [18], [19], [20], [21]. Besides the net charge, 

the polarity of the electrostatic charge also affects the dispersion and deposition of liquids 

and bulk powders [4]. There are several different charging mechanisms which play a role in 

the charging process during droplet and particle formation. For example, electric double 

layer charging or ionic charging, charging mechanism due to mechanical disruption of 

liquid surfaces, charging due to contact potentials between the liquid phase and solid 

surfaces during aerosolization, tibocharging, etc. [22]. However, due to the complexity and 

the probabilistic nature of different charging mechanisms often acting simultaneously, it is 

very difficult to predict theoretically the charge distribution of aerosol particles or even 

estimate the relative effect of the different mechanisms. It has become apparent that it is 

essential to be able to measure not only aerosols size distribution but also bipolar electrical 

charge profile. Such measurements are often needed in real time especially if the aerosol 

particles undergo rapid changes due to frequent collisions, evaporation, condensation, 

coagulation etc. Therefore, a non-invasive, fast and accurate experimental technique is vital 

to investigate the nature of aerosol electrostatics produced by medical inhalers. 

1.4 Charged Particle Deposition in Human Lungs 

Primary aerosol mechanisms in the transport and deposition of aerosols in human 

lungs consist of inertial impaction, sedimentation, diffusion and electrostatic forces. First, 

the inertial impaction. Particles with sufficient momentum will be affected by the 

centrifugal forces generated where the airway network changes direction rapidly. This 

mechanism is a function of Stokes number, which is directly proportional to particle size 

and particle velocity. This mechanism is primarily concerned in large airways 

(Extrathoracic and Upper bronchial regions) because of the high flow rates. Most of the 

large particles are deposited in these regions due to inertial impaction [6]. But for small 

particles, inertial impaction is not a significant mechanism. Second, the sedimentation. 

Because of the force of gravity in regions where the particles have a long residence time, 

particles of sufficient mass can be deposited. In smaller airways and alveolar regions, 
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sedimentation is a dominant mechanism with its maximum deposition effect in horizontal 

airways. Third, the diffusion. Particles of sub-micron size have a random Brownian motion 

due to molecular collisions with gas molecules. The movement of particles by Brownian 

motion can be regarded as a Markov random process [6]. The probability distribution of 

random distances is a function of the diffusion coefficient of the particles. For small 

particles, diffusion is an important mechanism. It plays a key role in the alveolar region, 

where distances are short and residence times comparatively long. Finally, the electrostatic 

forces. This mechanism concerns the effects of electrostatic forces due to the electrostatic 

charges. A mathematical model of lung deposition developed by Professor W. 

Balachandran’s research group at Brunel University was used to quantify the effect of the 

electrostatic charge on the respiratory deposition [5], [23]. The study of particle deposition 

in the respiratory tract generally accounts for the space and image charge forces. The space 

charge is due to the mutual repulsion of particles, which is a function of concentration of 

particles and charge levels on the particles. The image charge force is the interaction of 

charged particles with the lung wall [24]. Particle whose size is larger than 5μm will be 

captured by the impaction and the sedimentation in the head and tracheo-bronchial region, 

i.e. the upper part of respiration system. It means that the smaller particles will play a 

dominant role in the aerosol deposition because the smaller ones can move deeper in 

human’s respiratory system. Because of the smaller space in the deeper regions, particles 

are closer to airways and alveolar walls. Therefore, electrostatic charge significantly 

enhances the deposition.  

As reported in [6], [23], [25], for particles with size larger than 5μm, the electrostatic 

charge has no significant effect on the deposition. However, for smaller particles whose 

size is smaller than 5μm, the charge becomes an important factor in the aerosol deposition 

[26], [27]. The relationship between particle charge and deposition (for 0.5μm diameter 

particle) is illustrated in Fig. 1.3 showing the results of the numerical modeling carried out 

at Brunel University. It can be seen that the deposition of 0.5μm-diameter is enhanced as 

the charge becomes larger. 
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(a) 

 
(b) 

 

Fig.1.3 Local deposition of inhaled 0.5μm diameter charged particles in the right-upper reconstructed airway 

model (Re=1750) (a) q=50e (b) q=200e [from 27] 
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1.5 Limitations of Existing Charge Measurement Techniques 

The charge measurement techniques are divided into two different categories: static 

and dynamic. The principle of static measurement of particle charge is to transfer the 

charge to a capacitor and to measure the voltage developed [17]. This method is based on 

the equal electric potential of the capacitor and the particle. However, in practice, the 

capacitance of the capacitor is greater than the one of the particle. Therefore, most of the 

charge is transferred to the capacitor. Krupa and Jaworek [28] developed a system which 

measures the charge cumulatively by an orientated collecting wire. In their system, only 

large droplets (hundreds of μm in diameter) can be captured and subsequently counted. The 

charge measurement range of this system is limited to relatively highly charged particles. 

Greaves and Makin [29] proposed a method using coarse conducting grids to measure the 

droplets generated from an aerosol spray. This simple method is able to supply sufficient 

information on particle charge. The same principle was used on electrophotographic toner 

by Donivan and Laukaitis [9]. But only the unipolar charge could be measured since a 

mean charge was counted. In 1983, the simultaneous size and charge measurement 

technique combined with a size-selective device was implemented by Aldred [30]. But 

there is a problem, only the mean charge of aerosol can be measured. It means if an aerosol 

contains particles with equal total negative and positive charge, a result of zero total charge 

would be given. Some static methods employ induction to measure particle charge. Even if 

a particle doesn’t touch the capacitor, image charge with opposite polarity will be induced. 

The induction has been widely used in the measurement of particle charge, such as the 

complete and incomplete Faraday cage. However, these methods are not suitable for 

measuring the bipolarly charged aerosol. Aiming to solve this problem, several instruments 

were designed, for instance, conducting probe, electrostatic cascade impactor and bipolar 

charge measurement system [9]. But these methods were still not satisfactory because they 

required very accurate aerosol injection into the instrument, the number of measured 

particles was limited or only total positive or negative charged aerosol could be measured 

[28]. The static methods can only measure the mean charge of populations of particles 

because it measures charge cumulatively. Additionally, only highly charged particles (much 

higher than a single electron) can be detected by static methods. 



Ph.D. Thesis by Lu Zhang, University of Glamorgan, September 2010                              9 

Compared to the static methods, dynamic methods are capable of measuring particles 

with small size and charge [8]. The dynamic methods require particle motion in an electric 

field. The Millikan’s method was developed first and provided a method to obtain charge of 

electron by measuring a single droplet in an electric field. The main idea of Millikan’s 

method is to suspend particles in an electrical and gravitational field. The charge is 

calculated from strength of the electric field when the drift particle velocity is zero. 

Compared to the single particle, the measurement of population of particles is more 

important. Small particles with small charge can be measured by analyzing electric 

mobility of a particle. In principle, the only method to measure particle mobility is to 

measure the response of a particle in an electric field. Daniel, Brackett and others 

developed several instruments based on this principle [8]. The main idea was to utilize the 

parallel plates to capture moving particles. Both magnitude and polarity of charge could be 

measured. At a low potential difference between the plates, however, some particles with 

low mobilities will be lost. The differential mobility analyser was designed and has been 

applied to singularly charged and ultrafine particles by Davison et al. [8]. The dead-time is 

a severe problem of sanning mobility analyser. Additionally, there is a compromise 

between speed and precision. The cumulative mobility analyser is the simplest mobility 

analyser. However, the dead-time of the instrument response is high. Until now, the 

Electronic Single Particle Aerodynamic Relaxation Time (E-SPART) Analyser is the only 

commercially available instrument for real-time simultaneous analysis of the aerodynamic 

size and both magnitude and polarity of electrostatic charge distributions of particles on a 

single particle basis. This instrument measures the particle size from the aerodynamic 

relaxation time of individual particles. Based on the analysis of charged particle motion in 

an electric field, the bipolar charge can be determined from particle velocity and diameter. 

This instrument has been used to measure the bipolarly charged toner first in acoustic and 

DC electric field (DC E-SPART Analyser), then in a sinusoidally oscillating AC electric 

field (AC E-SPART Analyser). Compared to the DC E-SPART Analyser, a better 

performance has been achieved by the AC E-SPART Analyser in terms of the range of 

operation, counting efficiency, sampling error, change of size range and noise immunity, 

even for highly charged particles [31]. However, the AC E-SPART Analyser suffers from 

several significant limitations.  
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Method / Instrument Limitations 
Charge transfer to capacitor Not suitable for simultaneous charge and 

size measurement 
Using orientated collecting wire  Limited to large droplets (hundreds of 

μm in diameter).  Measurement range 
was limited to highly charged particles 
Only those particles that impact will be 
counted. 

Electrophotographic toner Only mean charge of each particle can be 
deduced if the charge is unipolar. 

Simultaneous size and charge 
measurement technique with a 
size-selective device 

Only net charge of aerosol could be 
measured 

Faraday cage Couldn’t measure bipolarly charged 
aerosol 

Conducting probe/ electrostatic 
cascade impactor / bipolar 
charge measurement system 

Only total positive or negative charged 
aerosol could be measured.  Number of 
measured particles was finite. Very 
accurate aerosol injection was required. 

D
yn

am
ic

 m
et

ho
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Millikan’s method Limiting the point of particle inlet and of 
confining particles of interest to the focal 
plane of the system.Considerable time to 
study single particle 

Parallel plates  Without sufficiently high potential 
difference between the plates, some ions 
with a low mobility will be lost. 

Differential mobility analyser Although the classification becomes more 
exact by making slot thinner, the sample 
size will be reduced. Long sampling times 
- not suitable for rapidly evolving, 
unstable aerosols 

Scanning mobility analyser Very long observation time. Conflict 
between processing speed and precision.  

Cumulative mobility analyser The dead-time for the instrument response 
is high. 

E-SPART Significant error of measurement of lowly 
charged particle. Low particle count rate 
When the charge-to-mass ratio is larger 
than 20μC/g, there will be a significant 
error. The size of the E-SPART is very 
large which leads to difficulties in 
operation.  

Table 1.1 Limitations of existing charge measurement technique  
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First, there is a significant error of measurement of lowly charged particle. Second, 

the low particle count rate (less than 200 particles per second) results in a poor statistical 

accuracy of the measurement. Third, when the particle charge-to-mass ratio is larger than 

20μC/g, there will be a significant error resulted from the wall loss in E-SPART Analyser 

[32]. Finally, the size of the E-SPART Analyser is very large, which leads to some 

difficulties in operation.. The Digital E-SPART Analyser was implemented by W. DiVito et 

al. The raw signal from PMT is provided to the DSP board by the analog circuitry. The 

DSP board samples, stores the data and signals PC to begin processing signal. Although the 

Digital E-SPART shows a higher resolution and precision than analog E-SPART [33] its 

principle of operation is very similar to the previous E-SPART Analysers. 

In conclusion, none of the methods mentioned above is without its problems and 

significant shortcomings. The summary of the limitations of different charge measurement 

techniques is listed in Table 1.1. A new, improved and smaller-size instrument is needed for 

simultaneous measurement of particle bipolar charge and size in real time.  

1.6 Aim and Objectives 

The main aim of this research was to design, implement and simulate a signal 

processing system for novel, fully functional measurement instrument capable of 

simultaneously measuring in real time the bipolar charge and size distribution of medical 

aerosols. The specific objectives of the project are listed below: 

• To study the mathematical model of Doppler Burst Signal (DBS) derived from the 

fringe model and complete the modeling and simulation of the measurement cell 

system under different scenarios of particle motion. 

 To complete the spectral analysis of DBS corresponding to different excitation methods 

and particle motion characteristics. 

 To design charge and size measurement systems used in conjunction with an 

application of Phase Doppler Anemometry (PDA) based on different real-time DBS 

processing strategies for particle velocity and size estimation in different excitation 

fields. 

 To evaluate and compare the performance of the different proposed systems by using 
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Monte Carlo (MC) simulations obtained from the synthesized DBSs. 

 To derive the new Cramér-Rao Bound (CRB) for the Doppler frequency estimation 

using 2D model of noisy DBS in DC excitation field and investigate the influences of 

the size of the measurement volume, the particle velocity and trajectory and the effect 

of the signal to noise ratio (SNR) on the value of CRB. 

 To develope the numerical model of the measurement system in order to estimate the 

percentage of the particles captured in the measurement volume and successfully 

analyse the signal processing system leading to the optimization of the system 

parameters. 

1.7 The Outline of the Thesis 

This thesis has been organized in 8 chapters.  

Chapter 1 describes the motivation for this research project. Background information 

regarding the inhalation therapy is given. The increasing popularity of inhalation 

medication and the therapy efficacy affected by the charge on medical aerosol are 

emphasized. This is followed by the brief discussion of the effect of particle charge and 

size on the deposition in human lungs. Then, the chapter presents the summary of the 

literature review of the existing charge measurement methods underlining the limitations 

and shortcomings of the measurement techniques with respect to simultaneous 

measurement of size and charge distribution on rapidly evolving aerosols.  Finally, the 

aim and objectives of this research work and the contributions to knowledge are presented.  

Chapter 2 focuses on the discussion of the underlying principles of the Particle 

Charge and Size Analyzer (PCSA). First, the block diagram of the whole measurement 

system based on Phase Doppler Anemometry (PDA) is shown and briefly described. Next, 

the charged particle motions in different excitation fields are investigated in order to derive 

the theoretical formulas for the charge calculation from real-time particle velocity and size 

measurement. Then, the principles of the LDA and PDA are presented providing a 

theoretical underpinning for the PCSA. The relationship between particle velocity and 

Doppler frequency is discussed,. Additionally, the principles of particle size estimation 

from phase shift between DBSs are also described. Finally, the advantages and 
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disadvantages of the DC field and the oscillatory excitation fields, sine and square wave 

fields are shown and discussed. 

Chapter 3, 4, 5, 6 and 7 contain the main contributions of this thesis. 

Chapter 3 is mainly concerned with the mathematical modeling and the simulation of 

the DBS in different excitation fields including DC field, sine-wave excitation field and 

square-wave excitation field. The main aim of this chapter is to investigate the 

characteristics of the DBS due to trajectory of single-particle or multi-particle via the 

measurement volume in different excitation fields and study the relationship between the 

real-time particle velocity and the instantaneous Doppler frequency. At the beginning of the 

chapter, the mathematical models of DBSs generated from different particle motions via the 

measurement volume in different fields are derived. Next, the structure of measurement cell 

and volume is described. Then, the simulations based on these mathematical models in 

different scenarios are completed. The simulation results of DBSs and the corresponding 

spectral analysis are presented. Thus, the relationship of the 2D particle trajecotry via the 

measurement volume, Gaussian envelope of DBS and instantaneous Doppler frequency are 

studied. Besides the ideal cases including particle motions with constant velocity, constant 

acceleration, sinusoidal velocity and sqaure-wave velocity, some more complex cases are 

also shown, for example, the discontinuous DBS and the multi-burst DBS. Furthermore, 

the limitations of the velocity estimation based on spectral analysis in different excitation 

methods and challenges in the singal processing are discussed. 

Chapter 4 discusses the design of the signal processing system for the PCSA in order 

to obtain particle charge and size simultaneously in real time. The chapter starts with the 

general introduction of the simultaneous charge and size estimation system composed of 

velocity and phase shift estimation modules. The objective of this chapter is to describe the 

design and implementation of the real-time particle velocity and phase shift estimaiton 

systems based on different Doppler signal processing techniques in different excitation 

fields, such as DC excitation field, sine-wave excitation field and square-wave excitation 

field. Additionally, the design goals and signal processing performance requirements of the 

designed systems are listed. Secondly, various signal processing techniques from the 

published literature are comprehensively reviewed in three different working domains: time 

domain (counting technique), frequency domain (spectral analysis and PLL technique) and 
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correlation domain (auto-correlator). A comparison of these techniques has been made with 

regards to the working range, SNR requirement, real-time information availability. 

Advantaged and disadvantages of these techniques are highlighted with respect to the 

real-time DBS processing. Thirdly, the particle velocity and phase shift estimation systems 

based on different signal processing techniques (e.g. FFT tehcnique, PLL technique, QD 

techinque, correlation technique and Hilbert transformation) under different excitation 

methods are designed and implemented in SIMULINK/MATLAB. The brief description of 

the principles of related techniques and the block diagrams of designed systems are given. 

In order to improve the system performance, e.g. enlarging the working range, several 

design improvements are made to the conventional signal processing methods, such as 

AGC unit and long loop PLL. 

In Chapter 5, the simulation and the performance testing results of the signal 

processing systems proposed in Chapter 4 are given. The main purpose of this chapter is to 

comprehensively compare the performance of designed estimation systems and determine 

the optimal one. First of all, the procedure for the generation of the analog DBS and the 

performance testing scheme are discussed for particle velocity and size estimation systems. 

Secondly, the simulation results of velocity estimation systems based on different signal 

processing technqiues (spectral analysis, PLL, QD and correlation technqiues) in DC, 

sine-wave and square-wave excitation fields are presented. The performances of these 

systems are evaluated using MC simulations obtained from the synthesized Doppler burst 

signals generated from the mathematical models implemented in MATLAB. The 

synthesized DBS are subsequently corrupted with the added Gaussian noise. Cross 

validation of the results is performed using hardware signal processing system employing 

Arbitrary Waveform Generator and also NASA simulator to further confirm the validity of 

the estimation. Thirdly, the performances of the phase shift estimation systems 

implemented using Hilbert transformation and correlation technique in both sine-wave and 

square-wave excitation fields are tested by the means of MC simulations. Fourthly, the 

charge ranges of different estimation systems are calculated from the estimation range of 

particle velocity and size based on the formulas given in Chapter 2. Finally, the 

performance of the systems has been compared with regards to the velocity and phase shift 

estimation range, charge range and SNR requirement and particle capture efficiency. 
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Chapter 6 derives the Cramér-Rao Bound (CRB) on frequency estimation of the 

noisy DBS taking into account the 2D motion of particle via the measurement volume. The 

CRB provides an analytical expression for the lowest variance of the estimation of Doppler 

frequency which can be used to validate the designed estimator. A theoretical basis of CRB 

is introduced first. Next, the expression of the CRB corresponding to the 2D model of DBS 

in DC excitation field is derived. Furthermore, the comparison between the new bound and 

the bounds published in the literature (Rife and Sobolev) is given. In addition, the 

numerical simulations of the frequency estimation performed using MC simulations are 

discussed. Then, from the simulation results, the conclusions are drawn regarding the effect 

of the particle velocity, trajectory via the measurement volume, the number of fringes, SNR 

and the measurement time on the accuracy of the Doppler frequency estimation.  

Chapter 7 describes a numerical model of the measurement system developed to 

estimate the percentage of aerosol particles arriving at the measurement volume at any 

given time and generating a valid DBS. The purpose of the numerical modeling is to 

examine various measurement system configurations and to establish the optimal range of 

the system parameters for both excitation methods. It is assumed that the aerosol flow is 

laminar with a uniform distribution of randomly generated particles across the inlet. The 

simulated particle’s size is from 0.5 to 10µm and charge from 0e to Gaussian limit. The 

investigation focuses on the effect of drive frequency of excitation field, amplitude of field 

strength, mean flow velocity, diameter of inlet and size of the measurement volume. The 

optimal range of system parameters for both excitation methods has been determined with 

the recommended values proposed for sine and square wave excitation systems. 

The thesis concludes with Chapter 8 which summarizes the findings of this work and 

suggests areas, which could be investigated in the future. 
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1.8 Contributions to Knowledge 

The thesis claims the original contributions to the knowledge in the following areas: 

1. The mathematical modeling of Doppler Burst Signal in different excitation 

fields, including the DC electric field, sine-wave excitation field and 

square-wave excitation field. 

The new mathematical models of the DBS in three different excitation fields 

have been derived taking into account the mean flow velocity, the geometry of the 

measurement volume and the particle trajectory via the measurement volume. 

Four different kinds of particle motions in the different excitation fields and the 

corresponding DBSs have been investigated, such as the motion with constant 

velocity in the DC excitation field, the motion with a constant acceleration, the 

sinusoidal motion in the sine-wave excitation field and the oscillatory motion in 

the square-wave excitation field. The simulations of DBSs were completed in the 

presence of the Guassian white noise. Furthermore, the modeling of the 

multi-burst DBS and discontinuous bursts was accomplished in different 

excitation fields. In addition to the mathematical modeling and simulation, the 

spectrum analysis of the DBS provided the new insights into the complexity of the 

DBS and the subsequent signal processing.  

2. The design and implementation of simultaneous charge and size measurement 

systems based on the spectral analysis, PLL technique, QD technique and 

correlation technique in different excitation fields. 

The signal processing systems for charge and size measurement have been 

separately designed and implemented in the DC, sine-wave and square-wave 

excitation fields. Both magnitude and the polarity of the particle charge can be 

determined by the designed systems. The velocity estimation systems, which were 

independently designed and implemented include: 1) Spectral analysis and PLL 

based systems working in DC field. 2), QD and PLL based systems working in 

sine-wave excitation field and 3) Spectral analysis based algorithm working in 

square-wave excitation field. In addition to the velocity estimation systems the 

phase shift estimation system using Hilbert transformation and correlation 
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technique was designed and implemented in both sine-wave and square-wave 

excitation fields. Finally, the design of DBS train processing algorithm was 

accomplished in both sine-wave and square-wave excitation field.  

3. Evaluation of the performance of the particle charge and size measurement 

systems by means of Monte Carlo simulations.  

The performance of the velocity and size estimation systems was tested on 

simulated DBS by means of MC simulations. The DBSs used in MC tests were 

generated from the mathematical models implemented in MATLAB. The 

generated DBS were subsequently corrupted with the added Gaussian noise. Cross 

validation of the results was performed using hardware signal processing system 

employing Arbitrary Waveform Generator and also NASA simulator to further 

confirm the validity of the estimation. Comparison of the system performance was 

given in terms of the velocity and size estimation range, charge range and the 

noise sensitivity. 

4. Novel Cramér-Rao Bound derivation for the frequency estimation in the DC 

excitation field 

The new Cramér-Rao Bound for a model of the DBS taking into the account 

the 2D motion of particle tracer via the measurement volume was derived. The 

novelty of the presented approach is in the consideration of the mean flow velocity 

in conjunction with the cross flow velocity instead of assuming that the particle 

motion is perpendicular to the fringe pattern as investigated in the previous 

research. The new CRB expression has been compared with the CRB derived by 

Rife and Sobolev [156], [157]. The respective influences of the size of the 

measurement volume, the particle velocity and trajectory and the effect of the 

signal to noise ratio (SNR) are studied and shown. The numerical results of the 

frequency estimation are given using FFT algorithm and Monte Carlo simulations 

obtained from the synthesized Doppler burst signals. 

5. Numerical modeling of the measurement system and optimization of the 

system parameter.  

A new numerical model has been developed in order to estimate the 

percentage of particles captured in the measurement volume and successfully 
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analyzed by the signal processing system leading to the optimization of the system 

parameters. In order to determine the optimal range of system parameters, the 

effect of drive frequency, strength of field, mean flow velocity, the size of the inlet 

and the size of measurement volume on the particle capture percentage have been 

investigated based on the specific criteria in both sine and square wave excitation 

fields. 
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Chapter 2 

Theoretical Basis for the Particle Charge and 

Size Analyzer 

2.1 Introduction 

This chapter aim is to provide a theoretical basis for the Particle Charge and Size 

Analyzer (PCSA). First of all, the underlying principles of the operation of the PCSA are 

described. Secondly, the charged particle motion in DC, sine-wave and square-wave 

excitation fields is discussed and the charge calculation formulae based on particle 

velocity and size are given. Finally, the principles of the Laser Doppler Anemometry 

(LDA) and Phase Doppler Anemometry (PDA) are introduced.  

The next chapter will investigate the mathematical modeling of Doppler Burst 

Signal (DBS) and discuss the simulation results of the DBS corresponding to different 

particle trajectories inside the measurement volume in different excitation fields. 

2.2 The Concept of the PCSA 

The block diagram of the charge measurement system, Particle Charge and Size 

Analyzer (PCSA), proposed in this research is shown in Fig. 2.1. The measurement 

system consists of the measurement cell with optical windows, settling chamber, vacuum 

pump, high precision flow meter, the PDA system including transmitting/receiving optics 

and photo detectors, amplifier and band pass filter, PC with A/D card and HV power 

supply generating the oscillatory field. The PDA is used to track the motion of charged 

particles suspended in the medium in an excitation field. In the electric field the 

oscillating particle passing through the measurement volume generates frequency 
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modulated DBS, which contains the information about the amplitude of the particle 

velocity. There are two laser beams intersecting in the measurement cell. When the 

oscillating particle passing through the measurement volume in the field, three DBS with 

the same frequency but different signal phase are generated and received by the detectors. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

Fig. 2.1 Block diagram of PCSA  

The Doppler frequency contains the information about the instantaneous particle 

velocity. It is given by 
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where Vx(t) is the particle real-time velocity component perpendicular to bisector of 

beams, only this component contributes to the frequency of DBS, θ is the intersection 
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angle between the beams, λ is the wavelength of the incident beams, D is called the 

calibration factor,
1 2 sin( / 2)D
i

θ
λ

= =
,where i is the fringe spacing, FB is the shift 

frequency, which is a constant introduced to one of the beams by the Bragg cell to solve 

the velocity directional ambiguity [34]. 

DBSs are processed by the signal processing algorithm in order to obtain the 

particle velocity in real-time. Based on the equation of a particle motion in a viscous 

medium, the magnitude as well as the polarity of the particle charge can be obtained from 

the simultaneous measurement of the particle size and velocity. The phase shift between 

the signals from the different detectors is proportional to the size of spherical particles. 

Since phase shift is a modulo 2π function, it can’t exceed 2π. Therefore, if a particle has a 

size that causes the phase to go beyond a 2π jump, a two-detector PDA can’t discriminate 

between this size and a much smaller particle. The problem of 2π ambiguity is sovled by 

using three detectors in PDA system for validation [35]. 

2.3 Charged Particle Motion in the External Excitation Field 

In order to obtain the magnitude and the polarity of the particle charge, the charged 

particles are forced to pass through an excitation field in the measurement cell. 

When the charged particle is moving in the DC excitation field with a constant 

velocity, it is called the steady state. The motion of particle is shown in Fig. 2.2. The 

trajectory of the charged particle is affected by two different forces, the electric force Fe 

arising from the excitation field and the drag force Fdrag due to the viscous medium. 

These two forces can be determined from the following equations [14] 

eF qE=                                                                (2.2) 

2 2

8
d air

drag
C d VF πρ

= −                                                 (2.3)  

where 24 /( )d c airC C dη ρ= V  is the drag coefficient, d is the particle diameter, Cc is the 

Cunningham slip correction factor, η is the viscosity of air, V is the relative instantaneous 
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velocity between the air and the particle, ρair is the air density, q is the particle charge and 

E is the strength of the DC field in the direction of the particle drift velocity. Small 

particles immediately attain equilibrium in the presence of the DC excitation field [15]. 

 

Fig.2.2 Charged particle motion in the DC excitation field in the measurement cell 

e dragF F=                                                          (2.4) 

From (2.4), the particle charge can be calculated as
 

3

c

Vdq
C E
πη

= −                                                             (2.5) 

In the DC excitation field, in order to measure particles with different electric 

mobilities, the measurement volume must be moved between the two electrodes, as 

shown in Fig. 2.2. Despite this movement, however, some highly charged particles may 

still be deflected towards the electrodes before they reach the measurement volume. This 

problem can be overcome when a charged particle is subjected to the oscillatory field.  

The particle trajectory in the sine-wave excitation field is shown in Fig. 2.3. In this 

case, the position of the measurement volume can be kept stationary in the centre of the 

cell. In the sine-wave excitation field, the electric charge on particle can be calculated as 
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follows [7]: 

 

 

Fig.2.3 Charged particle motion in the sine-wave excitation field in the measurement cell 

2 23 1v

c

dAq
C E

πη ω τ= +                                                   (2.6) 

where E is the strength of the sine-wave excitation field, Av is the amplitude of the 

particle velocity, ω is the angular frequency of excitation field and τ is the relaxation time. 

The polarity of the charge can be determined from the phase difference between the field 

excitation and the particle velocity [7]. From the examination of the particle motion it can 

be concluded that more highly charged particle can be captured in the sine-wave 

excitation field than in the DC excitation field [51]. 

In addition to the sine-wave excitation system, the square-wave oscillatory field 

was proposed and investigated in this research in order to carry out a comparative study 

of the performance of both methods. The charged particle motion in the square-wave 

field is shown in Fig. 2.4. Similar to the situation in the sine-wave excitation field the 

position of the measurement volume can be kept stationary in the centre of the cell. Also, 

more particles highly charged particles enter the measurement volume rather than being 
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deflected towards the electrodes as is the case with the DC field.  

 

 

Fig. 2.4 Charged particle motion in the square-wave excitation field in the measurement cell 

In the square-wave excitation field the electric charge on particle can be calculated 

as follows: 

3

c

Vdq
C E
πη

= −                                                         (2.7) 

where E is the strength of the square-wave excitation field in the direction of particle drift 

velocity, V is the particle velocity. The polarity of charge can be determined by the phase 

difference between the field excitation and particle velocity.  

2.4 Theory of Laser Doppler Anemometry 

In the Section 2.2, the relationships between the particle charge and velocity in 

different fields was given. In order to obtain the particle velocity and size, the PDA is 

employed in the PCSA system. As the PDA is the development of LDA, the principles of 

the LDA are introduced first.  
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LDA is a widely used technique for fluid dynamic investigations in gases and 

liquids and has been used for more than three decades. Laser Doppler technique was first 

proposed in 1964 but came into widespread use only in the 1970s [34]. It is a well-

established optical technique for measurements of particle velocities. The block diagram 

of LDA system is shown in Fig. 2.5. 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2.5 Block diagram of Laser Doppler Anemometry system 

The laser Doppler technique uses mono-chromatic laser light as the light source. In 

the LDA system, the Bragg cell is used as a beam splitter. The output of the Bragg cell is 

two beams with equal intensity but different frequencies, one shifted, the other unshifted. 

They are focused into optical fibers bringing them to a probe. In the probe, the parallel 

exit beams from the fibers are focused by the focusing lens to intersect in the 

measurement volume. The scattered light by the particles passing through the interference 

region is collected by the receiving lens and focused on the photo-detector. The 

interference of two beams crossing in the measurement volume or the interference of two 

scattering waves on the detector is contained in the scattered field due to the Doppler 

Effect [34], which will be discussed in the Section 2.3.1. Finally, the DBS is transmitted 
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to the signal processing unit from the photo-detector. The information of particle velocity 

can be obtained from processing DBS. Its non-intrusive principles and directional 

sensitivity make LDA very suitable for applications in a number of different fields, for 

example, medical applications, spray diagnostics [36] [37], combustion measurements 

[38], design of ink-jet printers and so on. The advantages of this technique are mainly 

non-intrusive measurement, high spatial and temporal resolution, no need for calibration 

and the ability to measure in reversing flow [39]. In order to give the theoretical 

background, the fundamental principles of LDA are introduced below. More details can 

be found in [40], [41], [42]. 

2.4.1 Doppler Effect 

The Doppler Effect is employed in the velocity measurement of the LDA. The 

Doppler Effect accompanies any movement of either the transmitter or receiver of the 

electromagnetic radiation. The illustration of the principle of the Doppler Effect is shown 

in Fig. 2.6.  

 

 
 

Fig. 2.6 Illustrate of Doppler Effect 
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scatters light with Doppler shifted frequency. The frequency shift is directly proportional 

to the velocity component in the propagation direction of incident light, VS which is 

defined as, 

coss i α= =V Ve V                                                  (2.8) 

where α is the angle between the velocity vector and the incident beam, ei is the unit 

vector in the direction of the incident beam. 

From the point view of the receiver, the particle can be regarded as a moving 

transmitter. Therefore, the movement introduces an additional Doppler-shift in the 

frequency of the light fs received by the receiver. There is a directly proportional 

relationship between the particle velocity and the component in the receiver direction, VR, 

which is shown below, 

cosR s β= =V Ve V                                                  (2.9) 

where β is the angle between the velocity vector and the scattered beam, es is the unit 

vector in the direction of the scattered beam. 

Therefore, the frequency of the light received by the receiver can be expressed as, 

1 1 1( ) (cos cos )s i i s i if f f α β
λ λ λ

= − + − = + +Ve V e e V                   (2.10) 

It can be seen in Fig. 2.6 that the direction of Vs component is opposite to the one 

of the incident light. Thus it can be concluded that the frequency of the incoming light, fi, 

is smaller than the frequency of the scattered light, fs. The frequency difference between 

the incident and the scattered light is so called the Doppler shift, i.e. 

(cos cos )Df α β
λ

= +
V                                             (2.11) 

From (2.11), it can be seen that the particle velocity can be estimated by measuring 

the frequency difference between fi and fs, which is the fundamental principle of the 

operation of the LDA. However, normally, the Doppler shift is a very small value 



PhD Thesis by Lu Zhang, University of Glamorgan, Sep. 2010                                                                     28 

compared to the frequency of the incident beam in the practical applications. There is a 

high degree of uncertainty when estimating a small value from the difference between 

two large values. One exception is a direct measurement by the means of an 

interferometer [35] or the frequency dependent absorption cells leading to the Doppler 

global velocimeter (or planar Doppler velocimetry) [42] [43]. In order to improve the 

accuracy of the estimation, an optical heterodyning technique is proposed. This technique 

requires that Doppler shifted scattered light should be mixed with the incident light 

generated from the same light source or that the light scattered from one laser beam 

interference with scattered light from another beam [41]. Correspondingly, there have 

been two LDA systems developed, one of which is known as dual beam system, and the 

other is a reference beam system, and both have been successfully implemented [44], 

[45], [46]. This section will mainly focus on the introduction of the dual beam system. 

The arrangement of the dual beam LDA system is illustrated in Fig. 2.7.  

 

 

Fig. 2.7 Dual beam LDA system arrangement 
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where k1, k2 are unit vectors in the direction of the incident beams, ks is the unit vector in 

the direction of the scattered light. V is the particle velocity vector. Then, the beat 

frequency can be written as, 

2 1( ) cos 2sin
2d sf f γ θ

λ λ
−

= Δ = =
V k k V

                                (2.13) 

where γ is the angle between the velocity vector V and the velocity component in Y 

direction, Vy. θ is the angle between the incoming laser beams. The beat frequncy is so 

called Doppler frequency, which is much smaller than the light frequencies fs1, fs2 and is 

proportional to the Vy. Additionally, it can be found the Doppler frequency is independent 

of the position of the receiver. 

2.4.2 The Fringe Model 

In the LDA system the Bragg cell is used as a beam splitter to shift one of the two 

equal-power beams. When the two coherent beams having plane wave fronts intersect in 

space, a fringe pattern is created in the intersection region. In order to describe the LDA 

systems the fringe model was first proposed by Rudd [47]. It is easily visualised and also 

provides a basis for both quantitative and qualitative analysis of a number of features of 

LDA signals [39].  In Fig. 2.8, it can be seen that the two laser beams intersect in the y-z 

plane in the measurement volume. A fringe pattern can be created by the separation of the 

original source into two separate beams and then recombining them at differing angles of 

incidence on a viewing surface. 

According to [48], the spacing between the fringes is  

2

2sin
2

i π λ
θλ

= =

                                               (2.14) 
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Assuming the frequencies of the two incident beams are f1 and f2 respectively, the 

frequency difference between them is FD, i.e. FD = |f1-f2|. The intersection angel between 

the beams is θ. According to the principles of Doppler Effect, the Doppler shifts of the two 

 

Fig. 2.8 Fringe model in the measurement volume 
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So that 1 2D Df f= − . When there are two waves of equal amplitude and nearly equal 

frequency superimposed in space, a phenomenon, interference will occur. The beat signal 

will be generated. The frequency of the beat signal is, fbeat is given as 

1 2| | 2 cos sin
2 2

D D
beat

f f Vf γ θ
λ

−
= =

                                    (2.16) 

In the LDA terminology, the beat signal is called Doppler Burst Signal (DBS) and 

its frequency is called Doppler frequency, FD, i.e. 
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2 cos sin
2D B D s

VF F f F γ θ
λ

= + = +
                                    (2.17) 

where FB is also called shift frequency and fD is called the Doppler shift [39]. V is the 

particle velocity and Vy is the velocity component perpendicular to bisector of beams, γ is 

the angle between V and Vy. 

2.4.3 Directional Ambiguity 

The LDA system measures the frequency of the light intensity variation resulting 

from a particle crossing a series of equally spaced fringes. However, there are two 

limitations of this technique. First, there is an ambiguity in the direction of the measured 

velocity. For example, two particles travelling with the same speed but opposite 

directions will generate the same DBSs. Secondly, if the particle keeps stable in the 

measurement volume, no signal will be produced. 

In order to solve the problem of directional ambiguity, a frequency shift fs should be 

added to one of the incoming beams. Therefore, for the other unshifted beam, the fringe 

pattern moves at a constant speed in the direction depending on the direction of the 

frequency shift fs. The particle moving with the fringes generates DBS of higher 

frequency while the particle moving against the fringes generates DBS of lower 

frequency. Thus, the directional ambiguity is removed. The frequency of DBS with the 

frequency shift can be expressed as follows,  

2 cos sin( / 2)y
D s s

V Vf f f
i

γ θ
λ

= + = +
                                  (2.18) 

According to (2.18), we can conclude that when
2 cos| sin( / 2) |s
Vf γ θ

λ
>

, the sign 

of V can be determined. 

In the practical applications, the frequency shift is usually generated by the Bragg 

cell which is introduced in the path of one of the laser beams. The transparent medium 

contained in the Bragg cell is composed of either liquid or solid. The laser beam passes 

through it. The medium is excited by passing ultrasonic sound waves through it. The 



PhD Thesis by Lu Zhang, University of Glamorgan, Sep. 2010                                                                     32 

sound waves propagate through the medium in the form of density waves and therefore 

waves of refractive index diffract the laser beam. The movement of sound waves results 

in the frequency shift of the laser beam known as Bragg reflection, which is equal to the 

frequency of the waves, typically 40MHz in the LDA/PDA systems. 

2.4.4 The Measurement Volume 

The region of fringes formed by the intersection of laser beams is known as a 

measurement volume or a probe volume. The size of the measurement volume is one of 

the important parameters of the LDA system because it determines the spatial resolution 

of this technique.  In Fig. 2.9, it can be seen that the measurement volume is an ellipsoid 

due to the Gaussian intensity distribution of the beams in all three dimensions.  

 

Fig. 2.9 The measurement volume dimensions 

The dimensions of the measurement volume are defined by the light intensity 

distribution of the fringe pattern. The e-2 decay of the modulation amplitude was 

arbitrarily chosen as the dimensions of the measurement volume. In the volume, the beam 

intensity is higher than e-2 times amplitude of the maximum intensity, which occurs at the 
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centre of the fringe pattern. The dimensions of the measurement volume based on the e-2 

intensity boundary are shown in Fig. 2.9. The size of the volume can be calculated from 

the beam waist diameter df of the focused laser beams and the angle between them [34]. 

4 L
f

w L

fd
E d

λ
π

=                                                                 (2.19)
 

, ,
sin( / 2) cos( / 2)

f f
z y f x

d d
d d d d

θ θ
= = =

                                (2.20) 

where dL is the diameter of the laser beam waist before expansion, Ew is the beam 

expansion ratio and fL is the focal length of the front lens. 

The volume from which signals are received is defined as the detection volume, 

which is different from the measurement volume. The size of the detection volume 

depends on the requirements of the signal processing system and can be smaller or larger 

than the measurement volume.  

2.5 Theory of the Phase Doppler Anemometry 

The Phase Doppler Anemometry (PDA) was first proposed in 1975 by Durst and 

Zaré [49]. The PDA is developed based on LDA and can be regarded as an extension of it. 

Besides the velocity, the PDA can measure particle size simultaneously with the range 

from 0.5μm to 2.5mm [50]. These particles can be droplets, bubbles or solid particles, as 

typically occur in sprays, liquid atomisation, bubbly two-phase flows and multiphase 

flows with, for example, glass beads. The block diagram of PDA system is shown in Fig. 

2.10.  

The main difference between PDA and LDA systems is in the number of photo 

detectors. The PDA uses multiple instead of one photo detector to receive the scattered 

light. The principles of velocity measurement by PDA system are the same as the ones 

used by LDA. The principles of the particle size measurements used in PDA are 

illustrated in Fig. 2.11.  The aerosol passes through the measurement volume. Particles 

scatter the two incident laser beams. A receiving lens located at an off axis collection 
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angle projects a portion of the scattered light onto two detectors [51]. 

 
 

Fig. 2.10 Block diagram of Phase Doppler Anemometry system 

Since more than one photo detector is employed in the PDA system, the phase 

difference between the signals generated by different detectors can be measured. The 

phase difference, Φ, is proportional to the size of the spherical particle. This relationship 

can be defined by the following expressions in two cases: 

a. Scattering is dominated by reflection [52] 

2 sin sin
2(1 cos cos cos )

Dπ θ φ
λ θ φ ϕ

Φ =
−                                           (2.21) 

b. Scattering is dominated by refraction [52] 
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2

sin sin2

2(1 cos cos cos )(1 2(1 cos cos cos ))
rel

rel rel

nD
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θ φπ
λ θ φ ϕ θ φ ϕ

Φ = −
+ + − +      (2.22) 

where, 

particle
rel

medium

n
n

n
=

, refers to the relative refractive index, D is the particle diameter. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2.11 Illustrate of standard PDA set-up. Optical parameters of a PDA set-up: Two beams intersect in the 

x-y plane under the intersection angle θ; the receiving systems are positioned in the x-z plane at the 

scattering angle ϕ; the detectors are titled against the y-z plane under the elevation angle Ψ [52]. 

Usually, the maximum particle size that can be unambiguously measured with two 

detectors corresponds to a phase shift smaller than 2π. If the size of a particle causes the 

phase difference to go beyond a 2π jump, two-detectors PDA can’t unambiguously 

measure the particle size. Reducing the distance between the detectors can extend the 

measurable range of particle size. However, it will also reduce the measurement 

resolution [52]. Considering a large measurable size range and a high measurement 

resolution, three-detectors PDA is a preferred solution. All the detectors have the same 

scattering angle. Nowadays, three-detectors PDA are widely employed in the commercial 
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PDA systems to avoid the ambiguity in phase shift measurement. 

2.6 Summary and Conclusions 

This chapter focused on the background discussion of the underlying principles of 

the PCSA. In order to measure the particle charge, the particle is forced to pass through 

the excitation field. The relationship between the particle charge, velocity and size based 

on different excitation methods was given. It was shown that the charge and size 

measurement can be simultaneously obtained directly from the PDA system. 

The theories of the LDA and PDA were introduced. The LDA is a well-established 

optical technique for measurement of particle velocities. The PDA can be regarded as an 

extension of the LDA. The PDA system is capable of measuring the size and velocity of 

spherical particles simultaneously. The velocity measurement principles of the LDA and 

PDA are based on the Doppler Effect. Both the LDA and the PDA measure particle 

velocity from the DBS generated by particles passing through the fringe pattern created 

by the interfering laser beams. In the PDA system, the particle size is measured from the 

phase difference between the different DBSs obtained from multiple photo-detectors.  

It can be concluded that the main advantage of the DC excitation method is a 

straightforward relationship between the charge, size and particle velocity. Also, the DC 

field produces the DBS, which is relatively uncomplicated due to largely constant particle 

velocity inside the measurement cell. However, the main disadvantage of the DC 

excitation field is that significant proportion of the highly charged particles inevitably 

escapes the measurement volume, which subsequently leads to the underestimation of the 

aerosol charge profile. This is due to the fact that the particles with a high electrical 

mobility are deflected towards the electrodes before they can be detected by the moving 

measurement volume. In addition, the DC excitation system creates significant 

difficulties in the operation of the instrument. The measurement volume has to be moved 

forwards and backwards across the measurement cell in order to capture the particles of 

different electrical mobilities, which requires expensive and cumbersome traversing 

mechanism. It prolongs the measurement time and makes the instrument less suitable for 

measuring rapidly changing aerosols.  
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In contrast to the DC field, in the oscillatory field the measurement volume can be 

kept stationary in both the sine-wave and square-wave excitation methods. Also, since the 

particles are oscillating inside the measurement cell rather than traveling towards the 

electrodes, the highly charged particles remain inside the cell. However, the use of the 

oscillatory field results in much more complex DBS requiring non-standard specialized 

signal processing method. The specific signal processing challenges related to both 

oscillatory fields as well as the design of the signal processing systems will be discussed 

in chapter 4. First of all, however, the next chapter will discuss the mathematical 

modeling and the simulation of the Doppler burst signals in different excitation methods. 
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Chapter 3 

Mathematical Modelling and Simulation of 

Doppler Burst Signals 

3.1 Introduction 

This chapter investigates mathematical modelling and simulations of the 

Doppler Burst Signal corresponding to different scenarios of charged particle motion 

via the measurement volume. Three types of particle excitation fields are considered: 

DC excitation field (steady and accelerated state), sine-wave excitation field and 

square-wave excitation field. The purpose of the chapter is twofold, firstly, to 

investigate the characteristics of the DBS due to various particle trajectories via the 

measurement volume; secondly, to assess the limitations of the spectral analysis in 

different excitation fields. The chapter is organised as follows. First of all, the general 

mathematical model of DBS in time domain is given. Next, signal 

models corresponding to different particle motion in the measurement volume and in 

different excitation fields are derived. Then, the simulation results based on different 

mathematical models are shown. The particle trajectory via the measurement volume 

and the corresponding DBS are presented, including the case of discontinuous-burst 

signals. In addition to time domain representation, the spectral analysis of the DBS is 

performed. Finally, the simulations of multi-burst signals in different scenarios are 

presented and the corresponding results of spectral analysis are given.  

In the next chapter, the signal processing systems using different techniques and 

working in DC, sine-wave and square-wave excitation fields will be separately 

developed in order to obtain particle charge and size simultaneously in real time. 
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3.2 General Time Domain Description of Doppler Burst 

Signal 

The DBS is generated when a single particle passes through the measurement 

volume of the PDA system. The DBS envelope reflects the characteristics of the 

Gaussian intensity of the laser beams and its instantaneous frequency is defined by 

2 ( )( ) ( ) sin ( )
2

x
D B D B B x

tF t F f t F F D tθ
λ

= + = + = +
V V                  (3.1) 

where Vx(t) is the particle real-time velocity component perpendicular to bisector 

of beams, only this component contributes to the frequency of DBS,  θ is the 

intersection angel between the beams, λ is the wavelength of the incident beams, D 

is called the calibration factor, 1 2 sin( / 2)D
i

θ
λ

= = ,where i is the fringe spacing, FB 

is called shift frequency which is a constant frequency introduced by the Bragg cell to 

solve the direction ambiguity in velocity estimation. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 3.1 Structure of the charge measurement cell 

Fig. 3.1 shows the optical arrangement of the laser Doppler system, where two 

laser beams intersect in the XZ plane. The aerosol main flow is in the direction of the 

Y axis. There are two electrodes which are parallel to the YZ plane. The particle 

motion due to the excitation field takes place in XY plane. The time domain 

particle  
trajectory 

flow 
direction

measurement 
volumeBeam 1 Beam 2

X

Y

Z 

O 

detector1 
cathode 

detector3 

anode 

Y 

X 

detector2 

fringe pattern in the 
measurement volume 

O



PhD Thesis by Lu Zhang, University of Glamorgan, Sep. 2010                                                              40 

description of DBS from the medium-sized particles is determined by the particle 

position within the measurement volume, fringe spacing, i, intersection angle, θ, shift 

frequency, FB, laser beam radius, rm, and some other parameters [34]. As an example, 

the particle trajectory in sine-wave excitation field via the measurement volume is 

presented. 

The mathematical model of the DBS in time domain is composed of two parts, 

the DC part, SDC(t), and the AC part, SAC(t). The time domain description of DBS is 

expressed as,  

0( ) ( ) ( ) cos( )ω ϕ= + = + +DC AC DC ACS t S t S t I I t                          (3.2) 

where IDC, IAC are the amplitudes of the DC and the AC part of DBS model 

respectively. The DBS frequency ω is defined as, 

2 ( ) 2 [ ( )]D B xF t F D tω π π= = + V                                     (3.3) 

In order to simplify the DBS model in (3.2), it is assumed that the beam incident 

point and the glare point [34] coincide with the particle centre. The amplitudes of the 

DC and the AC parts are separately described in the following equations, 
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              (3.4) 

where the vectors x(t), y(t), z(t) represent particle positions separately projected on X, 

Y and Z axis. The origin of the coordinate system is in the centre of the measurement 

volume. ADBS is the amplitude of the DC and the AC parts. It is determined by 

the beam wavelength, light speed in the air, beam waist radius, scattering function and 

other parameters [34]. Given the laminar flow conditions and the particle cross flow 

velocity confined to XY plane, the vector z(t) equals to a zero vector for all the time. 

Therefore, the general mathematical model of the DBS in (3.2) can be rewritten as, 
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From (3.5), it can be seen that the envelope of the DBS is simultaneously 

affected by the particle displacement on X and Y axis. The displacement on Z axis 

has no effect on the envelope. In addition, the instantaneous frequency of the DBS is 

only determined by the particle displacement on X axis, i.e. x(t). Assuming that the 

particle moves in the DC excitation field and passes through the centre of the 

measurement volume, it can be seen from (3.5), the maximum amplitude of the 

Gaussian envelope of DBS appears in the middle of the signal burst. This maximum 

point corresponds to the time instance when the particle is passing through the 

measurement centre. The particle motion in the measurement volume, on the XY 

plane, is shown in Fig. 3.2.  

 
 
 
 

 
 
 

 
 
 

 
 

Fig. 3.2 Particle motion in the measurement volume on XY plane 
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volume centre, O. The projections on the two axis are x(t0) and y(t0). Finally, the 

vector equation in the X and Y direction can be given as, 

0

0

: ( ) ( ) ( )
: ( ) ( ) ( )

x

y

t t t
t t t

+ =

+ =

X x x r
Y y y r

                                            (3.6) 

Therefore, the position of particle P(x(t), y(t)) within the measurement 

volume can be expressed as, 

0
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: ( ) ( ) ( )

x

y

t t t
t t t

= −

= −
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                                            (3.7) 

3.3 The Mathematical Models of DBS in Different 

Excitation Fields  

3.3.1 Introduction 

In the previous section the time domain description of the DBS has been 

introduced. In this section the discussion will focus on the effect of particle trajectory 

via the measurement volume on the properties of the DBS. Four kinds of particle 

motions will be considered: constant-particle velocity (steady state), constant-particle 

acceleration, particle motion in the sine-wave and particle motion in the square-wave 

excitation field. The specific DBS models corresponding to different particle 

excitation systems will be derived from the general mathematical model of the DBS 

in (3.5). 

3.3.2 DC Excitation Field - Steady State 

In the DC excitation field, the particle travels through the measurement volume 

with a constant velocity when the drag force and the electric force are in balance. 

The corresponding mathematical model of the DBS is shown below. Given the 

particle velocity on X and Y axis as, 

( )
( )

x x

y y

t
t

=

=

V V
V V

                                                    (3.8) 
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where, Vy(t) is the mean flow velocity, which is constant in the measurement 

experiments. From (3.6), there are 

        
0 00 0

0 00 0
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( ) ( )

t t

x x x x x x

t t

y y y y y y

t t dt dt t

t t dt dt t

= + = + =
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∫ ∫
∫ ∫

r r V r V V

r r V r V V
             (3.9)

 

where r0x=0, r0y=0. 

0

0

0 0 0 00

0 0 0 00

( ) ( )

( ) ( )

t

x x

t

y y

t t dt t
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∫
∫

x x V x V

y y V y V
                              (3.10) 

From (3.7) and (3.10), the particle position (x(t),y(t)) in the measurement 

volume can be obtained, 

0 0

0 0

( ) ( )
( ) ( )

x

y

t t t
t t t

= + −

= + −

x x V
y y V

                                        (3.11) 

As mentioned above, t0 is the time corresponding to the particle being exactly at 

the centre of the measurement volume (x0, y0 being 0). Thus, (3.11) can be simplified 

as 

0

0

( ) ( )
( ) ( )

x

y

t t t
t t t

= −
= −

x V
y V

                                            (3.12) 

By substituting x(t) and y(t) in (3.5) by (3.12), the DBS model in the DC 

excitation field is obtained 

2 2 2
0 0

2

0 0

[ ( )] cos ( / 2) [ ( )]
( ) exp{ 2 }

{1 cos{2 [ ( )] }}

x y
DBS

m

B x

t t t t
S t A

r
F t D t t

θ

π ϕ

− + −
= −

× + + − +

V V

V
               (3.13) 

3.3.3 DC Excitation Field – Constant-particle Acceleration 

When a particle moves in the measurement volume, it is affected by two forces. 

One is the electric force, the other one is the drag force due to the viscous medium.  
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These two forces are defined as, 

Fe = Eq                                                     (3.14) 

where q is the particle charge, E is the excitation field vector in the direction of 

particle drift velocity. 

3 ( ) /drag x cd t C= −F vπη                                     (3.15) 

where Cc is the Cunningham slip correction factor, η is the air viscosity, vx(t) is the 

relative real-time velocity vector between the air and particle. It can be seen that the 

drag force is proportional to the particle velocity and acts in the opposite direction. 

The equation of particle motion in the presence of the DC excitation field-

 constant-particle acceleration is shown in (3.16). 

Fe-Fdrag = ma                                              (3.16) 

where a is the constant-particle acceleration, m is the mass of the particle. 

For the particle motion with a constant acceleration, the particle velocity in the 

X and Y directions are, 

0( )
( )

x x

y y

t t
t

= +

=

V V a
V V

                                          (3.17) 

where Vx0 is the original velocity in the X direction. 

Thus, from (3.15) and (3.17), Fdrag is proportional to t, when Vx0 equals to zero. 

From (3.14) and (3.16), it can be seen that the field strength, E, is directly 

proportional to the time,  

E=b+kt                                                    (3.18) 

where b, k are constant. b=ma/q, k=3πηda/(Ccq).  

When the electric field E defined in (3.18) is increasing, the difference between 

the electric force and the drag force remains constant. Therefore, the constant 

acceleration of the particle can be achieved. The schematic diagram of the 

relationship between Fe and Fdrag is shown in Fig. 3.3. 
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Fig. 3.3 Schematic diagram of relationship between the electric force and the drag force 

From (3.6), there are,   
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where r0x=0, r0y=0. 
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                     (3.20) 

Based on (3.7) and (3.20), the particle position (x(t),y(t)) in the measurement 

volume can be obtained, 

2 2
0 0 0 0

0 0

1( ) ( ) ( )
2

( ) ( )

x

y

t t t t t

t t t

= + − + −

= + −

x x V a

y y V
                              (3.21) 

Similarly to (3.11), (3.21) can be simplified as 

2 2
0 0 0

0

1( ) ( ) ( )
2

( ) ( )

x

y

t t t t t

t t t

= − + −

= −

x V a

y V
                                   (3.22) 

By replacing x(t) and y(t) in (3.5) by (3.22), the DBS model corresponding to 

the constant-acceleration motion is obtained. 

t (s) O 

Fe 

Fdrag 

F (N) 
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3.3.4 Sine-wave Excitation Field 

In the sine-wave excitation field, the particle trajectory is sinusoidal. The 

procedure of obtaining the mathematical model of DBS in sine wave excitation is 

shown below. The particle velocity on X and Y axis are, 

( ) sin( )
( )

x v

y y

t t
t

ω=
=

V A
V V

                                           (3.24) 

where Av is the maximum amplitude of the particle velocity. From (3.6), there are, 
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where r0x=0, r0y=0. 
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             (3.26) 

Based on (3.7) and (3.26), the particle position (x(t),y(t)) in the measurement 

volume can be obtained, 
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v

y

t t t

t t t

ω ω
ω

= + −

= + −

Ax x

y y V
                           (3.27) 

Similarly to (3.11), (3.27) can be simplified as 

0

0
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t t t
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ω ω
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Ax

y V
                              (3.28) 
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By replacing x(t) and y(t) in (3.5) by (3.28), the DBS model in the sine-wave 

excitation  field is given as 

2 2 2
0 0

2

0 0

{ [cos( ) cos( )]} cos ( / 2) [ ( )]
( ) exp{ 2 }

{1 cos{2 { { [cos( ) cos( )]}} }}
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t t t t
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r
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ω ω θ
ω

π ω ω ϕ
ω

− + −
= −

× + + − +

A V

A
   (3.29) 

3.3.5 Square-wave Excitation Field 

In the square-wave excitation field, the direction of the drive excitation changes 

at intervals. Therefore the electric force can be expressed as below. 

0 / 2
( )

/ 2e

q t T
t

q T t T
≤ <⎧

= ⎨− ≤ <⎩

E
F

E                                      (3.30)
 

where T is the period of the square-wave excitation. 

As mentioned before, besides the electric force, the particle is affected by the 

drag force due to the viscous medium. The drag force can be expressed as, 

3 ( ) /drag x cd t C= −F vπη                                      (3.31) 

The equation of particle motion in the presence of the square-wave excitation 

field can be written as, 

( ) /e drag md t dt+ =F F v                                     (3.32) 

When the drag force, Fdrag, and the externally applied electric force, Fe, come 

into balance, the particle is in mechanical equilibrium and a steady-state velocity of 

the particle relative to the air results. The time that it takes for this to occur 

is characterized by the relaxation time τ [7], which is defined as 

2

1 8
cd Cρ

τ =
η                                              (3.33)
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where ρ is the particle density. From (3.33), it can be seen that the relaxation time is 

affected by particle diameter but has no relationship to the excitation field. 

When τ<T/2, the particle velocity on X and Y axis can be calculated. The 

solution to (3.32) is given as, 

/

( / 2) /

( ) /
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= μ − ≤ <⎨
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=

E
v E

E

v V
                      (3.34)

 

where Vy is the mean flow velocity in the Y direction, μ is the electrical mobility of 

particle,  

3
cq C
d

μ =
π η                                           (3.35)

 

The derivation of the particle velocity and position in the measurement volume 

is shown in Appendix B.  

The particle motion in the period from 0 to T+τ can be divided into five 

segments, (a) ~ (e), as shown in Fig. 3.4.  
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Fig. 3.4 (a) Particle velocity in the square wave excitation field, Vx=26.5mm/s, q=500e, d=3μm, 

E=165kV/m, f=1kHz, τ=0.0226ms, (b) Particle position 
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Assuming the direction of particle motion in the first segment is positive. a) 

When Fe+Fdrag>0, the drag force increases and the particle is accelerated with the 

velocity changing from 0 to μE in the direction of the driving field. b) When 

Fe+Fdrag=0, the particle reaches equilibrium and moves with a constant velocity, μE. c) 

Due to the change of the field direction, Fe+Fdrag<0. The particle is decelerated with 

the velocity changing from μE to 0 and simultaneously the drag force decreasing to 0. 

Next, the particle is accelerated in the negative direction with the velocity changing 

from 0 to –μE. d) Fe+Fdrag=0, the particle achieves equilibrium again and moves 

with constant velocity –μE. e) The field direction is changed again. The particle is 

decelerated with the velocity from – μE to μE.   

From (3.6), there are,   
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where r0x=0, r0y=0. 
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Based on (3.7) and (3.37), the particle position (x(t),y(t)) in the measurement 

volume can be obtained, 
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     (3.38) 

Similarly to (3.11), (3.38) can be simplified as 
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By replacing x(t) and y(t) in (3.5) by (3.39), the DBS model in the square-wave 

excitation field is obtained. 

3.4 Simulation Results based on the Mathematical Models  

of DBSs in Different Excitation Fields  

3.4.1 Simulation Results in DC Excitation Field – Steady State 

In the DC excitation field – steady state, the particle passes through the 

measurement volume with a constant velocity. Therefore, the frequency of Doppler 

signal is constant and the particle trajectory is a straight line. In order to learn more 

about the characteristics of the DBS mentioned above, the simulation based on the 

mathematical model defined in (3.13) has been implemented and shown in Fig. 3.5. 

The particle motion via the measurement volume and the correspondingly generated 

DBS are shown in Fig. 3.5 (a) and (b), where λ is the wavelength of laser beam, θ is 

the intersection angle of the two beams, i is the fringe spacing, dm is the 

Gaussian beam diameter, FB is the frequency shift, ADBS is the maximum amplitude of 

DC and AC part of DBS, Vx is the particle constant velocity in X direction, Vy is the 

mean velocity in Y direction, φ0 is the original phase of DBS, t0 is the time slot when 

particle passing through the measurement volume centre, N is the number of samples, 

fs is the sampling frequency, σn is the variance of the Gaussian noise. 

The relationship between particle trajectory via the measurement volume and 

the corresponding DBS is clearly shown in Fig. 3.5 (a) and (b). It can be seen that the 

envelope of the DBS which is a standard Gaussian envelope, is determined by the 

particle position in both the X and Y directions in the measurement volume. The 

envelope reaches its peak value when the particle is passing through the centre of the 

measurement volume. This is because the maximum intensity lies at the centre of the 

intersection laser beams. The measurement volume boundary is defined by the e-2  
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Fig. 3.5 (a) Particle trajectory via the measurement volume in the DC excitation field – steady state, (b) 

Corresponding DBS in the DC excitation field for λ=514.5nm, θ=0.2251rad, i=2.99μm, dm=1.35mm, 

FB=400kHz, ADBS=1, Vx=10mm/s, Vy=0.05m/s, x0=0, φ0=0rad, t0=0.05s, N=106, fs=10MHz, 2
nσ =0.01, (c) 

DBS in detail. 

intensity decay of the interference area in relation to its maximum value atthe centre 

of the volume. The red line in Fig 3.5 (b) denotes the e-2 decay of the maximum 

amplitude which is equal to 2×e-2=0.2706. When particle moves into the measurement 

volume, the corresponding DBS (the part above the red line) is generated. 

Additionally, it can be concluded that the frequency of the DBS is only 

determined by the particle velocity in the X direction in the measurement volume. 

From Fig. 3.5 (c), it can also be seen that the frequency of DBS is constant because 

the particle moves with a constant velocity in the X direction in the measurement 

volume.  

The constant velocity in the X direction can be approximately estimated from 

the DBS spectrum. The spectrum of the DBS from Fig. 3.5 is shown in Fig. 3.6. The 

Doppler frequency of the DBS is equal to FD=404.37kHz. The relationship between  
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Fig. 3.6 Spectrum of Doppler Burst Signal in DC excitation field – steady state 

the Doppler frequency and the particle velocity is given in (3.1). For a given 

simulation conditions, the constant particle velocity in the X direction, 

Vx, can be calculated as Vx=10.0094mm/s. This result agrees very well with the 

simulation condition, Vx=10mm/s. It can be concluded that the spectral 

analysis could be effectively used to estimate the velocity of the particle in the DC 

excitation field – steady state. Comprehensive discussion of the accuracy of the 

spectral analysis in the estimation of particle velocity is provided in chapter 5. 

3.4.2 Simulation Results in DC Excitation Field – Constant-particle 

Acceleration 

In the DC excitation field – constant-particle acceleration, the particle passes 

through the measurement volume with a constant acceleration. Therefore, the 

frequency of Doppler signal increases with a constant acceleration. The particle 

trajectory is no longer a straight line but a parabola. In order to investigate 

the characteristics of DBS mentioned above, the simulation based on the 

mathematical model defined by (3.23) has been implemented and the simulation 

results are shown in Fig. 3.7. 
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Fig. 3.7 (a) & (b) Particle trajectory and details via the measurement volume in the DC excitation field 

– constant acceleration, (c) Corresponding DBS for λ=514.5nm, θ=0.2251rad, i=2.99μm, dm=1.35mm, 

FB=400kHz, ADBS=1, Vx0=0.01m/s, a=100m/s2, Vy=0.05m/s, φ0=0rad, t0=0.005s, N=105, fs=10MHz, 
2
nσ =0.01, (d) Comparison of envelopes corresponding to different scenarios (e) & (f) DBS in detail 
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The relationship between particle trajectory via the measurement volume and 

the corresponding DBS is clearly shown in Fig. 3.7 (b) and (c). It can be concluded 

that the envelope of the DBS is mainly determined by the particle position in both the 

X and Y directions in the measurement volume. The red line in Fig 3.7 (c) denotes the 

e-2 decay of the maximum amplitude which is equal to 2×e-2=0.2706. When particle 

enters the measurement volume, the corresponding DBS (the part above the red line) 

is generated. 

Additionally, from Fig. 3.7 (d), it can be seen that the envolope of the signal is 

not a standard Gaussian envolope due to the particle acceleration. In order to illustrate 

it clearly, the envelope of the DBS in DC excitation field – steady state 

has been compared with the envelope of the DBS in the DC excitation field – constant 

acceleration. In this comparison the constant particle velocity equals to the mean 

velocity of accelerating particle. From Fig. 3.7 (d) it can be observed, that the shape 

of the envelope in DC excitation field – constant acceleration is different from the one 

in DC excitation field – steady state (standard Gaussian envelope) . 

Moreover, it can be concluded that the real-time frequency of DBS is 

determined by the particle position in the X direction in the measurement volume. 

However, the instantaneouse frequency of DBS is no longer a constant as shown in 

Fig. 3.7 (e) and (f). In order to show the frequency difference clearly, the frequency 

shift FB (400kHz) and noise have been removed in Fig. 3.7 (e) and (f). The spectum of 

the DBS from Fig. 3.7 is shown in Fig. 3.8. The instantaneouse particle 

velocity can’t be estimated from the spectral analysis because the real-time 

information is not available in the spectrum.  

It can also be seen that the width of spectrum is larger than the one obtained in 

the DC excitation field. However, some other information, such as, the mean value of 

the particle velocity through the measurement volume could be estimated from the 

spectrum. Based on the example in Fig. 3.8, the peak value of frequency in the 

spectrum is equal to f=622.4kHz. From (3.1), the mean velocity can be derived, 

Vmx=0.5094m/s. This estimated result compares well with the simulation condition, 

Vmx=0.51m/s. 
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Fig. 3.8 The spectrum of Doppler Burst Signal in DC excitation field – constant acceleration 

3.4.3 Simulation Results in Sine-wave Excitation Field 

In the sine-wave excitation field, the particle passes through the measurement 

volume with a sinusoidal velocity. Therefore, the instantaneous frequency of the 

Doppler signal increases and decreases as a sine-wave function. In order to investigate 

the characteristics of DBS mentioned above, the simulation based on the 

mathematical model defined in (3.29) has been implemented. The simulation results 

and the relationship between particle trajectory via the measurement volume and 

the corresponding DBS are clearly shown in Fig. 3.9 (a) and (b). It can be concluded 

that the envelope of DBS is mainly determined by the particle position in both the X 

and Y directions in the measurement volume. The red line in Fig 3.9 (b) denotes the  

e-2 decay of the maximum amplitude whose value equals to 2×e-2=0.2706. When 

particle enters the measurement volume, the corresponding DBS (the part above the 

red line) is generated. 

Compared to the result in DC excitation field – steady state, it can be found 

from Fig. 3.9 that the envolope of the signal is not a standard Gaussian envolope due 

to the sine-wave particle motion via the measurement volume.  

The signal details have been shown in Fig. 3.9 (c). In order to show the 

frequency difference clearly, the frequency shift FB (400kHz) has been removed. As 

shown in Fig. 3.9 (c), the instantaneous frequency of DBS sometimes increases and  
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Fig. 3.9 (a) Particle trajectory via the measurement volume in the sine-wave excitation field, (b) 

Corresponding DBS for λ=514.5nm, θ=0.2251rad, i=2.99μm, dm=1.35mm, FB=400kHz, ADBS=1, 

Av=100mm/s, ω=200π rad/s, x0=400µm, Vy=0.05m/s, φ0=0 rad, t0=0.05s, N=106, fs=10MHz, 2
nσ =0.01, (c) 

DBS in detail 

sometimes decreases, which is determined by the particle sinusoidal trajectory in the 

X direction via the measurement volume. The DBS in the sine-wave excitation 

field can be regarded as a Frequency Modulated (FM) signal. 

The spectrum of DBS in the sine-wave excitation field has been shown in Fig. 

3.10. It is clear that the instantaneouse particle velocity can’t be estimated from the 

spectral analysis. This method is not suitable for real-time signal processing. However, 

from the spectrum, some other information can be derived. Because DBS can be 

regarded as a FM signal, DBS in the sine-wave excitation field can be analysed based 

on the principles of the frequency modulation. Frequency deviation is defiend as the 

maximum difference between frequency of an FM signal and the carrier frequency. In 

(3.1), FB corresponds to the carrier frequency. The maximum instantaneous difference 
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Fig. 3.10. Spectrum of DBS in the sine-wave excitation field 

is the maximum value of DVx(t). In the example presented in Fig. 3.10, the peak 

frequency deviation is approximately equal to 4.5×104Hz. Therefore the bandwidth 

of DBS can be determined based on Carson's rule [53]. 

3.4.4 Simulation Results in Square-wave Excitation Field 

In the square-wave excitation field, the particle passes through the measurement 

volume with a nearly-constant velocity. Therefore, the frequency of the corresponding 

DBS can be roughly regarded as a constant. The particle trajectory is a triangular 

wave. In order to learn more about the characteristics of DBS the simulation based on 

the mathematical model defined by (3.5) and (3.39) has been implemented. The 

simulation results are shown in Fig. 3.11. 

The relationship between particle trajectory via the measurement volume and 

the corresponding DBS is clearly shown in Fig. 3.11 (a) and (b). The envelope of DBS 

is mainly determined by the particle position in both the X and Y directions in the 

measurement volume. The red line in Fig 3.11 (b) denotes the e-2 decay of the 

maximum amplitude whose value equals to 2×e-2=0.2706. When particle moves into 

the measurement volume, the corresponding DBS (the part above the red line) is 

generated.  

Compared to the result in DC field – steady state, it can be seen from Fig. 3.11 
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Fig. 3.11 (a) Particle trajectory via the measurement volume in square-wave excitation field, (b) 

Corresponding DBS for λ=514.5nm, θ=0.2251rad, i=2.99μm, dm=1.35mm, FB=400kHz, ADBS=1, 

E=0.5MV/m, fdrive= 100Hz, q=260e, d=1µm, x0=-50µm, Vy=0.05m/s, φ0=0 rad, t0=0.05s, N=106, 

fs=10MHz, 2
nσ =0.01. (c) DBS detail. 

that the envelope of the signal is not a standard Gaussian envelope due to the square-

wave particle trajectory via the measurement volume. In different segments of the 

DBS determined by the direction of the particle velocity, the instantaneouse frequency 

of DBS is almost a constant as shown in Fig. 3.11 (c). In order to show the 

instantaneous frequency clearly, the the DBS signal has been downshifted by 400kHz. 

Due to the characteristics of particle motion in the square-wave excitation field, the 

frequency of DBS can be regarded as constant except short periods corrsponding to 

the particle acceleration and deceleration shown in Fig. 3.4. These period contribute 

to the spectral broadening of the DBS. 

The spectrum of the DBS from Fig. 3.11 is shown in Fig. 3.12. 

From the above figure, it can be seen that both the amplitude  and the direction 

of the particle velocity, can be estimated from the spectral analysis. Compared to the 
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Fig. 3.12. Spectrum of DBS in the square-wave excitation field 

DBS spectrum shown in Fig. 3.6, there are additional frequency components 

generated due to the particle acceleration and deceleration inside the measurement 

volume. However, as this examples illustates the velocity estimation by means of 

spectral analysis and peak detection could be successfully implemented. For instance, 

from Fig. 3.12, the estimated frequency of DBS is 460200Hz.  From (3.1), 

the constant particle velocity in the X direction, Vx, can be calculated as, 

Vx=0.1379m/s. This result agrees well with the simulation condition, Vx=0.1378m/s. 

3.5 Discontinuous-burst Doppler Signals 

Sometimes, both in the sine-wave and the square-wave excitation fields, the 

particle travels in and out of the measurement volume due to the oscillatory particle 

motion. Thus, there is a discontinuous DBS generated as shown in Fig. 3.13 and 3.14. 

As shown in Fig. 3.13 and 3.14, the corresponding DBS is split into several 

smaller bursts because the particle moves outside of the measurement volume. The 

discontinuity in the DBS will creates difficulties in the signal processing. Firstly, 

sometimes the burst length is too short to be correctly estimated. Secondly, it creates 

ambiguity in the determination of the starting and ending points of the burst in the 

train of DBSs. 
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Fig. 3.13 Discontiuous DBS in sine-wave excitation field, (a) particle trajectory via the measurement 

volume, (b) Signal envelope, (c) DBS in sine-wave excitation field for λ=514.5nm, θ=0.2251rad, 

i=2.99μm, dm=1.35mm, FB=400kHz, ω=200π rad/s, ADBS=1, x0=400μm, Av=300mm/s, φ0=0, y0=0, 

Vy=0.05m/s, t0=0.05s, N=106, fs=10MHz, 2
nσ =0.01. 

3.6 Multi-burst Doppler Signals 

3.6.1 Mathematical Model of Multi-burst Doppler Signals 

As mentioned in the Section 3.2, the DBS described in (3.1) is generated by a 

single particle passing through the measurement volume. Sometimes, two or more 

particles will travel through the measurement volume at the same time. This creates 

an overlap of DBS, which is called the multi-burst DBS. For a given measurement 

volume VMV and a given particle concentration number cp, the number of particles n 

which are in the measurement volume at the same time can be described using 

Poisson distribution [54].  

( )
( ) exp( )

!

n
p MV

p MV

c V
P n c V

n
= −

                                 (3.40)
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Fig. 3.14 Discontiuous DBS in the square-wave excitation field, (a) particle trajectory via the 

measurement volume, (b) Signal envelope, (c) DBS in the square-wave excitation field for λ=514.5nm, 

θ=0.2251rad, i=2.99μm, dm=1.35mm, FB=400kHz, ADBS=1, fdrive=100Hz, E=1MV/m, d=1μm, q=520e, 

x0=-50μm, φ=0 rad, y0=0, Vy=0.05m/s, t0=0.05s, N=106, fs=10MHz, 2
nσ =0.01. 

In this project, the measurement volume, calculated from the beam waist radius 

(rw=100~200µm) and the intersection angle (θ=12.9deg), could reach up to 

VMV=6.5×10-11m3. For instance, with a particle concentration number (cp=1×1010/m3,), 

the probability of multi-burst signals (n=2) equals to 11% and can’t be neglected. 

Therefore, it is necessary to consider dealing with the problem of multi-burst signal 

processing. 

From (3.40), the probability of the multi-burst DBS can be reduced either by the 

reduction of the size of the measurement volume or the particle concentration [55]. 

The mathematical model of the multi-burst signal can be expressed as below, 
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     (3.41) 

where N is the number of bursts in the signal, Si(t) corresponds to the burst signal 

generated by the i-th particle. 

3.6.2 Simulation Results of Multi-burst Doppler Signals 

Some examples of the dual-burst signals in different excitation fields are shown 

in Fig. 3.15 ~ 3.17. For the sake of clarity the different particle trajectories and 

the corresponding DBS envelopes are printed in different colours. First of all, the 

simulation results of dual-burst DBS in the DC excitation field are shown in Fig. 3.15.  
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Fig. 3.15 (a) Particles’ trajectories via the measurement volume, (b) Envolope of dual-burst DBS 

in the DC excitation field – steady state, (c) Corresponding Dual-burst DBS for λ=514.5nm, 

θ=0.2251rad, i=2.99μm, dm=1.35mm, FB=400kHz, ADBS=1, x01=-37.5μm, x02=0, t01=0.04s, t02=0.0333s, 

Vx1=0.25m/s, Vx2=0.1m/s, φ01=1.0708 rad, φ02=0, y0=0, Vy=0.05m/s, t0=0.05s, N=106, fs=10MHz, 
2
nσ =0.01. 
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Secondly, the simulation results of dual-burst DBS in the sine-wave excitation 

field are presented in Fig. 3.16. Thirdly, the simulation results of dual-burst DBS in 

the square-wave excitation field are given in Fig. 3.17. 
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Fig. 3.16 (a) Particles’ trajectories in the measurement volume, (b) Envolope of dual-burst DBS in the 

sine-wave excitation field, (c) Corresponding dual-burst DBS for λ=514.5nm, θ=0.2251rad, i=2.99μm, 

dm=1.35mm, FB=400kHz, ω=100rad/s, ADBS=1, x01=-37.5μm, x02=0mm, t01=0.05s, t02=0.0333s, 

Av1=0.25m/s, Av2=0.1m/s, φ01=1.0708 rad, φ02=0 rad, y0=0, Vy=0.05m/s, t0=0.05s, N=106, fs=10MHz, 
2
nσ =0.01. 

From Fig. 3.15 ~ 3.17, it can be seen that the multi-burst DBS is the 

superimposition of each burst of signal. Because the multi-burst signal is generated by 

more than one particle with different velocities, the corresponding spectrums are 

different from the one of the single-burst signal, and are shown in Fig. 3.18 ~ 3.20. 

Comparing these figures, it can be concluded that it is theoretically possible to 

estimate the velocities of particles by spectral analysis both in the DC excitation field 

and the square-wave excitation field. However, spectral analysis fails in the sine-wave 

excitation field because the peak value in the spectrum doesn’t correspond to the 

Doppler frequency which is proportional to the particle velocity, as discussed in 

Section 3.4.3. 
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Fig. 3.17 (a) Particles’ trajectories via the measurement volume, (b) Envelope of dual-burst DBS in the 

square-wave excitation field, (c) Corresponding dual-burst DBS for λ=514.5nm, θ=0.2251rad, 

i=2.99μm, dm=1.35mm, FB=400kHz, ADBS=1, fdrive=100Hz, E=1MV/m, d1=d2=10μm, q1=300e, q2=1000e, 

x01=0mm, x02=-0.5mm, t01=0.082s, t02=0.0683s,  φ01=0 rad , φ02=0.9292 rad, y0=0, Vy=0.05m/s, , 

t0=0.05s, N=105, fs=0.5MHz, 2
nσ =0.01. 
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Fig. 3.18 Spectrum of dual-burst DBS in the DC excitation field – steady state 
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Fig. 3.19 Spectrum of dual-burst DBS in the sine-wave excitation field 
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Fig. 3.20 Spectrum of dual-burst DBS in the square-wave excitation field 

3.7 Summary and Conclusions 

The discussion presented in this chapter focused on the derivation of 

mathematical models of the DBSs generated from different particle motions via 

measurement volume. The simulations were completed based on the derived 

mathematical models of DBSs in different scenarios of particle motion. The 
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relationship between particle trajectory via the measurement volume and 

the corresponding DBS was investigated. Four different types of particle motion were 

studied: constant velocity, constant acceleration and sinusoidal velocity 

which corresponded to the motion of particle in the DC, square-wave and sine-wave 

excitation fields. Additionally, the simulation of multi-burst DBS was also 

implemented. The characteristics of the DBS were investigated based on the 

simulation results of particle trajectory via the measurement volume and 

the corresponding DBS. It was demonstrated that the envelope of the DBS is 

determined by the particle positions in both X and Y direction. In the DC excitation 

field – steady state, it is a standard Gaussian envelope. However, in other excitation 

fields, the shape of the envelope is different because the particle doesn’t move with 

a constant velocity in the X direction via the measurement volume. Even worse, 

sometimes, the envelope becomes discontinuous because the particle moves in and 

out of the measurement volume in both sine-wave and square-wave excitation field. 

The processing of discontinuous DBS remains a significant challenge for signal 

processing. Moreover, it was shown that the particle velocity in the Y direction 

determines width of signal burst. The envelope was shown to achieve its peak value 

when the particle was passing through the centre of the measurement volume. This 

is because the maximum intensity lies at the centre of the intersection of laser beams. 

The measurement volume has been defined by the e-2 intensity decay of the 

interference area. 

It can be concluded that the instantaneous frequency of the Gaussian-amplitude 

DBS is only determined by real-time particle position in the X direction in the 

measurement volume. In the DC excitation field, the frequency of the Doppler signal 

is constant due to the constant-velocity particle motion in the measurement volume. 

However, introducing acceleration and oscillation into the particle motion in the 

measurement volume resulted in the variation of the real-time Doppler frequency. For 

example, the DBS generated in the sine-wave excitation field can be regarded as a FM 

signal whose instantaneous frequency changes as a sine-wave function. The DBS 

generated in the square-wave excitation field can be approximately regarded as a 

signal with the constant frequency except short periods of acceleration and 

deceleration in the particle motion. This characteristic of the DBS enables the use of 

spectral analysis to estimate the amplitude of particle velocity in the square-wave 

excitation field. 
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Finally, the spectral analysis of the DBS was performed in order to evaluate its 

limitations in velocity estimation in different excitation fields. The more nonlinear 

particle motion inside the measurement volume the more complex DBS 

spectrum becomes. Due to the characteristics of Doppler frequency, the results in the 

DC (steady state) and square-wave excitation field can be accurately obtained. 

However, this method is not suitable for real-time DBS processing in the DC 

excitation field (constant acceleration) and the sine-wave excitation field. The 

instantaneous velocity can’t be obtained. Different signal processing method is 

necessary for real-time DBS processing. It was also highlighted that despite the lack 

of availability of real time frequency other information could be obtained using 

spectral analysis, for instance, the mean particle velocity in the DC excitation field 

(constant acceleration) and the frequency deviation in the sine-wave excitation field. 

Depending on the particle concentration and the size of the measurement volume, 

sometimes, it is possible for the measurement volume to capture more than one 

particle at the same time. These events lead to an overlap of Doppler burst signals, 

known as multi-bursts. The mathematical model and simulation results of the multi-

burst Doppler signals were given. In order to understand the generation of dual-burst 

signal, the simulation of the particle trajectories, single bursts and overlapped dual-

burst DBS in different excitation fields were presented. Finally, the spectrums 

of corresponding dual-burst signals were shown, which illustrates that the velocity 

estimation in these instances can’t be implemented by spectral analysis. The 

estimation of multi-burst DBS remains a significant challenge in the signal processing. 



Ph.D. Thesis by Lu Zhang, University of Glamorgan, September. 2010                                                     68 

Chapter 4  

Design of the Signal Processing System for 
the PCSA 

4.1 Introduction 

In Chapter 3, the mathematical models of the DBS corresponding to different 

scenarios of particle motions via the measurement volume and electric field excitation 

methods were presented. The simulation results of the synthesized DBS in the DC field 

(steady and accelerated state), sine-wave field and square-wave excitation field were 

given. Additionally, the characteristics of the DBS, such as the relationship between the 

particle position in the measurement volume, signal envelope and the instantaneous 

Doppler frequency were investigated.  

The purpose of this chapter is to present a novel design and the implementation of 

the signal processing systems for the PCSA suitable for particle velocity and size 

estimation in the oscillatory excitation fields. Several techniques were investigated, 

specifically:  Quadrature Demodulation (QD), PLL technique, spectral analysis, Hilbert 

transformation and correlation technique. 

The structure of the chapter is as follows. Firstly, the design goals and the 

performance requirements of the signal processing system are discussed. This is followed 
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by the literature review of the existing signal processing techniques in different working 

domains. The literature review presented here is not meant to provide an exhaustive 

discussion of all LDA/PDA signal processing methods but rather selective critique aimed 

at highlighting the advantages and disadvantages of different methods with respect to the 

task of estimating particle velocity and phase shift in DC, square and sine wave excitation 

fields in real time. In order to further underpin the understanding of the proposed signal 

processing strategies, the fundamental principles of the FFT, PLL, QD, correlation 

techniques and Hilbert transform are briefly introduced. Finally, the detailed discussion 

of the design and implementation of signal processing systems are given. The proposed 

systems were designed, implemented and tested using MATLAB/SIMULINK software 

Version 6.4 (R2006a). After discussing the design schemes of the estimation systems, the 

results of the simulation and performance testing and comparison of different methods 

will be given and discussed in the next chapter. 

4.2 Design Goals and Signal Processing Performance 

Requirements 

The objective of this chapter is to discuss the design and implementation of the 

particle velocity and phase shift estimation systems in different excitation fields. The 

specific design objectives and performance requirements of the signal processing system 

are summarized in Table 4.1.  

First of all, the velocity estimation range is expected to be wide enough to ensure 

that the corresponding charge measurement extends from several electrons to the 
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Gaussian limit without changing the drive frequency of the excitation field. This is an 

important and difficult requirement, which differentiates the PCSA from the 

commercially available E-SPART analyzer. For a given drive frequency, the size range of 

E-SPART analyzer is relatively narrow due to tangential relationship between the particle 

size and the phase lag. Therefore, in order to extend the estimation range of particle 

charge measurement, E-SPART analyzer has to be operated at multiple drive frequencies. 

This significantly prolongs the measurement time and makes the instrument less suitable 

for characterizing rapidly evolving aerosols. However, operating the PCSA at a constant 

drive frequency, while covering the entire charge range from several electrons to the 

saturation level, poses a considerable signal processing challenge. It is due to the fact that 

the particle velocity, which has to be measured, extends over four orders of magnitude. 

Also for small amplitudes, this SNR considerably decreases. 

The maximum charge obtained by a particle is limited by the structural integrity of 

the particle or droplet as well as its ability to hold the electrical charge at its surface. 

Perhaps, the Gaussian limit is the most restrictive limit on a particle charge. It defines the 

maximum charge, which can build up on a surface, due to the breakdown strength of the 

air. When the electric field in air is greater than 3×106V/m, the air ionizes and the surface 

charge is dissipated. In addition to the Gaussian limit, there are other types of charge limit. 

First, the ion limit for charged solid particles due to the field emission. The ion limit is 

achieved as the repulsive electrostatic forces becoms sufficiently strong for spontaneous 

emission of an electron or a positive ion from the particle surface. Second, the Rayleigh 

limit for liquid droplet. This limit defines the maximum number of charges a droplet may 

have before the mutual repulsion of the excess charge overcomes the cohesive forces of 

surface tension causing disintegration of the droplet [7], [14]. 
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Particle charge range 0  ~ Gaussian limit 

Particle size estimation range 0.5 ~ 10µm 

Phase shift range 0 ~ 90deg 

Phase shift estimation relative < 5% 

Velocity estimation range 0 ~ 1m/s 

Velocity estimation relative error < 5% 

Noise sensitivity SNR>10dB 

Real-time signal processing Yes 

Table 4.1 List of specific design objectives of signal processing system 

This leads to the second requirement that the SNR of the designed signal processing 

system should be greater than 10dB in order to enable the measurement of noisy DBS. 

Noise in the PDA systems could arise from a number of factors including stochastic noise 

from the photodetector, electronic components as well as the scattering process itself. The 

DBS do not, but their nature, have a constant SNR as sometimes assumed in the literature 

[56]. Each burst signal will also vary in noise based on where the scattering particle is 

within the measurement volume. The problem is compounded by the oscillatory motion 

of the particle inside the measurement volume. The DBS generated from the particle may 

not be detected at all or wrong estimation result could be obtained from a noisy signal 

[57]. The challenge of the signal processing is to minimize the degradation of the 

performance of the estimator in the presence of noise. (The detailed discussion of the 

accuracy of the frequency estimation in the presence of noise depending on the particle 

trajectory via the measurement volume is given in Chapter 6). 
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In addition, the number of particles captured by the measurement volume and 

successfully processed by the system should be as high as possible with a minimum drop 

out rate in order to ensure that the measurement sample is representative of the overall 

charge and size distribution of the measured aerosol [58]. For example, bias towards 

lowly or highly charged particles will result in an incorrect measurement result. Therefore 

the estimation algorithm should be robust and consistent in processing DBSs across the 

whole range of particle charges and velocities. Due to the oscillatory nature of the particle 

trajectory via the measurement volume, this remains a challenge due to the presence of 

discontinuous-burst mentioned in Chapter 3. Sometimes, it is impossible to attain an 

accurate estimation result from a detected burst with a limited length. This problem, 

however, could be partially addressed by careful selection of the measurement system 

parameters, which will be discussed in Chapter 7.  

Finally, the signal processing system of the DBS train has to be designed to 

simultaneously estimate both the instantaneous velocity and the phase shift of three DBS 

in real-time.  

The schematic diagram of the overall DBS processing system consisting of velocity 

and phase shift estimation modules is shown in Fig. 4.1. There are three DBSs with the 

same frequency but different phases. Firstly, the particle velocity, V, and the two phase 

shifts, ΔФ13 and ΔФ23, are obtained by the velocity estimation module and the phase shift 

estimation module independently. The particle charge and size is be calculated from the 

velocity and the two phase shifts. The three signals are needed in order to overcome the 

problem of 2π, size ambiguity [59]. The additional tasks in signal processing of the train 

of DBS include: signal detection and validation. The bursts in the DBS train will arise at 

irregular and unknown time intervals, depending on the number of particles passing 
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through the measurement volume in a short succession. 

 

 

Fig. 4.1 Particle charge and size estimation system 

The overall challenge of the design of the signal processing system is to meet all 

the design objectives in a single, low cost integrated signal processing solution. 

4.3 Survey of the Existing Signal Processing Techniques of 

Doppler Burst Signal 

4.3.1 Classification of Signal Processing Techniques 

There are a number of signal processing techniques which could be employed in 

order to estimate the frequency of the Doppler burst signals and phase difference between 

the signals produced by different photo-detectors in the PDA system.  
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Fig. 4.2 Classification of signal processing techniques 

Depending on the working domain, these signal processing techniques can be 

classified into three different categories: first, frequency domain techniques, e.g. analog 

and digital spectrum analyser, frequency-tracking demodulation technique (PLL) and 

burst/real-time spectrum analyser; second, time domain techniques including quadrature 

demodulation (QD) and period timing devices (counters); third, correlation domain 

techniques which include auto-correlation and auto-covariance techniques. The 

classification of the signal processing techniques based on the signal processing domain 

is shown in Fig. 4.2. 
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4.3.2 Signal Processing Techniques in Frequency Domain 

The analog spectrum analyser was the first frequency domain signal processing 

technique used for the frequency estimation in Laser Doppler systems [60]. Although the 

analog analyser was later replaced by digital analyser and frequency tracking 

demodulation techniques, it can still be used as a versatile tool for diagnostic studies [31]. 

It can provide information when trackers failed and be able to handle poor quality signals. 

At low SNR, spectral analysis generally provides better estimates of particle velocity than 

period counters [61].  

The digital spectral analysis is the most popular technique used for processing DBS 

and can be roughly divided into three categories: classical methods, methods based on 

parameter estimation and other methods. All the classical methods are based on the 

computation of FFT and perform well at low SNR with high computational speed [62]. 

The FFT analysis is one of the most frequently used tools for signal analysis which 

transforms the signal from the time domain to the frequency domain, thus revealing 

information about the signal that is hidden in the time domain. The resolution of FFT 

depends on the length of the data set. Although the length of the data can be increased by 

zero-padding, the resolution can’t be improved. The low resolution result from a finite-

length data set [63]. The squared output of the analyser is the power spectral density 

(PSD) of Doppler signal.  
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analysis is to obtain the power spectrum (i.e. PSD) of the Doppler signal so that the mean 

Doppler frequency can be determined, sometimes described as correlogram and 

periodogram methods. The Nuttall-Cramer Method is the computationally most efficient 

periodogram method [64], [65]. This algorithm is implemented by dividing the data into 

different non-overlapping segments and computes the mean PSD. A long data can be 

estimated with a low variance. But there is a drawback of this approach is that a real-time 

frequency can’t be obtained from the frequency estimation. To solve this problem, the 

spectrogram approach has been proposed [66], [67], [68]. This approach estimates the 

time fluctuations of the velocity by investigating the bursts with a time-dependent Fourier 

transform. A time-varying PSD of the windowed data is computed. It can be visualized as 

the data sliding behind a window. This method requires a high rate of particle arrival [69]. 

Spectrograms are usually created by Short-Time Fourier Transform (STFT) [70], [71] 

sometimes by wavelet transform, called scaleograms [72], [73]. STFT uses a windowing 

technique to divide the whole signal into small portions assuming them to be stationary. 

Later, the Fourier Transform is applied on each of these portions. The main disadvantage 

of the STFT is the resolution tradeoff between time and frequency. Resolutions in time 

and frequency are determined by the width of window. In a similar way to the STFT, 

wavelet analysis is a windowing technique but with varying window size [74]. Usually, 

Wavelet analysis uses a long window at low frequencies and a short window at high 

frequencies [75], [76], [77]. A large window width provides good resolution in the 

frequency domain, but poor resolution in the time domain. Conversely, a small window 

width provides good resolution in the time domain and poor resolution in the frequency 

domain. As the instantaneous frequency of the Doppler signal increases, the number of 

points inside a period decreases for a given sampling frequency. It is therefore necessary 
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to decrease the number of windows per period to maintain frequency resolution. This 

complicates the design without the a priori knowledge of the periodic nature of the 

particle motion [78].  

Advances in microelectronics technology now mean that digital analysis of 

frequency information using a purpose-built chip inside a signal processor is an attractive 

option [79]. The Doppler Burst Signal is sampled using an analogue-to-digital converter 

(ADC) and estimated by the spectral analysis using an efficient FFT algorithm. For 

instance, the Dantec Burst Spectrum Analyzer [80]. 

The sampling frequency of the digital spectrum analyser is determined by the 

Nyquist criterion and the number of samples is determined by both the signal duration 

and the processing speed [81]. Because it is impossible to foretell the signal duration, the 

buffer memory with post-optimization is necessary for variable width spectral analysis. 

The effect of the burst length to record length for an FFT processor working on different 

number of samples as a function of SNR was shown in [82]. It indicated that not the 

number of samples or the sampling frequency alone, but the total observation time is the 

important parameter. There have been several commercial implementations of FFT 

processors [83], [84], [85]. A transient recorder was used to realize DSP in software but 

decreased the processing speed. In order to improve the processing speed, a reduced 

number of bits, which is smaller than 4, is used in most commercial processors. Most 

processors operate on fixed length transforms, except a high-speed FFT processor from 

Aerometrics/TSI Inc. (RSA). The processor transforms the input signal at a rate of 20 

million transforms per second, updated with every 8 new samples. The frequency 

measurement results are stored in a circular 4-cell memory buffer while a detector gate 

pulse appears. The measurements begin with the number of samples of 64, i.e. N=64. 



Ph.D. Thesis by Lu Zhang, University of Glamorgan, September. 2010                                                     78 

Once the gate length exceeds N=128, the corresponding frequency values are stored and 

so on until four valid measurements with N=512 are obtained. For shorter burst, the four 

most recent frequency values are averaged and a fluctuation tolerance is applied as one 

validation criterion. A frequency estimation following from the power spectral density 

was described in [86]. This system has been developed by Hishida et al. [87] and Matovic 

et al. [88]. It has been proved that the current processors under frequency domain were 

close to the optimum estimation [89], [90]. However, these systems were not suitable for 

short burst signal processing. Moreover, the undesired samples which affected the results 

still were needed to be removed if higher order movements were computed. High-speed 

DSPs has been implemented. It allowed complex frequency-domain analysis performed 

digitally on-line and with little user intervention [91]. 

A burst spectrum analyzer based on a hard-wired fast FFT processor has been 

introduced by L. Lading in [83]. A nonlinear spectral analysis approach which hardly 

could be implemented in a real-time system has been tested by and Candel [92]. Both 

processors mentioned above, however, can’t provide the phase shift information [93].  

Besides the general transformation, a variety of interpolation procedures (parabolic 

[94], [95], Gaussian [95], [96], [97] and centroid fits [96], [98] and so on have been 

developed to improve the accuracy of frequency estimation [34], [98], [99], [100]. M. 

Gasior et al studied to enhance FFT frequency estimation resolution by using parabolic or 

Gaussian interpolations on the discrete magnitude spectrum. It was shown that the 

parabolic interpolation can improve the frequency resolution by more than one order of 

magnitude. However, better results can be achieved with Gaussian interpolation. A gain 

larger than two or even more than three orders of magnitude is possible to be obtained 

with employment of windows [95]. Additionally, the experimental results on the 
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spectrum estimation of the Japanese speech waveforms obtained by three different 

approaches of interpolation, Akima’s approximation, the spline function approximation 

and Lagrange’s formula are shown in [96]. The data values obtained by the investigation 

and comparison for the interpolated spectra indicated that Akima’s method is superior to 

others in the calculation time. 

The frequency tracking demodulator, such as PLL, can be used to track the 

instantaneous frequency of the continuous input signal, which means the tracker is 

suitable for real-time signal processing. The practical limitation of the frequency tracking 

method is that it requires a continuous input signal (i.e. high seeding density) and a 

relative high SNR [8]. Compared to the spectrum analyser, data can be collected and 

processed by frequency tracking demodulator more rapidly and conveniently, in addition, 

real-time signal processing is available [47], [101]. The PLL technique is one of the 

frequency tracking techniques which has been widely used for many years in tracking the 

signal phase or frequency. Although the working range of PLL is limited by the linear 

bandwidth, the range can be increased by some improvements, e.g., long loop PLL [102], 

[103], [104]. The performance of PLL, however, is degraded if the SNR of input signal is 

low [105], [106]. The SNR requirement is about 10 to 15dB [8]. However, an improved 

PLL technique was implemented by M. Tabiani [107]. By giving an artificial difference 

between input frequency and voltage controlled oscillator free running frequency, a short-

duration Doppler signal (e.g. short Radar pulse) and low Doppler frequency can be 

detected. This improved technique can also be applied to low SNR case (as low as 3.5dB) 

[108]. The PLL is susceptible to noise that external signals carry and can acquire lock 

only if the SNR is greater than 3dB [109]. Additionally, the wavelet de-noising technique 

is able to effectively decrease the noise level and allows broadening of the PLL 
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bandwidth to track high dynamics signals [110], [111]. For the amplitude-modulated DBS 

[112], i.e. amplitude sensitivity, an AGC unit may be used to solve this problem in real-

time processing [47].  

An analog signal processing system based on PLL and QD techniques has been 

proposed by A. Le Duff et al [47]. The implementation of this technique turns to be well 

suitable for real-time measurement of acoustic signals and make the implementation of a 

low-cost miniature laser Doppler sensor to be possible [113]. The analog PLL system is 

superior to the other techniques in the design of a low-cost, integrated, real-time 

measurement system. However, the locking range of the common analog PLL is narrow 

and needed to be expanded by careful design and selection of filter parameters [56]. As 

the good performance in real-time signal processing of the DBS and the low cost, 

frequency tracking demodulation technique remains an attractive method for 

implementation. 

4.3.3 Signal Processing Techniques in Time Domain 

From 1970s to 1980s, the period timing device (counter) was widely used. The 

counting technique is based on the measuring the duration NτΔ  of a predetermined 

number N of the signal cycles, the frequency can be measured according to the following 

formula 

D
N

Nν
τ

=
Δ

                                                        (4.2) 

This indicates an important property of time domain systems when applied to signal 

burst: time-domain analyzing systems yield frequency measurements which are 
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independent of the burst duration, i.e. the number of cycles in the signal burst does not 

influence the measurements. Conventional frequency counters with fixed gate time use an 

electronic clock to gate a counter which counts the zero crossings of the Doppler signals 

according to a fixed threshold. Hence, gate time and signal duration should be matched 

and this requires signal information prior to measurement. Furthermore, the gate is 

opened and closed simultaneously with time pulses from the clock. If the clock frequency 

is too low, accurate measurements can only be obtained for low Doppler frequencies. 

The counting technique has been replaced by techniques operating in spectral or 

correlation domain because of the following disadvantages. First, it is very sensitive to 

noise and a high SNR is required. The inherent noise is the main cause of counting errors 

and the effect of noise on the measuring accuracy has to be understood and the effect 

reduced to an acceptable minimum [114]. Second, the measurement accuracy can be 

reduced due to timing errors. In practice, precise oscillators of a constant frequency 

generate the counting pulses. Within the time between two zero crossings of a sinusoidal 

signal, a number of pulses will be generated. When the pulses is counted for a large 

number of gate openings, the gate can open such that one pulse can be in or out, or the 

gate can close missing one pulse. Therefore, the timing error is produced. The optimum 

situation is to measure all the possible signal cycles within a burst so that the timing error 

can be reduced. Third, the signal pedestal must be completely removed because in 

practice, its presence makes the well-developed counting systems difficult in use. Thus, 

the elimination of signal pedestal is necessary in counting technique. There are two 

methods available based on electronic high pass filters and polarization properties of light 

beams. The counting technique can only provide a time-averaged measurement, which 

determines it is not suitable for real-time processing.  
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Until recently, the counter and FFT processors have been the standard devices for 

frequency measurements. However, both methods require several signal periods within 

an averaging time interval in order to obtain accurate measurement results. To overcome 

this drawback, the Quadrature demodulation (QD) technique was proposed [115]. The 

QD technique can give a precise frequency measurement independent of the number of 

signal periods available [115]~[119]. The QD technique is a quite young method but 

appeals to many researchers because the signal phase changes can be obtained. This 

method measures the time series of phase angles defined by a sine/cosine signal pair 

[120]. The phase angle time function corresponds to the path time function of a tracer 

particle in the measurement volume. Therefore, the magnitude and sign of the particle 

velocity can be obtained with a higher resolution compared to the conventional 

techniques. In other words, the high resolution in single burst evaluation and directional 

discrimination of velocity is the main advantage of QD technique. The QD technique has 

already been used with some success to estimate velocity of LDA signals [121], [122]. 

Because it operates in time domain, this method provides a high temporal resolution 

compared to the conventional techniques in the frequency domain [123], [124], [125]. 

Additionally, the wide velocity measurement range and acceleration evaluation on single 

burst are also possible as demonstrated in [126], [127]. Another system employing 

temperature stabilized monomode laser diodes is implemented by Muller, which enabled 

the realization of the compact low cost LDA sensors for directional velocity 

measurements [108]. The main advantages of the QD technique are the independence of 

the frequency determination from the occurring signal period number and the shape of 

the signal envelope [128]. Namely, it can measure a burst signal containing only a few 

signal periods or a fractional part of a burst signal period. The wide working range is 
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realized by a preselection of frequency shifts [122]. The statistical measuring error is only 

determined by the signal duration and SNR and has no relationship with other parameters, 

such as, the number of periods.  

4.3.4 Signal Processing Techniques in Correlation Domain 

The signal processing techniques in correlation domain are based on the calculation 

of the autocorrelation function (ACF) and autocovariance function (ACV) of the DBS 

[129], [130], [131].There have been several successful implementations of the ACF and 

ACV functions for the frequency and phase difference estimation in commercial 

LDA/PDA systems [132], [133], [134], [135] dealing with the standard, stationary DBS. 

The detailed discussion of the principles of the ACF and ACV function and its adaptation 

to the non-stationary DBS generated in the oscillatory field is given in section 4.7.1. In 

essence in the ACF and ACV technique, the Doppler signal is multiplied by a delayed 

version of the same signal and integrated over the burst period. The resolution of ACV 

technique can be increased by increasing the delay time τ.  However, the larger delay time 

leads to the 2π phase ambiguity and adversely affects the measurement range [136].The 

digital correlator for signal detection has been implemented by Jensen in 1992 [120]. The 

amplitudes of the peaks of correlation are proportional to SNR and the frequency 

estimation is based on counting number of peaks. It is similar to counting method but the 

outlier data won’t happen because noise contribution only appears at the delay time τ=0. 

Thus, the correlation method is able to measure low SNR signals. The burst detection is 

based on the level of SNR. The SNR threshold can be applied to the correlogram and 

validated by comparing the zero crossings to the threshold [137]. After that, the 
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beginning and ending of the burst can be determined. The Doppler frequency is estimated 

by checking the number of delay coefficients that occur between zero crossings of the 

first and last valid cycle in the ACF [138]. The correlation method was implemented by 

[139], [140], [141], [142] and exploited by [130] by using only 1-bit digitization. The 

designed system was able to work at the SNR of 0 dB for stationary DBS. 

4.3.5 Comparison of Existing Signal Processing Techniques 

The summary of the comparison of different DBS processing techniques is shown 

in Table 4.2. Based on the literature review it can be concluded as follows: 

• In the frequency working domain, the spectrum analyser is not very sensitive to 

noise. Compared to the frequency tracking technique, the working range of 

spectrum analyser is larger. However, using standard FFT the instantaneous 

Doppler frequency is lost.  STFT and wavelet transform could be used to obtain 

the real time frequency fluctuations, however both techniques are computationally 

expensive and suffer from the disadvantage of the resolution tradeoff between 

time and frequency [143].  The frequency tracking demodulator is able to track 

the real-time frequency. The processing speed of the tracker is also faster than the 

one of spectrum analyser. However, it requires higher SNR of signals. 
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Technique/ 

Device 

Working 

domain 

Real-time 

information 

Noise 

sensitivity 

Processing 

speed 

Working 

range(general) 

Spectrum 
analyser 

frequency could be 
available 

low slow wide, up to 
100MHz 

Frequency 
tracking 

demodulator 

frequency available high(Some 
improved 
PLL can 
achieve 
3.5dB) 

fast narrow 

Period timing 
device 

time unavailable high fast wide 

QD time available Relatively 
high 

fast wide 

Autocorrelation/ 
ACV 

correlation unavailable low fast narrow 

Table 4.2 Comparison of different signal processing techniques 

• In the time working domain, the counting technique is very sensitive to noise because 

the random noise fluctuations result in extra zero crossings and additional periods. 

For this reason, multi-level crossings are used in the period counting. Counting 

technique, however, is not suitable for real-time signal processing since the frequency 

is estimated from a set number of periods or even the total number of periods in the 

burst. The QD, on the other hand technique is able to determine real-time frequency 

as well as the direction of velocity. The main advantages of QD technique are: First, 

the instantaneous phase difference can be continually estimated throughout the burst 

[34]. Second, the QD estimator can measure a burst signal containing only a few 

signal periods or a fractional part of a burst signal period. Compared to FFT processor 
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which is potentially advantageous in DBS processing with a poor SNR but have 

intolerably high measurement errors at low numbers of periods, QD technique can 

overcome this drawback [122]. This is a quite attractive for the measurement of non-

stationary DBS train composed of signals randomly generated from complicated 

particle trajectories via the measurement volume. The likelihood of valid estimation 

can be improved by using QD method, which is vital for the measurement system 

design aiming to increase the particle count efficiency to get the most representative 

picture of the aerosol charge and size distribution. Third, the QD technique is able to 

work at a high processing speed with a high resolution compared to wavelet 

transforms because there is no iteration process. However, the weakness of the QD 

method is sensitivity to noise.  

• In correlation domain, for the frequency estimation, the SNR requirement of both 

ACF and ACV technique is low. The resolution of the frequency estimation is 

affected by the choice of delay time, τ. The working range is limited when the delay 

time is large due to the problem of 2π ambiguity. The analog laser Doppler processor 

developed by Dantec Dynamics based on the covariance technique can estimate the 

constant frequency ranging from 120kHz to 36MHz. However, no real-time 

information of frequency can be obtained. For the phase estimation, the correlation 

technique approaches the performance of an ideal maximum likelihood processor, 

whereas, the performance of the frequency processor is typically in the order of 10dB 

below that of an ideal maximum likelihood processor [144], [145]. Compared to the 

conventional estimators, such as tracker and counter, burst digital correlator (BDC) is 

able to work effectively for stationary DBS of a low SNR within a wide dynamic 

range.  
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4.4 Velocity Estimation in DC Excitation Field – Steady State 

4.4.1 Principles of the FFT 

The Fourier transform is a common tool used to investigate the frequency spectra of 

nonperiodic waveforms. A nonperiodic waveform, given by x(t) can be transformed from 

a function of time to a function of frequency by using following equations. 

2( ) ( ) j ftX f x t e dtπ
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−∞
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where X(f) is referred to as the Fourier transform of x(t). x(t) is the inverse Fourier 

transform of X(f). For discrete finite series, x(n), the DFT is defined as, 

1
2 /

0
( ) ( )

N
j kn N

n
X k x n e π

−
−

=

= ∑                                            (4.5) 

The inverse DFT is given by, 
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where N is the number of samples, n is the time sample index, n=0, 1, 2,..., N-1, k is the 

index for the computed set of discrete frequency components, k=0, 1, 2,…, N-1. As 

known, the computation of the DFT by the direct method is very large when N is large. 

Therefore, several methods have been proposed in order to improve the efficiency of the 

computation of the DFT. The entire set of these efficient algorithms for the digital 
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computation of the N-point DFT are called fast Fourier transform (FFT) algorithms. For 

more details regarding various implementations of the FFT please refer to [146], [147], 

[143]. 

4.4.2 Design of Velocity Estimation System based on Spectral Analysis 

The block diagram of the velocity estimation system based on spectral analysis 

working in the DC excitation field is shown in Fig. 4.3. 

 

 

 

 

Fig. 4.3 Block diagram of velocity estimation system based on FFT 

The procedure of the velocity estimation based on spectral analysis can be divided 

into four steps. First, the DBS in signal train are detected by a certain threshold to 

determine the starting and ending point of Doppler burst. The burst validation is used to 

determine to reject the burst with too short or too long length. Second, in order to 

increase the SNR and improve the performance of the frequency estimation, a Blackman 

window is applied to the DBS before the calculation of the spectrum. Third, the spectrum 

of DBS is obtained using FFT algorithm. Forth, the position of peak value in the 

spectrum is determined by spectrum interpolation. The frequency of the peak value in the 

spectrum corresponds to the Doppler frequency. The constant frequency of the DBS is 

estimated by interpolation using Gaussian interpolation 
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where Gk-1, Gk, Gk+1 are coefficient values of the interpolation curve. The frequency of 

the peak value is determined by 

( )D sf f k δ= Δ + .                                            (4. 8) 

where Δfs is the frequency resolution, Δfsk=fk, fD is the frequency of the peak value, i.e. 

Doppler frequency. Finally, based on (3.1), the constant particle velocity in X direction 

can be obtained from Doppler frequency, fD. 

4.4.3 Principles of PLL Technique 

As discussed above the frequency tracking demodulator, such as PLL, can be used 

to track the instantaneous frequency of the continuous input Doppler signal, which means 

the frequency tracker is suitable for real-time signal processing. Compared to the 

spectrum analyser, data can be collected and processed by frequency tracking 

demodulator more rapidly. In this research, the PLL technique has been used to track the 

instantaneous frequency of DBS. As shown in Fig. 4.4, the PLL system contains three 

parts, phase detector (PD), low-pass loop filter (LPF) and voltage controlled oscillator 

(VCO). The principles of PLL technique are described below. 
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Fig. 4.4 Block diagram of Phase Locked Loop system 

The PD is used to detect the phase difference θe(t) between the input signal ui(t) and 

the reference signal uo(t). The analog multiplier can be regarded as the simplest phase 

detector. Take the multiplier as an example to explain the principles of PD. Assume the 

multiplication parameter is Kd, the input DBS, ui(t), and the output signal of VCO, uo(t), 

have the following expressions, 

( ) sin[ ( )]i i i iu t U t tω θ= +                                           (4. 9) 

( ) cos[ ( )]o o o ou t U t tω θ= +                                        (4.10) 

The input signal, ui(t) can be rewritten as 

0 0( ) sin[ ( ) ( )]i i i iu t U t t tω ω ω θ= + − +                             (4.11) 

Let’s define the instantaneous phases of ui(t) and uo(t) respectively, 

1 0( ) ( ) ( )i it t tθ ω ω θ= − +                                            (4.12) 

2 0( ) ( )t tθ θ=                                                     (4.13) 

0 1( ) sin[ ( )]i iu t U t tω θ= +                                        (4.14) 
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0 0 0 2( ) cos[ ( )]u t U t tω θ= +                                       (4.15) 

The output of PD, um(t), is the multiplication result of the input signal ui(t) and the 

reference signal uo(t). It can be expressed as, 

0

0 0 1 0 2

0 1 2 0 0 1 2

( ) ( ) ( )

sin[ ( )]sin[ ( )]

1 1sin[ ( ) ( )] sin[2 ( ) ( )]
2 2

m d i

d i

d i d i

u t K u t u t

K U U t t t t

K U U t t K U U t t t

ω θ ω θ

θ θ ω θ θ

= =

= + + =

= − + + +

i

  (4.16) 

where the phase difference is defined as, 

1 2( ) ( ) ( )e t t tθ θ θ= −                                             (4.17) 

The LPF allows the low frequency component of the input signal pass through so 

that sin ( )e tθ  can be picked up by the LPF, which is called the error signal, ud(t) 

expressed below, 

0
1( ) ( ) sin ( )
2d d i eu t F p K U U tθ=                                (4.18) 

where F(p) is the transfer factor of the LPF in time domain analysis. 

The VCO is converts the voltage information into frequency information. The 

linear relationship between them is given as 

0 0( ) ( )VCO dt K u tω ω= +                                           (4.19) 

where K0 [rad/s·V] is the gain of VCO, also called the sensitive parameter, ( )VCO tω  is 

the instantaneous frequency of uo(t), i.e. 
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2
0

( ) ( )
t

VCO od t tω τ τ ω θ= +∫                                        (4. 20) 

However, in reality, the linear relationship in (4.19) is only valid in a limited range. 

The larger the K0 is, the larger the linear working range of VCO is. The sensitivity of 

VCO will be degraded when the input voltage falls out of the range.  

From (4.19) and (4.20), it can be derived,  

2 0
0

( ) ( )
t

dt K u dθ τ τ= ∫  or 2
0

( ) ( )d
d t K u t

dt
θ

=                           (4.21) 

Therefore, when the PLL works in its linear working range, a linear loop equation 

can be given as 

1 2

2 0
0

( ) ( ) ( )

( ) ( )

e
t

d

t t t

t K u d

θ θ θ

θ τ τ

= −

   = ∫

∵
 

1 1
0 0

( ) ( ) ( ) 1( ) ( )sin ( )
2

e
d d i o e

d t d t d tK u t K K U U F p t
dt dt dt

θ θ θ θ∴ = − = −             (4. 22) 

If the phase error θe(t) satisfies the condition, | ( ) | 30o
e tθ < ,  a linear approximation 

can be made 

sin ( ) ( )e et tθ θ=                                                        (4.23) 

Therefore, the linear loop equation of PLL can be re-expressed as, 

1
0

( ) ( ) 1 ( ) ( )
2

e
d i o e

d t d t K K U U F p t
dt dt

θ θ θ= −                             (4.24) 
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The function of the PLL system is aiming to minimize the error phase eθ . When the 

system is in lock and the condition of  | ( ) | 30o
e tθ <  is achieved, the equation (4.24) can 

be used to describe the PLL system in lock [148].  

4.4.4 Design of Velocity Estimation System based on PLL Technique 

The function of PLL system is to reduce the frequency difference between the input 

DBS and the known reference signal, which supplies the central frequency of the VCO. 

Therefore the frequency of the DBS can be estimated. It equals to the sum of the 

frequency difference and the frequency of the reference signal. A SIMULINK model has 

been designed and implemented in order to validate the proposed PLL system. The block 

diagram of the velocity estimation system based on PLL technique in the DC excitation 

field (steady state) is shown in Fig. 4.5. The components in the dashed blocks are the 

envelope detector and PLL module respectively. 

 

Fig. 4.5 Block diagram of velocity estimation system based on PLL in a DC field 
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The process of the velocity estimation in the DC excitation field includes four steps 

which are listed below. 

The first task is to separate the AC and DC components of DBS. The DC part is 

used to derive the signal envelope for the signal detection. Besides, the frequency of the  

DBS is tracked from the AC part by the PLL system. As shown in Chapter 3 the input 

DBS, A, has the following form, 

2 2 2

2

2 2 2

02

2 2 2

02

( ) ( ) ( )

( ) cos ( / 2) ( )exp[ 2 ]

( ) cos ( / 2) ( )exp[ 2 ]cos{2 [ ( )] }

( ) cos ( / 2) ( )exp[ 2 ]{1 cos{2 [ ( )] }}

dc ac

DBS
m

DBS B
m

DBS B
m

S t S t S t

x t y tA
r

x t y tA F t Dx t
r

x t y tA F t Dx t
r

θ

θ π ϕ

θ π ϕ

= = +

+
= −

+
+ − + +

+
= − + + +

A

          (4.25) 

where 

0
0

( )

( ) ( )

x x
t

x x

v t V

x t x v d V tτ τ

=

= + =∫
                                             (4.26) 

In the second step, the DC part of DBS is removed by the band-pass filter (BPF) 

and the AC part of DBS is then derived, as shown in Fig. 4.6. Therefore the output of 

BPF, C, is expressed as, 

2 2 2

02

( ) cos ( / 2) ( )= exp[ 2 ]cos{2 [ ( )] }DBS B
m

x t y tA F t Dx t
r
θ π ϕ+

− + +C          (4.27) 

At the same time, the DC component of the DBS, B, is obtained by the low-pass 

filter (LPF) and given as, 
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2 2 2

2

( ) cos ( / 2) ( )exp[ 2 ]DBS
m

x t y tA
r
θ +

= −B                               (4.28) 

The PLL module is used to track the instantaneous frequency of C, 

i.e. 2 [ ( )]B xF Dv tπ + , which is the frequency of the DBS. In the PLL model shown in the 

dashed block in Fig. 4.6, C is multiplied by the output signal of VCO, D. The frequency 

difference between C and D is detected by the Phase Detector (PD) and obtained by the 

LPF. The output of the PLL module, F, equals to the frequency difference between the 

DBS and the known reference signal, i.e., the central frequency of the VCO, ω0. 

02 [ ( )]B xF DV tπ ω= + −F                                       (4.29) 

Furthermore, the envelope of the DBS is detected by the trigger based on a certain 

threshold in order to create an estimation window, E. G is the multiplication result of F 

and E. Due to the DC excitation field, the particle velocity, Vx(t) is a constant. Therefore 

G is a constant. The segment within the burst period is determined by the window, E.  

Because of the oscillations in G in the estimation, integrators are added into the 

system in order to obtain a stable result. The bound of the integration is chosen by the 

estimation window, E. After the integration, signals H and I are obtained 

T

dt T= =∫I G G                                                   (4.30) 

T

dt T= =∫H E                                                    (4.31) 

where T is the length of the burst period of DBS, i.e. the width of the window, E. 

Finally, it can be found that the stable estimation result of the frequency difference 

can be obtained from I divided by H. With the addition of ω0, the instantaneous 
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frequency of the DBS is obtained and therefore the velocity of the particle in real time is 

derived.  

                                                         (4.32) 

where  is the estimation result of particle velocity. 

The model of the particle velocity estimation system and subsystems designed in 

SIMULINK are shown in Fig. 4.6 (a) ~ (c).  

The model of the envelope detector is shown in Fig. 4.6 (b). The trigger is used to 

detect the DBS envelope obtained by LPF from A based on a certain threshold. In the 

PLL model in Fig. 4.6 (c), the multiplier is used as the Phase Detector to detect the phase 

different between C and D. The output of the LPF is regarded as the output of the PLL 

system. The VCO is implemented by the part in dashed rectangle based on the following 

equation. 
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Fig. 4.6 (a) The SIMULINK model of velocity estimation system based on PLL technique in DC excitation 

field, (b) The SIMULINK model of envelope detector module, (c) The SIMULINK model of PLL module 

0 0
0

( )
t

VCO ind t K v dtω τ τ ω= +∫ ∫                                          (4. 33) 

where ωVCO(t) is the instantaneous frequency of VCO, ω0 is the central frequency of 

VCO which is a constant as shown in Fig. 4.6 (c), vin is the voltage of input signal of 

VCO, as specified in Fig. 4.6 (c). In order to enlarge the working range of PLL system, 

the long loop PLL is employed, i.e. a gain of N is added to the VCO system. Therefore, 

the mathematical model of PLL system in Fig. 4.6 (c) can be expressed as 

B A E 

D 

C F vp vin
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0

0 0

( ) cos{2 [ ( )]} cos[ ( ) ]

( ) {cos{2 [ ( )] ( ) } cos{2 [ ( )] ( ) }}
2

t

p DBS B x VCO VCO

t t
DBS VCO

B x VCO B x VCO

v A t F Dv t A d

A t A F Dv t d F Dv t d

π ω τ τ

π ω τ τ π ω τ τ

= × = +

= + + + + −

∫

∫ ∫

C D

(4. 34) 

0

( ) {cos{2 [ ( )] ( ) }}
2

t
DBS VCO

in B x VCO
A t Av F Dv t dπ ω τ τ= + − ∫                    (4. 35) 

where vp is the voltage of PD output, ADBS(t) is the envelope of input DBS, AVCO is the 

amplitude of VCO output.  

4.5 Velocity Estimation in Sine-wave Excitation Field 

4.5.1 Design of Velocity Estimation System based on PLL Technique 

The block diagram of the velocity estimation system based on PLL technique in the 

sine-wave excitation field is presented in Fig. 4.7 (a) ~ (c).  
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(b) 

 
 

 

 

 

 

(c) 

Fig. 4.7 (a) Block diagram of velocity estimation system based on PLL technique in the sine-wave 

excitation field, (b) Block diagram of AGC module, (c) Block diagram of QD module 

The designed system proposed in Fig. 4.7 estimates the DBS based on the 

following steps. First of all, as shown in Fig. 4.7 (a), the first stage of the system is the 

AGC unit. The function of it is to compensate for the magnitude variation of DBS so that 

the working range of the PLL module can be improved. The structure of the AGC module 

is presented in Fig. 4.7 (b). The mathematical model of DBS, A, is shown below, 

2 2 2

2

2 2 2

02

2 2 2

02

( ) ( ) ( )

( ) cos ( / 2) ( )exp[ 2 ]

( )cos ( / 2) ( )exp[ 2 ]cos{2 [ ( )] }

( ) cos ( / 2) ( )exp[ 2 ]{1 cos{2 [ ( )] }}

dc ac

DBS
m

DBS B
m

DBS B
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S t S t S t

x t y tA
r

x t y tA F t Dx t
r

x t y tA F t Dx t
r

θ
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= = +

+
= −

+
+ − + +

+
= − + + +

A

      (4. 36) 
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0

0 0 0
0

0

( ) sin( )

( ) ( ) cos cos( )

0

x v

t
v v

x

v t A t

A Ax t x v d t

x

ω φ

τ τ φ ω φ
ω ω

= +

= + = − +

=

∫                    (4. 37) 

The outputs of LPF and BPF in AGC module are respectively expressed as, 

2 2 2

2

( ) cos ( / 2) ( )exp[ 2 ]DBS
m

x t y tA
r
θ +

= −B                          (4. 38) 

2 2 2

02

( ) cos ( / 2) ( )exp[ 2 ]cos{2 [ ( )] }DBS B
m

x t y tA F t Dx t
r
θ π ϕ+

= − + +C      (4. 39) 

By the division operation between B and C, a compensated magnitude signal, D, is 

derived. 

0= / = cos{2 [ ( )] }BF t Dx tπ ϕ+ +D C B                                   (4. 40) 

In the second stage, the frequency of DBS is tracked by the PLL system in real time.  

2 [ ( )]B xF Dv tπ= +E                                                    (4. 41) 

In order to obtain the amplitude of the particle velocity, the QD module is added to 

the velocity estimation system. After removing 2πFB frequency component from the 

output of PLL system, E. The result, F, can be expressed as, 

02 ( ) 2 sin( )x vDv t DA tπ π ω φ= = +F                              (4. 42) 

Next, introducing π/2 delay to F. The result, G can be expressed as.  

02 cos( )vDA tπ ω φ= +G                                              (4. 43) 

Finally the amplitude of the velocity, Av, is derived based on the following equation: 
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2 2 2 vDAπ= + =H F G                                              (4. 44) 

4.5.2 Principles of Quadrature Demodulation Technique 

As mentioned in section 4.3.3 the appealing aspect of the QD technique especially 

in the context of processing non-stationary DBS, pursued in this research, is that it can be 

used to trace the signal phase changes in real time. The QD method measures the time 

series of phase angles defined by a sine/cosine signal pair. The pair of quadrature signals 

Ss(t) and Sc(t) with equal amplitudes and 90o phase shift have the following forms, 

( ) = A( )sinΦ( )sS t t t                                             (4. 45) 

( ) = A( )cosΦ( )cS t t t                                                   (4. 46) 

where 0( ) 2 [ ( )]Bt F t Dx tπ ϕΦ = + +  

In order to generate the signal pair defined in (4.45) and (4.46) the Hilbert 

transform can be employed. The second signal, Sc(t), is shifted 90o in phase in relation to 

the first signal, Ss(t). The aim of using sine/cosine signal pair is to improve the 

information efficiency of the phase angle measurement. 

The time series of phase angle, Φ(t), also can be called phasor, which is defined as, 

0
( )( ) arctan[ ] 2 [ ( )]
( )

s
B

c

S tt F t Dx t
S t

π ϕΦ = = + +                              (4. 47) 

Φ(t) is measured by a bi-directional counter in order to determine the number of signal 

periods. Furthermore, the Doppler frequency fD(t) can be determined from the slope of 

the phasor with time 



Ph.D. Thesis by Lu Zhang, University of Glamorgan, September. 2010                                                     102 

1 ( ) 1 ( )( ) 2 [ ( )]
2 2D B x

d t tf t F DV t
dt t

π
π π

Φ ΔΦ
= = = +

Δ
                  (4. 48) 

Note that the sign of the particle velocity can be determined by the rotation 

direction of the phasor. If dΦ(t)/dt>0, it means that the particle moves in the positive X 

direction. Additionally, the motion in the negative X direction leads to dΦ(t)/dt<0. This 

characteristic has been exploited in a number of novel laser Doppler systems to eliminate 

optical frequency shifting devices. 

4.5.3 Design of Velocity Estimation System based on Quadrature 
Demodulation Technique 

The block diagram of the velocity estimation system based on QD technique in 

sine-wave excitation field is proposed in Fig. 4.8.  

Fig.4.8. Block diagram of velocity estimation system based on QD in the Sine-Wave Excitation Field. 

BPF1 – Butterworth, second order, bandpass filter  (Low passband edge frequency=200kHz, Upper 

passband edge frequency =600kHz),  BPF2 – Butterworth, second order, bandpass filter ( Low passband 

edge frequency =50Hz, Upper passband edge frequency= 300Hz),  LPF1, LPF2- Butterworth, second order, 

low pass filters (Passband edge frequency =200kHz), LPF3- Butterworth, second order, low pass filter 

(Passband edge frequency =50Hz). 
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The input DBS is defined is given as 

0( ) ( ){1 cos{2 [ ( )] }}BS t A t F t Dx tπ ϕ= + + +                         (4. 49) 

where A(t) is the signal envelope. x(t) is the particle real-time position in the 

measurement volume, which equals 

0

0 0 0
0

0

( ) sin( )

( ) ( ) cos cos( )

0

x v
t

v v
x

v t A t

A Ax t x v d t

x

ω φ

τ τ φ ω φ
ω ω

= +

= + = − +

=

∫
             (4.50)

 

The process of the velocity measurement system in the sine-wave excitation field in 

by QD system can be divided into the following steps. First of all, as shown in Fig. 4.8, 

the DBS, A, is filtered by the BPF in order to remove the DC part of DBS. Therefore the 

output B is expressed as 

0( ) cos{2 [ ( )] }BA t F t Dx tπ ϕ= + +B                              (4.51) 

Next, there are two multipliers to implement the operations of multiplication which 

are presented below. 

0

0 0

0

0 0

sin(2 ) ( ) cos{2 [ ( )] }sin(2 )
1 ( ){sin{2 [2 ( )] } sin[2 ( ) ]}
2

cos(2 ) ( ) cos{2 [ ( )] }sin(2 )
1 ( ){cos{2 [2 ( )] } cos[2 ( ) ]}
2

B B B

B

B B B

B

F t A t F t Dx t F t

A t F t Dx t Dx t

F t A t F t Dx t F t

A t F t Dx t Dx t

π π ϕ π

π ϕ π ϕ

π π ϕ π

π ϕ π ϕ

× = + +

= + + − +

× = + +

= + + + +

B

B
      (4.52) 

In (4.52), there are two parts in the results of the multiplication. One is the high 

frequency component, the other is the low frequency component. Therefore, as shown in 

Fig. 4.8, the LPF is used to obtain the low frequency part from the results shown in (4.52). 
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The corresponding signals C and D are expressed in (4.53), 

0

0

1 ( ) ( )sin[2 ( ) ]
2
1 ( ) ( ) cos[2 ( ) ]
2

F p A t Dx t

F p A t Dx t

π ϕ

π ϕ

= +

= +

C

D
                                  (4.53) 

where C and D are respectively the Q and I component of the signal. F(p) is the transfer 

factor of the LPF in time domain analysis. 

Next, the particle real-time velocity is able to be attained from (4.54) [149]. 

2 2/ ) /( ) / [ ( ( )]/[2 ( )]xV dQ dt dI dtt i I Q I Qπ= − +                             (4.54)                           

i.e. E= 0( ) ( ) sin( ) ( )x vV t n t A t n tω φ+ = + + ,where n(t) is the Gaussian noise. The detailed 

derivation of (4.54) is presented in the Appendix C. The LPF is used to remove the noise 

remained in the signal E. The velocity amplitude is obtained by computing the absolute 

value of the minimum of F;  

(min( )) vabs A=F                                               (4. 55) 

4.6 Velocity Estimation in Square-wave Excitation Field 

4.6.1 Design of the Velocity Estimation System based on Spectral 
Analysis 

The diagram of the velocity estimation system based on spectral analysis in the 

square-wave excitation field is shown in Fig. 4.9. The processing of the train of DBSs in 

the square-wave excitation system can be divided into the following steps. Firstly, the 
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signal burst is detected by the evaluation of the burst envelope. Therefore, the starting 

and ending points of each burst can be determined. Secondly, the length and SNR of each 

burst are evaluated. The burst whose length is less than the threshold is rejected. 

Additionally, if SNR is lower than the threshold, the corresponding burst will be 

eliminated. Third, velocity of the burst which satisfies the requirements of length and 

SNR is estimated using FFT algorithm followed by the peak detection routine and the 

interpolation technique. In the square-wave excitation field, the spectrum is largely 

dependent on the characteristic of the excitation field such as the frequency and the 

magnitude as well as the particle motion inside the measurement volume. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4.9 Block diagram of velocity estimation system based on FFT 
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chapter 3, is almost the same as the one in the DC excitation field– steady state. The only 

exception is the small spectral broadening corresponding to the short periods of particle 

acceleration and deceleration inside the measurement volume. However, when the 

frequency of the excitation increases, several periods of particle oscillatory motion could 

be captured inside the measurement volume. In this case two peaks will be present in the 

spectrum corresponding to the particle motion in opposite directions. Each peak has to be 

separately evaluated. Finely, when the particle relaxation time is comparable with the 

period of the field excitation the effect of the particle acceleration on the spectrum 

becomes much more pronounced leading to spectral broadening and eventually blearing 

completely the peak spectral lines. The estimation results for different velocities and the 

level of SNR are presented in chapter 5. 

4.7 Phase Shift Estimation in both Sine-wave and Square-

wave Excitation Fields 

4.7.1 Principles of Hilbert Transformation and Correlation Technique 

The phase shift estimation system has been designed based on the correlation 

technique and Hilbert transformation. The phase shift is determined by the ratio of the 

real and imaginary part of the cross-correlation of two Doppler signals with the same 

frequency an different phase.  
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Fig. 4.10 Block diagram of a phase shift estimation based on the correlation technique 

The generation of the real and imaginary part is implemented by Hilbert 

transformation. The block diagram of the phase shift estimation system is presented in 

Fig. 4.10. If the input DBS can be expressed as below, 

2 2 2

2

( ) cos ( / 2) ( )( ) exp[ 2 ][1 cos(2 )]r r D r
m

x t y ts t A f t
r
θ π ϕ+

= − + +           (4.56) 

where r is the signal index equal to 1,2. 

The input signal is first processed by the band-pass filter in order to remove the DC 

component and limit the bandwidth of the noise present in the signals. Next, the signals 

are fed to a hybrid coupler and to a delayer. The delay time is set to be τ. Then a 

multiplication and integration is performed. The 0 deg and 90 deg signals after the hybrid 

coupler can be expressed together in complex notation as 

( ) ( )[cos(2 ) sin(2 )]r r D r D rs t A t f t j f tπ ϕ π ϕ= + + +                     (4. 57) 
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where 
2 2 2

2

( ) cos ( / 2) ( )( ) exp[ 2 ]r r
m

t tA t A
r
θ +

= −
x y  

Then the real and imaginary parts of the autocorrelation can be expressed as 

12 12 12( ) cos(2 )R DC A fτ π τ ϕ= + Δ                                      (4. 58) 

12 12 12( )sin(2 )I DC A fτ π τ ϕ= + Δ                                       (4. 59) 

where 12 ( )A τ  is the cross-correlation of the envelope function. 12ϕΔ  is the phase 

difference between the signals, 12 1 2ϕ ϕ ϕΔ = − . The ratio of these terms at τ=0 yields a 

quantity independent of signal amplitude and frequency, which can be used to determine 

the phase shift between the two input signals. 

12
12

12

(0)arctan
(0)

I

R

C
C

ϕΔ =                                        (4. 60) 

The Hilbert transform of a function x(t) is defined by 

1 ( )( ) { ( )} xy t x t d
t

τ τ
π τ

∞

−∞

= ℵ =
−∫                                  (4. 61) 

The function y(t) is produced by passing x(t) through a filter with the transfer 

function 

( ) sgn( )H f j f= −                                               (4. 62) 

A singularity exists at the value f=0, which, however, does not cause any 

computational problems. On the other hand, the infinite integral causes problems for 

signals that are not mean-free. Thus, when processing laser Doppler and phase Doppler 

signals with the Hilbert transform, it is necessary to first remove the mean, either 

optically or electronically. 
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The magnitude and phase of H(f) are 

| ( ) | 1H f =                                                  (4. 63) 

For a given input signal x(t) the Hilbert transform is the signal y(t) which is shifted 

by -90 deg in phase for all frequencies. 

An analytical (complex) function for a given input signal x(t) can be defined as 

( ) ( ) { ( )}z t x t j x t= + ℵ                                        (4. 64) 

An example of signal and its Hilbert transform are given in Fig. 4.11. 

The analytical signal z(t) can be used to derive the signal envelope A(t) and the 

instantaneous signal phase φ(t). 

( ) | ( ) |A t z t=                                                 (4. 65) 

( ) arg{ ( )}t z tϕ =                                             (4. 66) 

The envelope and phase of the signal from Fig. 4.11 are shown in Fig. 4.12. 
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Fig. 4.11 Example of signal and its Hilbert transform (-90 deg phase shift) 
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Fig. 4.12 (a) Input DBS and computed envelope, (b) Instantaneous phase of inupt DBS 

4.7.2 Design of Phase Shift Estimation System based on Hilbert 
Transformation and Correlation Technique 

The block diagram of phase shift estimation system based on the correlation 

technique is shown in Fig. 4.13. 

 

 

 

 

 

 

 

Fig. 4.13 The block diagram of phase shift estimation system 
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The principles of size measurement based on Hilbert transformation and the 

correlation technique are described below. First of all, the two DBSs, A and B received 

by the two different photo-detectors in the PDA system can be expressed as, 

1

3

( ){1 cos{2 [ ( )] }}
( ){1 cos{2 [ ( )] }}

B

B

A t F t Dx t
A t F t Dx t

π
π

= + + + Φ
= + + + Φ

A
B

                            (4. 67) 

Next, the HPF is used to remove the DC component of input DBSs and keep the 

Guassian noise as much as possible. 

1

3

( ) cos{2 [ ( )] }
( ) cos{2 [ ( )] }

B

B

A t F t Dx t
A t F t Dx t

π
π

= + + Φ
= + + Φ

C
D

                           (4. 68) 

The signal C and D have the same Doppler frequency but different signal phase. In 

order to obtain the particle size, the phase shift between C and D is going to be estimated, 

i.e., 

13 1 3ΔΦ = Φ − Φ                                                    (4. 69) 

Then, I and Q components of C and D are generated by the Hilbert transform based 

on the following equations. 

'
1 1 1

'
3 3 3

[ ( )] { ( ) cos[2 ( ) ] ( )} { ( )sin[2 ( ) ] ( )}

[ ( )] { ( ) cos[2 ( ) ] ( )} { ( )sin[2 ( ) ] ( )}

H I t A t Dx t n t j A t Dx t n t

H I t A t Dx t n t j A t Dx t n t

π π

π π

= + Φ + + + Φ +

= + Φ + + + Φ +
  (4. 70) 

where ' ( ) [ ( )]n t H n t=  

Therefore, I and Q components can be obtained. 

1 1
'

1 1

3 3

( ) ( ) cos[2 ( ) ] ( )

( ) ( )sin[2 ( ) ] ( )
( ) ( ) cos[2 ( ) ] ( )

r

i

r

I t A t Dx t n t

I t A t Dx t n t
I t A t Dx t n t

π

π
π

= = + Φ +

= = + Φ +

= = + Φ +

E

F
G

                         (4. 71) 

Next, the phase shift is estimated by using the correlation method at τ=0. The cross 
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correlation which is defined below is implemented by integrator. 

, ( ) ( ) ( )x yC x t y t dtτ τ
+∞

−∞

= +∫                                           (4. 72) 

When τ=0, 

1 ,3 1 3
0 0

'
1 3

0

2
1 3

0

'
1 3

2

(0) [ ( ) ( )]

{[ ( ) cos(2 ( ) ) ( )][ ( ) cos(2 ( ) ) ( )]}

{ ( )cos(2 ( ) ) cos(2 ( ) )

( ) ( )[cos(2 ( ) ) cos(2 ( ) )] ( ) ( )}

{ (

T T

r r r i

T

T

C dt I t Q t dt

A t Dx t n t A t Dx t n t dt

A t Dx t Dx t

A t n t Dx t Dx t n t n t dt

A

π π

π π

π π

= = =

= + Φ + + Φ +

= + Φ + Φ

+ + Φ + + Φ +

=

∫ ∫

∫

∫

J EG

1 3 1 3
0

'
1 3

1){ [cos(4 ( ) ) cos( )]}
2

( ) ( ) ( ) ( )[cos(2 ( ) ) cos(2 ( ) )]}

T

t Dx t

n t n t A t n t Dx t Dx t dt

π

π π

+ Φ + Φ + Φ − Φ

+ + + Φ + + Φ

∫

         (4. 73) 
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2 2 '
1 3 1 3

0 0

1 1[ ( ) cos(4 ( ) )] [ ( ) cos( ) ( ) ( )]
2 2

T T

A t Dx t A t n t n t dtπ + Φ + Φ << Φ − Φ +∫ ∫∵
 

1 ,3 13
1(0) (0) (0)cos( )
2r r cC C A∴ = = = ΔΦJ                                (4. 75)    

Based on the similar deduction, it can be derived, 

1 1 13
1(0) ( ) (0)sin( )
2s i iC I I dt A∴ = = × = ΔΦ∫K                           (4. 76)    

Finally, by the mathematical operation of division and arctangent, the phase shift 

between the two DBSs can be obtained, i.e. 

13 1 3
(0)arctan
(0)

s

c

C
C

ΔΦ = Φ − Φ =                                         (4. 77)    

4.8 Summary and Conclusions 

The purpose of this chapter was to present a novel design and the implementation 

of the signal processing systems for the PCSA suitable for the particle velocity and size 

estimation in the oscillatory excitation fields. A comprehensive literature review was 

presented aimed at highlighting the advantages and disadvantages of different methods 

with respect to the task of estimating particle velocity and phase shift in DC, square wave 

and sine wave excitation fields in real time. The comparison of existing techniques has 

been made with respect to the working range, SNR requirement, real-time information 

availability. It was concluded that spectrum analyzer, period timing device and 

correlation technique are not suitable for providing the real time information of the 
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velocity changes required for signal processing in sine-wave excitation field. However, 

the FFT based spectrum analyses could be successfully applied for the velocity 

estimation in case of the square-wave field under specific excitation conditions. This is 

due to the fact that in square-wave field the particle moves largely with a constant 

velocity through the measurements volume generating DBS signals resembling standard 

stationary DBS. The adequate signal processing algorithm has been designed, presented 

and discussed.  The unique advantages of the FFT based algorithm are relative simplicity 

and efficiency of implementation, low SNR requirement and wide working range. 

In addition to the FFT based algorithm, several other techniques were investigated, 

including: Quadrature Demodulation (QD), PLL technique, Hilbert transformation and 

correlation technique. The designs of the PLL system both in the DC field as well as sine 

wave excitation were presented. Although the working range of the typical PLL is limited 

by the linear bandwidth, the range was increased by several design improvements, 

including AGC and VCO unit. 

Following the design of the PLL, the design of the QD technique in sine-wave 

excitation was investigated because of its unique advantages including the ability to 

provide the instantaneous phase difference throughout the burst as well as to process 

burst signal containing only a few periods.  

In the next chapter, the simulation results and performance testing of the estimation 

systems mentioned in Chapter 4 are presented. The comparison of the performances of 

these systems and the corresponding conclusions are made. 
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Chapter 5  

Simulation and the Performance Testing of 
the Signal Processing Systems 

5.1 Introduction 

In chapter 4, the signal processing systems for the PCSA were discussed. The 

different velocity and size estimation systems based on the FFT, PLL QD, correlation 

techniques and Hilbert transform were designed and implemented under different 

excitation methods using MATLAB/SIMULINK software. 

This chapter focuses on the simulation and performance testing of the estimation 

systems. The aim of the chapter is to provide a comprehensive comparison of the systems 

performance with regards to the velocity, size estimation range, SNR requirement 

and charge measurement range.  

The structure of the chapter is as follows. First of all, the procedure for the 

generation of the Doppler burst signals and the performance testing scheme is discussed 

for both velocity and phase shift estimation systems. Second, the hardware signal 

processing system and the processing steps are described. The noisy analog Doppler 

Burst Signal train was generated by TGA12101 Arbitrary Waveform Generator from 

signals simulated in MATLAB based on the mathematical models described in Chapter 3. 
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In addition to the MATLAB models of the DBS the NASA Doppler Velocimetry 

Simulator [150], [151], [152] was used for some performance tests and cross-validation 

of the results. The relationship between particle trajectory via the measurement volume 

and the SNR has been emphasized. Next, the simulation results of the velocity and size 

estimation systems based on different signal processing techniques and excitation 

methods are given. The performance testing of the signal processing systems was 

accomplished by means of Monte Carlo (MC) simulations. Following the performance 

testing the charge ranges of the proposed estimation systems working in different 

excitation fields are calculated from the estimation ranges of the particle velocity and size. 

Finally, the estimation systems are compared and evaluated with regards to the working 

range, charge range and SNR requirement.  

5.2 The Doppler Burst Signal Generation and the 

Performance Testing Scheme for Velocity and Phase 

Estimation 

The performance of the estimators was studied by means of Monte Carlo (MC) 

simulations. Several hundred trials were run on simulated signals synthesized from the 

signal models established in Chapter 3 for each combination of the measurement 

parameters. The signals were corrupted by an additive white Gaussian noise. The block 

diagrams illustrating the DBS generation and performance testing scheme for velocity 

and phase estimation are shown in Fig. 5.1 and 5.2. 
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Fig. 5.1 Block diagram of the DBS generation and performance testing scheme for velocity 

estimation 
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signal). Then, the value of particle velocity is updated in the outer simulation loop, in 

small increments, from 1mm/s to 800mm/s. For each generated signal corresponding to 

simulated particle velocity, Gaussian noise is added. Each burst of the DBS is 

stored composing a DBS train which simulates the signals arising from particles 

travelling through the measurement volume. In addition, for the purpose of cros-

validation, some trains of DBSs were generated using NASA simulator (see section 5.2.2) 

and hardware signal processing system described in section 5.2.1. Following the DBS 

generation the particle velocity is obtained using the velocity estimation systems, such as 

QD, PLL and FFT techniques, discussed in chapter 4. 

The block diagram of the DBS generation and performance testing scheme for 

phase shift estimation is shown in Fig. 5.2. The train of burst signals is generated in a 

similar fashion to the procedure discussed above and illustrated in Fig. 5.1. After 

initialising the input parameters of the PCSA the two DBS are generated with a 

predetermined phase shift corresponding to the particle size. The value of the phase shift 

is updated inside the outer simulation loop, in small increments, from 0 to 90 deg. The 

phase estimation system estimates the absolute value of the phase difference between two 

Doppler signals. This phase difference range corresponds to the range of arctangent 

function. The relationship between the particle size and phase shift was defined in (2.21). 

From the phase estimation range the size range can be calculated with appropriate optical 

system arrangement (the intersection angle, the scattering angle and the elevation angle). 

Each generated DBS was corrupted by Gaussian noise. The hardware signal processing 

system is expected to be designed and implemented in the future to provide validation of 

the simulation tests. Finally, the estimated phase shift is obtained by the phase estimation 

systems based on the correlation technique and Hilbert transformation. 



PhD Thesis by Lu Zhang, University of Glamorgan, Jul. 2010                                                                   119 

 

 

Fig. 5.2 Block diagram of the DBS generation and performance testing scheme for phase shift 

estimation 

The details of the the simulation parameters of the DBSs in different excitation 

fields are given in Table 5.1 ~ 5.3. 
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a) DC excitation field – steady state 
 

ADBS(V) Vx(mm/s) Vy(mm/s) x0(mm) 

1 1~800 50 –3.5... 3.5 

y0(mm) FB(kHz) t0(s) φ0(deg) 

0 400 0.05 0 

Table 5.1 Simulation parameters of the DBSs in DC excitation field – steady state 

where ADBS is the amplitude of DBS, Vx is the particle velocity range, Vy is the mean flow 

velocity, x0 is the original position in X direction, y0 is the original position in Y direction, 

FB is the shift frequency, t0 is the time slot of particle passing through the centre of the 

volume, φ0 is the original phase. 

b) Sine-wave excitation field 

ADBS(V) Av(mm/s) Vy(mm/s) f(kHz) x0(mm) 

1 1~800 50 1 –3.5... 3.5 

y0(mm) FB(kHz) t0(s) φ0(deg)  

0 400 0.05 0  

Table 5.2 Simulation parameters of the DBSs in sine-wave excitation field 

where ADBS is the amplitude of DBS, Vx is the particle velocity range, Vy is the mean flow 

velocity, f is the drive frequency, x0 is the original position in X direction, y0 is the 

original position in Y direction, FB is the shift frequency, t0 is the time slot of particle 

passing through the centre of the volume, φ0 is the original phase. 
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c) Square-wave excitation field 

ADBS(V) E(MV/m) f(kHz) d (µm) q (C) Vy(mm/s) 

1 0.3 1 0.5~10 1e ~ 

Gaussian 

limit 

50 

x0(mm) y0(mm) FB(kHz) t0(s) φ0(deg)  

–3.5 to 3.5 0 400 0.05 0  

Table 5.3 Simulation parameters of the DBSs in square-wave excitation field 

where ADBS is the amplitude of DBS, E is the strength of the excitation field, f is the drive 

frequency, d is the particle diameter, q is the particle charge, Vx is the particle velocity 

range, Vy is the mean flow velocity, x0 is the original position in X direction, y0 is the 

original position in Y direction, FB is the shift frequency, t0 is the time slot of particle 

passing through the centre of the volume, φ0 is the original phase. 

The simulation of the DBS train is implemented in MATLAB under the 

following conditions shown in Table 5.4. The simulation of Gaussian noise is 

implemented by generating a pseudorandom, scalar value drawn from a normal 

distribution with mean 0 and standard deviation 1. 

 

θ(deg) λ (nm) dm (mm) i (µm) fs (MHz) N 

12.9 514.5 1.35 2.29 10 106 

Table 5.4 Simulation conditions of the DBS train 
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where θ is the intersection angle, λ is the wavelength, dm is the beam diameter, i is the 

fringe spacing, fs is the sampling frequency, N is the number of samples.  

The example of the simulation the DBS train in the sine-wave excitation field is 

shown in Fig. 5.3. The parameters, such as particle velocity, particle charge, diameter and 

original position are randomly generated.  

 

Fig. 5.3 Simulation result of DBS train in the sine-wave excitation field 
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The block diagram of the hardware signal processing system is shown in Fig. 5.4. 
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described in the previous section. Second, the data of the DBS is written into the txt file. 

Third, the data of DBS is imported from the txt file to the TTi Waveform Manager Plus 

software tool. Therefore, a new arbitrary waveform is produced and can be seen on the 

oscilloscope connected to the generator. Forth, this waveform is downloaded to the 

memory card by the generator via RS232 serial interfaces. Fifth, the analog DBS 

produced by the generator is sent to the PC. The type of digital data is a signed 16-bit 

integer.   

 

Fig. 5.4 Block diagram of hardware signal processing system 
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hardware signal processing system to generate the analog DBS. The instrument uses 
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Finally, the digital signal is processed by the algorithms designed in MATLAB in order to 

estimate the particle velocity and size. 

5.2.2 NASA Laser Doppler Velocimetry Simulator 

As an alternative to the MATALB simulation of the DBS synthesized from the 

mathematical models and in order to provide even more realistic tests of the signal 

processing systems performance, NASA simulator was also used.  The simulator has been 

developed by Dr Meyers from NASA and described in [150], [151], [152]. The numerical 

model used in NASA simulation software computes the DBS based on the characteristics 

of the laser source, the optical configuration, Mie scattering criteria for small particles, 

the characteristics of the photomultiplier as well as the trajectory of the particle via the 

measurement volume. As the particle passes through the sample volume along a given 

trajectory, the scattered signal is calculated based on the LV optical and 

electrical characteristics. The signal is mathematically high pass filtered and input to a 

model of a high-speed counter. The filtered signal triggers a model of a Schmidt trigger 

generating a corresponding digital train. 

5.2.3 SNR of the Doppler Burst Signal 

The SNR requirement is one of the very important criterions in the evaluation of 

the performance of the estimation systems. It is, therefore, necessary to calculate the SNR 

of the DBSs generated in different excitation fields accurately. In the literature, it is often 

assumed that the SNR of individual bursts is constant and equal to the square of the 
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maximum amplitude of the DBS divided by the square of the variance of noise. Although 

such simplification might be justified in some studies treating SNR as indicative of the 

quality of the DBS, one has to appreciate that the SNR for the DBS is not constant but 

varies within the individual bursts depending on the instantaneous amplitude of the DBS 

and the variance of noise. The problem is compounded by the fact that in addition to the 

Gaussian envelope of the DBS the oscillatory motion of the particle creates the 

oscillations in the instantaneous value of the SNR as the particle moves in and out of the 

volume. It is due to the fact that as the particle oscillates in the cross flow direction inside 

the volume the amplitude of the DBS is modulated which affects the SNR. Therefore, the 

definition of the DBS adopted in this study, takes into account the average power of the 

noise and the signal over the entire DBS and is given as 

( ) 10log signal

noise

P
SNR dB

P
=                                              (5.1) 

where Psignal and Pnoise are the average power of signal and noise. 

For discrete signal, x(n) defined on [n1, n2], its average power can be calculated 

from 

2

1

2

2 1

1 | ( ) |
1

N

n N

P x n
N N =

=
− + ∑                                          (5.2) 

The following paragraphs are aimed to illustrate the effect of the particle trajectory 

via the measurement volume on the SNR in the DC, sine and square wave excitation 

fields. The calculation of the SNR of DBS can be divided into two cases. First case, the 

DC excitation field – steady state. Different particle trajectories and the corresponding 

DBSs in the DC excitation field – steady state are shown in Fig. 5.5. 
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Fig. 5.5 (a) Trajectory of particle with velocity of  0.6m/s, (b) corresponding DBS, (c) Trajectory of particle 

with velocity amplitude of  0.1m/s, (d) corresponding DBS, 
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are different based on (5.1). As shown in Fig. 5.5 (b) and (d), the SNR of the second DBS 

is greater than the one of the first one. 

The second case is the sine-wave excitation field, as shown in Fig. 5.6. The SNR of 

DBSs shown in Fig. 5.6 (b), (d) and (f) are 12.5dB, 12.2dB, 3.1dB respectively. From 

Fig. 5.6 (b) and (d), it can be concluded that when the particle is passing through 

the centre of the measurement volume, the SNRs of the corresponding DBSs are almost 

the same although the velocity amplitudes are different. The powers of noise and signal 

are respectively proportional to the areas of noise and signal shown in Fig. 5.6 (b), (d) 

and (f). As mentioned before, the SNR can be regarded as the ratio between the two areas 

A and B. The power of the noise (noise variance) is constant during the whole period of 

measurement. The powers of the signals are almost the same due to the similar envelope 

of DBSs in Fig. 5.6 (b) and (d) (e.g. same width of burst, same amplitude of envelope).  

From the comparison between (d) and (f), it can be seen that both the width of burst 

and the amplitude of envelope decreased. Therefore, the power of the signal decreased, 

moreover, the SNR becomes lower than before. 

The same conclusion regarding to SNR of DBS can be obtained in square-wave 

excitation field due to the similar particle trajectory compared to the one in the sine-wave 

 excitation field.  
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Fig. 5.6 (a) Trajectory of particle passing through the volume centre with velocity amplitude of  5mm/s, 

(b) corresponding DBS, (c) Trajectory of particle passing through the volume centre with velocity 

amplitude of  800mm/s, (d) corresponding DBS, (e) Trajectory of particle not passing through the 

volume centre with velocity amplitude of  800mm/s, (f) corresponding DBS. 
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5.3 Simulation Results of the Velocity Estimation in DC 

Excitation Field – Steady State 

5.3.6 Simulation Results of the Velocity Estimation System based on 

Spectral Analysis  

In the DC excitation field – steady state, the constant velocity in the X direction 

was obtained using FFT algorithm. This case is relatively straightforward since the 

particle velocity can be assumed constant throughout the measurement volume, 

producing standard, stationary DBS.  The performance of the estimation algorithm using 

FFT has been improved by subsequent interpolation and windowing scheme. Fig. 5.7 

shows typical example of a DBS spectrum obtained by FFT algorithm corresponding to a 

particle motion via the measurement volume with a constant velocity of Vx=10mm/s. 

From the spectrum in Fig. 5.7, the value of normalized spectral peak offset 

δ can be calculated, δ= -4.1408. Thus, the Doppler frequency is obtained from (4.7), fD = 

404365.8592Hz. The relationship between the Doppler frequency and the particle 

velocity has been defined by (3.1). Therefore, knowing the simulation conditions, fringe 

spacing, i=2.29µm, FB=40kHz, the constant particle velocity in the X direction, 

Vx, can be calculated as Vx=9.9999mm/s. This result agrees well with the 

simulation condition with the relative error percentage of 7.14×10-6. 
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Fig. 5.7 Spectrum of Doppler Burst Signal 

The comparison of the performance of the FFT algorithm and interpolation scheme 

used in conjunction with and without Blackman window is shown in Fig. 5.8. 

 

Fig. 5.8 Performance comparison of different FFT algorithms. Sampling period, T=1µs, number of samples, 

frequency resolution, Δfs=5128Hz, Particle velocity, Vx=0.5m/s, noise variance, =0.01. 
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It can be concluded that in DC field the FFT algorithm performs very well in the 

wide range of particle velocities. However, further improvement in the accuracy of the 

estimation can be achieved using the time domain window and the spectrum interpolation.  

5.3.2 Simulation Results of the Velocity Estimation System based on 

PLL Technique 

This section presents the results of the PLL system performance in DC field 

described in section 4.4.4.  The simulation conditions are shown in Table 5.5. 

λ(nm) θ(rad) i (μm) r0(μm) FB(kHz) Vx(mm/s) 

514.5 0.2251 2.99 675 400 100 

Vm(mm/s) φ0(rad) t0(s) N T (s) x0(m) 

50 0 0.025 5×105 10-7 0 

Table 5.5 Simulation Conditions for velocity estimation based on PLL technique in DC field 

An example of the PLL system input and output signals in time 

domain, corresponding to the DBS generated by the particle with constant velocity 

Vx=100mm/s, is shown in Fig. 5.9. The frequency of this noisy DBS, shown in Fig. 5.9 (a) 

equals to 4.44×105Hz, SNR of DBS equals to 14dB.  

Fig. 5.9 (b), shows small oscillations in the output of the PLL gradually decreasing 

in amplitude over the duration of the trigger signal. Fig. 5.9 (d) shows the output of the 

velocity estimation after integration approximately equal to 100mm/s which agrees very 

well with the simulation condition.  

In the estimation system, the long loop PLL has been adopted to enlarge the 
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 working range. The loop range has been expanded by adjusting the loop gain of the PLL 

and careful design of the filters. The performance of the system was evaluated by means 

of the MC simulations. 100 trials were run on simulated signals synthesized from the 

signal model defined in (3.11).  

  

  
Fig. 5.9 Timing diagram of the PLL system in DC excitation field. (a) Doppler Signal, (b) Output of the 

PLL, (c) Output of the Trigger, (d) Velocity estimation. 
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The relative error and the standard deviation for the velocity 

estimation corresponding to different SNRs are plotted in Fig. 5.10. It illustrates that, at 

the noise variance of 0.01, the achievable velocity estimation range of the PLL system is 

from 1mm/s to 800mm/s with the error less than 5%. From Fig. 5.10 it can be seen that, 

the relative error is seriously affected by the noise. Therefore, it can be concluded that the 

PLL technique is more sensitive to noise compared to the spectral analysis. 

 

Fig. 5.10 Relative error for velocity estimation based on PLL in DC excitation field 

5.4 Simulation Results of the Velocity Estimation in Sine-wave 

Excitation Field 

5.4.1 Simulation Results of the Velocity Estimation System based on 
PLL Technique 

0 100 200 300 400 500 600 700 800
-10

-8

-6

-4

-2

0

2

4

6

8

10

Velocity(mm/s)

R
el

at
iv

e 
er

ro
r(%

)

Relative error of velocity estimation

 

 
noise variance=0.01
noise variance=0.04
noise variance=0.09



PhD Thesis by Lu Zhang, University of Glamorgan, Jul. 2010                                                                   134 

This section presents the simulation results of the PLL system performance in sine-

wave excitation field. The design of the system was discussed in section 4.5.1.   

The simulation conditions are shown in Table 5.6. 

λ(nm) θ(rad) i (μm) r0(μm) FB(kHz) Av(mm/s) Vm(mm/s) 

514.5 0.2251 2.99 675 400 300 50 

ω(rad/s) φ0(rad) t0(s) N T (s) x0(m) y0(m) 

2000π 0 0.05 106 10-7 0 0 

Table 5.6 Simulation Conditions for velocity estimation based on PLL technique in sine-wave excitation 

field 

An example of the timing diagram showing the PLL estimator output is shown in 

Fig. 5.11.  The DBS generated by the particle with the amplitude of velocity Av=300mm/s 

is shown in Fig. 5.11 (a). The corresponding frequency range of this noisy DBS is from 

3.96×105Hz to 4.04×105Hz. Fig. 5.11 (b) shows the output of the automatic gain control 

(AGC) device. As in discussed in section 4.5.1 the AGC compensates for magnitude 

variations of the Doppler signal and allows to widen the capture range of the PLL. The 

output of the PLL system is shown in Fig. 5.11 (d) with the signal following the 

oscillatory changes of the particle velocity inside the measurement volume. 

It can be concluded from Fig. 5.11 (d) that the estimation result of the velocity 

amplitude is approximately 300mm/s. This result agrees very well with the 

simulation condition, Av=300mm/s.  
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Fig. 5.11 Timing diagram of the PLL system in sine-wave excitation field. (a) Doppler signal, (b) Output of 

AGC, (c) Output of the PLL, (d) Velocity amplitude estimation. 
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The performance of the system was evaluated by the means of Monte Carlo 

simulations. The relative error of the velocity estimation corresponding to different SNRs 

is plotted in Fig. 5.12. The results demonstrate that the achievable velocity estimation 

range of the system is from 30mm/s to 640mm/s with the relative error of velocity 

estimation less than 5%. The corresponding SNR is 12dB and the noise variance is 0.01. 

However, in case of more noisy signals, the estimation error rapidly escalates leading to 

the reduction of the estimation range. 

 

Fig. 5.12 Relative error for velocity amplitude estimation based on PLL in sine-wave excitation field 
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Table 5.7. 

λ(nm) θ(rad) i (μm) r0(μm) FB(kHz) Av(mm/s) Vm(mm/s) 

514.5 0.2251 2.99 675 400 20 50 

ω(rad/s) φ0(rad) t0(s) N T (s) x0(m) y0(m) 

2000π 0 0.05 106 10-7 0 0 

Table 5.7 Simulation Conditions for velocity estimatino based on QD technique in sine-wave excitation 

field 

An example of the DBS generated by the oscillating particle with the velocity 

amplitude, Av=20mm/s and a corresponding output of the QD system are shown in 

Fig. 5.14. The frequency range of the noisy DBS is from 3.91×105Hz to 4.09×105 Hz.  

 

 

Fig. 5.13 Simulation results of QD model in sine-wave excitation field. (a) Noisy DBS, (b) Velocity 

amplitude estimation. 
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velocity. The estimation result of the velocity amplitude obtained from the QD output is 

20mm/s. This result agrees very well with the simulation condition. 

 

 

Fig. 5.14  (a) Relative error, (b) Standard deviation of MC simulations on velocity estimation in sine-wave 

excitation field 
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The performance of the system was systematically evaluated by the MC 

simulations. 100 trials were run on simulated signals synthesized from the signal model 

defined in (4.55). The relative error and the standard deviation for velocity 

estimation corresponding to different SNRs are plotted in Fig. 5.15. It illustrates that the 

achievable velocity estimation range of the system is from 10mm/s to 780mm/s in which 

the relative error of velocity estimation is less than 5% and the standard deviation is no 

larger than 1.4%. The corresponding SNR is 12dB and the noise variance is 0.01. 

5.5 Simulation Results of the Velocity Estimation in Square-

wave Excitation Field 

5.5.1 Simulation Results of the Velocity Estimation System based on 

Spectral Analysis 

This section presents the simulation results of velocity estimation in square wave 

excitation field using spectral analysis. The procedure of the spectral analysis in the 

square-wave excitation has been discussed in section 4.6.1. Fig. 5.15 shows an example 

of the velocity estimation in square-wave excitation from the DBS spectrum using peak 

detection and interpolation. 

Based on Fig. 5.15, the value of δ can be calculated, δ= 0.0041. Thus, the Doppler 

frequency is obtained from (4.7), fD = 4.602×105Hz.  
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Fig. 5.15 Spectrum of Doppler Burst Signal 

The relationship between the Doppler frequency and the particle velocity has been 

defined in (3.1). Therefore, knowing the simulation conditions, fringe spacing, D=1/i, 

the constant particle velocity in the X direction, Vx, can be calculated from the Doppler 

frequency, Vx=0.1379m/s which agrees well with the simulation condition.  

The velocity estimation range based on spectral analysis in the square-wave 

excitation field has been systematically tested by means of MC simulations and the 

results are shown in Fig. 5.16. The simulation conditions are shown in Table 5.8. 

λ(nm) θ(rad) i (μm) r0(μm) FB(kHz) Vx(mm/s) Vm(mm/s) 

514.5 0.2251 2.99 675 400 1~800 50 

ω(rad/s) φ0(rad) t0(s) N T (s) x0(m) y0(m) 

2000π 0 0.05 106 10-7 0 0 

Table 5.8 Simulation Conditions for velocity estimation based on spectral analysis in square-wave 

excitation field 
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Fig. 5.16 (a) Relative error (b) Standard deviation of MC simulations on velocity estimation in square-wave 

excitation field 
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deviation smaller than 0.35%. The accuracy of velocity measurements with the FFT 

technique seems largely unaffected by the signal-to-noise ratio of the detected signal and 

depends on the sampling interval and the number of data points in the FFT. In general, 

the decline of the accuracy of the estimation for low velocities is largely due to the low 

particle displacement amplitude and therefore decreasing number of fringes crossed by 

the particle in its oscillatory motion. Further analysis of the effect of the number of 

fringes on the accuracy of the velocity estimation is given in chapter 6. 

5.6 Simulation Results of the Phase Shift Estimation based on 

the Hilbert Transformation and the Correlation Technique 

The particle size is obtained from the phase shift between DBSs received by 

different photo-detectors in the PDA system. The phase shift estimations of both systems 

are based on the correlation technique and the Hilbert transformation. The detailed 

discussion of the design of the signal processing system based on the Hilbert 

Transformation and the Correlation Technique was presented in section 4.7. The 

performance of the systems was tested using MC simulation and the results are given in 

Fig. 5.17 and 5.18. The simulation conditions are shown in Table 5.9 and 5.10. 

During the performance testing, the absolute phase shift between different DBSs 

was estimated corresponding to different velocity amplitudes, 5mm/s~800mm/s for both 

the sine-wave excitation field and the square-wave excitation field. The random noise 

variance was maintained at 0.01. The SNR was from 15.3dB to 15.5dB for sine-wave 

excitation field and from 15dB to 15.5dB for square-wave excitation field.  
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λ(nm) θ(rad) i (μm) r0(μm) FB(kHz) Av(mm/s) Vm(mm/s) 

514.5 0.2251 2.99 675 400 5~800 50 

ω(rad/s) Δφ(Deg) t0(s) N T (s) x0(m) y0(m) 

2000π 5~90 0.005 5×105 10-7 0 0 

Table 5.9 Simulation Conditions for phase shift estimation based on correlation technique in sine-wave 

excitation field 

λ(nm) θ(rad) i (μm) r0(μm) FB(kHz) Vx(mm/s) Vm(mm/s) 

514.5 0.2251 2.99 675 400 5~800 50 

ω(rad/s) Δφ(Deg) t0(s) N T (s) x0(m) y0(m) 

2000π 5~90 0.005 5×105 10-7 0 0 

Table 5.10 Simulation Conditions for phase shift estimation based on correlation technique in square-wave 

excitation field 

It can be found that for the range of phase shift estimation from 50 to 900, the 

relative error percentage was smaller than 8% and the standard deviation was less than 

0.5% in the sine-wave excitation field. In the square-wave excitation field the relative 

error percentage was smaller than 3% and the standard deviation was less than 1.5%. 

From Fig. 5.17 and 5.18, it can be seen that the amplitude of particle velocity has a 

significant effect on the estimation performance in both square-wave and sine-wave 

excitation field. The accuracy of the phase shift estimation decreased with the increase of 

the particle velocity amplitude.  More research is needed to fully understand this 

phenomenon and improve the perfomance of the system. 



PhD Thesis by Lu Zhang, University of Glamorgan, Jul. 2010                                                                   144 

 

 

Fig. 5.17 (a) Relative error (b) Standard deviation of MC on phase shift estimation corresponding to 

different velocities from 5mm/s to 800mm/s in sine-wave excitation field, drive frequency f=1kHz. 
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Fig. 5.18 (a) Relative error (b) Standard deviation of MC on phase shift estimation corresponding to 

different velocities from 5mm/s to 800mm/s in square-wave excitation field, drive frequency f=1kHz. 
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some tests were carried our using generated and digitised trains of DBS. These trains will 

arise during the aerosol measurements, when a number of particles pass through the 

measurement volume in a short succession. There are three main challenges in signal 

processing of the train of DBS such as: tracking signal frequency for short bursts, signal 

validation for noisy signals and the presence of multiple bursts in the measurement 

volume. The processing of the train of DBS can be divided into the following steps. 

Firstly, the arrival of the DBS is detected and signaled by the trigger based on a pre-

defined threshold. Secondly, velocity and phase shift corresponding to each burst is 

estimated using appropriate signal processing technique. Finally, the measurement is 

validated in order to determine whether the neighboring bursts are generated by the same 

particle passing through the measurement volume. An example of the train of DBS in the 

square-wave field is given in Fig. 5.19. Generated DBS were recorded using 12-bit 

Spectrum MI-3013 transient recorder. Each burst corresponds to different velocity, SNR 

and the trajectory of the particle. The results show that even discontinuous burst with a 

low SNR can be measured.  

5.8 Particle Charge Range Calculation 

Following on from the presentation of the results of the velocity and phase 

estimation systems this section discusses the calculation of the particle charge 

range based on the velocity and phase shift ranges in different excitation systems. The 

particle charge can be calculated from the following formulas (5.3) and (5.4) already 

introduced in chapter 2. For the sake of reader’s convenience the expressions are repeated  
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Fig. 5.19. (a) Train of DBSs, (b) Output of the trigger, (c) Velocity amplitude estimation;V1=80mm/s, 

SNR1=-3dB, X01=0.057mm; V2=100mm/s, X02=0.025mm SNR2=4dB;V3=50mm/s, SNR3=5dB, 

X03=0mm. X0 denotes the mean, off-axis distance of the particle from the center of the volume. 

in this section.  

In the DC excitation field and square-wave excitation field, the charge calculation 

formula can be expressed as, 

3 x
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In the sine-wave excitation filed, 
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where Vx is the constant particle velocity, Av is the amplitude of particle velocity, η is the 
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strength of the excitation field in the direction of the particle drift velocity, ω is the drive 

frequency and Cc is the Cunningham slip correction factor.  

 

Fig.5.20 Charge range in DC excitation field, E=0.165MV/m, η=1.8616*10-5, d is from 0.5µm to 10µm, Vx 

is from 1mm/s to 800mm/s. 

The polarity of charge can be determined from the direction of particle velocity in 

the DC excitation field. In the sine-wave and square-wave excitation fields, the polarity 

of charge can be determined from the phase difference between field excitation and the 

particle velocity. The charge measurement limits in DC sine-wave and square-wave 

excitation fields are shown in Fig. 5.20 ~ Fig. 5.23. 
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 Fig. 5.21 Charge range in sine-wave excitation field based on PLL model, E1=1.2MV/m, E2=0.23MV/m, 

ω=2000π, η=1.8616*10-5, d is from 0.5µm to 10µm, Av is from 30mm/s to 640mm/s. 

In the DC field, for a given field strength, E=0.165MV/m, the charge measurement 

range achievable using the PLL system extends from 2e to the Gaussian limit, as 

demonstrated in Fig. 5.20. However, in the sine-wave excitation field using the signal 

processing system based on the PLL technique, in order to cover the entire charge range 

and extend the lower limit of the measurable charge the electric field strength has to be 

increased from E2=0.23MV/m to E1=1.2MV/m between the measurements. As shown in 

Fig. 5.21, by combining the two ranges, the overall charge range spans from 10e to the 

Gaussian limit. The drawback of this approach, however, is that each measurement has 

to be repeated with two different values of the electric field strength.  

Fig. 5.22 shows the result of the particle charge measurement range calculation in, 

sine-wave excitation field for the system based on QD technique. Due to the improved 
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performance of the QD system the achievable charge range spans from 14e to the 

Gaussian limit for a single set of parameters. 

As shown in Fig. 5.23, in the square-wave excitation field, the estimation 

system based on spectral analysis is able to estimate the particles with the charge ranging 

from 12e to the Gaussian limit. 

 

Fig. 5.22 Charge range in sine-wave excitation field based on QD model, E=0.28MV/m, ω=2000π, 

η=1.8616*10-5, d is from 0.5µm to 10µm, Av is from 10mm/s to 780mm/s. 
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Fig. 5.23 Charge range in square-wave excitation field based on spectral analysis, E=0.165MV/m, 

ω=2000π, η=1.8616*10-5, d is from 0.5µm to 10µm, Av is from 5mm/s to 800mm/s. 

5.9 Summary and Conclusions 
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DBSs used in MC tests were generated from the mathematical models implemented in 

MATLAB. The generated DBS were subsequently corrupted with the added Gaussian 

noise. Cross validation of the results was performed using hardware signal processing 

system employing Arbitrary Waveform Generator and also NASA simulator to 
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simulated signals synthesized from the signal models for each combination of the 

measurement parameters. The purpose of the chapter was to provide 

a comprehensive comparison of the signal processing systems performance. 

The comparison criteria involved velocity and phase estimation range, accuracy of the 

estimation, SNR requirement, and particle charge range. Based on the presented results 

the following conclusions have been drawn. 

A. Velocity Estimation Range 

The simulation results have demonstrated that the velocity estimation range of 

different systems designed in respective excitation fields are different for the burst signals 

with the same level of added noise.  In the DC excitation field, the system based on the 

PLL technique was able to estimate the velocity from 1mm/s to 800mm/s with the relative 

error less than 5%. In the sine-wave excitation field, the velocity amplitude estimation 

range of PLL system was from 30mm/s to 640mm/s with the relative error less than 5%. 

In addition to the PLL system, the signal processing system based on QD technique 

was capable of estimating velocity amplitude from 10mm/s to 780mm/s in which the error 

was less than 5% and the standard deviation less than 1.4%. In the case of the square-

wave excitation field, the velocity estimation range was wider and spanned from 5mm/s 

to 800mm/s, in which the relative error was less than 10% and the standard deviation was 

less than 0.35%.  

In conclusion, the system based on PLL technique in DC field and the system based 

on spectral analysis in the square-wave excitation field performed better than the 

systems based on PLL and QD techniques in the sine-wave excitation field. Compared to 

the PLL system, the accuracy of the velocity estimation in the square-wave excitation 
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field rapidly decreased for particle velocity with and amplitude less than 5mm/s. On the 

other hand however, the working range of the system using spectral analyses could be 

easily extended without compromising the performance.  

B. Phase Shift Estimation Range 

The phase shift estimation system designed based on the Hilbert transform and 

the correlation technique was tested at the drive frequency of 1kHz and with the noise 

variance of 0.01 in both sine and square wave excitation fields. In the sine-wave 

excitation field, the phase shift estimation ranged from 5o to 90o with an error less than 8% 

and the standard deviation was no larger than 0.5%. The corresponding velocity 

amplitude ranged from 5mm/s to 800mm/s. In the square-wave excitation field, the 

system was able to estimate the phase shift from 5o to 90o with an error less than 3% and 

the standard deviation was no larger than 1.5%. The corresponding velocity amplitude 

varied from 5mm/s to 800mm/s.  

It can be concluded that the working ranges of signal processing systems in both 

excitation fields are very similar. In both the square-wave and sine-wave excitation field, 

the system performance was affected by the amplitude of velocity. More research is 

needed to fully understand this behavior and improve the performance of the system.   

C. Charge Measurement Range 

By combining the velocity and size estimation range, the charge measurement 

range was calculated. In the DC excitation field, the largest charge range was achieved by 

the PLL system. For E=0.165MV/m, the charge measurement range spanned from 2e to 

Gaussian limit. The PLL system in sine-wave excitation field achieved a charge range 
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from 10e to the saturation level. However, this charge range was achieved by changing 

the strength of the field from 1.2MV/m to 0.23MV/m between the measurements. In the 

sine-wave excitation, for f=1kHz and E=0.28MV/m, the charge range from 14e to the 

Gaussian limit is achieved by QD system. In the square-wave excitation, the 

achievable charge range is from 12e to the Gaussian limit at f=1kHz and E=0.165MV/m.  

In conclusion, for several combinations of the drive frequency and electric field 

strength, the charge range from several electrons to the Gaussian limit can be achieved 

without the need to change the drive frequency or the field strength, except the PLL 

system in the sine-wave excitation field. By comparison, the PLL system in the DC 

excitation field performs better in the estimation of lowly charged particles. However, the 

loss of some highly charged particles in DC electric field makes this system inferior. The 

system based on spectral analysis in square-wave excitation field provides the best results 

in terms of the range of measurable particle charge. 

D. SNR Requirement 

It can be concluded that the velocity estimation system based on spectral analysis in 

the square-wave excitation field has the lowest SNR requirement. When the 

SNR becomes smaller, the performance of all the tested systems degrades except the 

system based on spectral analysis working in the DC field and square-wave excitation 

field. In case of QD and PLL systems the estimation ranges became narrower as the SNR 

decreases. In the sine-wave excitation field, the PLL system is more sensitive to noise 

than the QD system.  
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Chapter 6 

Bounds on the DBS Frequency Estimation 
Variance 

6.1 Introduction 

Chapter 5 presented the results of the simulation and the performance testing of 

the signal processing systems in different excitation methods. The comparison of 

systems performance with respect to velocity and phase shift estimation range, SNR 

requirement and the charge range was made.  

In this chapter, the theoretical and numerical study of the limits of the accuracy 

of the Doppler frequency estimation is presented. The theoretical limit of the accuracy 

of the Doppler frequency estimation is an important problem with many practical 

implications for analyzing the performance of the frequency estimators. A lower bound 

on the variance of any unbiased estimator can not only provide a benchmark against 

which we can compare the performance of any unbiased estimator but also enables us 

to rule-out impossible estimators.  

The new derivation of the Cramér-Rao Bound (CRB), which uses the 2D model 

of particle motion via the measurement volume, is presented in this chapter. The 

novelty of the presented approach is in the consideration of the mean flow velocity in 

conjunction with the cross flow velocity. Rather than assuming that the particle motion 

is perpendicular to the fringe pattern as in the previously published research in the 

literature [153]~[160], the effect of the direction of the particle velocity on the 

accuracy of the Doppler frequency estimation is considered. The obtained analytical 

expression for the CRB could be very useful in many engineering applications, e.g. 
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requiring the estimation of a cross flow particle velocity with a known mean flow 

velocity component such as the one described in [161], [15].  

This chapter is organized as follows. Firstly, the LDV principles including the 

mathematical model of the DBS are briefly introduced. Then, the derivation of the 

CRB is presented. The respective influences of the size of the measurement volume, 

the particle velocity and trajectory and the effect of the signal to noise ratio (SNR) are 

illustrated. The comparison of the derived CRB with the formula from the literature 

[156], [157], [162]~[170] is given. Finally, the numerical results of the frequency 

estimation are given using FFT algorithm and Monte Carlo simulations obtained from 

the synthesized Doppler burst signals. 

6.2 Literature Review of Cramér-Rao Bound 

LDA is an optical technique ideal for non-intrusive 1D, 2D and 3D point 

measurement of velocity and turbulence distribution in both free flows and internal 

flows. The accuracy of the LDA system depends mainly upon the estimation of the 

frequency of the DBS, which is generated when a particle passes through the region of 

interference fringes of two coherent laser beams. CRB gives the lowest variance of any 

unbiased estimator and consequently yields theoretically the minimum uncertainties 

linked to the velocity estimations. Over the years several derivations have been 

published aimed at calculating the CRBs for LDA. In 1974, Rife et al. studied the 

CRB of the single-frequency complex signal from a finite number of noisy discrete 

time observations [154]. The obtained analytical bound for the circle frequency 

estimation is given by 

                  

2

2 2 2

12ˆvar{ }
( 1)A T N N
σω ≥

−                              (6.1) 

where σ2 is the zero mean variance of the Gaussian noise, T is the data sampling 

interval, A is the amplitude of the DBS and N the number of the total data points. 
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Because Rife used the single-frequency, constant amplitude signal model, the bound 

obtained does not provide accurate frequency estimation of DBS. Besson et al. 

calculated a CRB for the real LDA signal [162], [171]~[175]. Their derivation 

contained many problematic approximations and did not include the effect of the 

measurement time on the CRBs. In 2001 Wei-Qun Shu [153] published his calculation 

based on the discrete noisy complex LDA signal model and derived analytical 

expression of the CRB. Shu’s calculation included the relationship between the 

number of measurement points and the Gaussian width of the DBS as a measure of 

the difference between the real DBS and a single frequency signal. However, the time 

of flight dependence on the Doppler frequency was not included in the model and the 

particle motion via the measurement volume was assumed perpendicular to the fringe 

pattern crossing the centre of the measurement volume. Sobolev et al. derived CRBs 

for frequency estimation based on the discrete model of a complex noisy LDA signal 

[157]. The novelty of Sobolev’s calculation was to consider the dependency of the 

CRBs on the size of the measurement volume, defined in terms of the number of 

interference fringes. The effect of the measurement time as well as the dependency of 

the time of flight on the Doppler frequency was also incorporated in the calculation. 

The signal model used in [157] is given by 

2 2 2
0 0

2 2 2
0 0

( ) exp[ ( ) ] cos[ ( )] ( )
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D k D k k
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X t A t t t t w t
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ξ ω ω

−

−

= − − − +

= − − − +

∑

∑
    (6.2) 

where ξ = (πM)-1 is the optical parameter, M denotes the number of interference 

fringes in the measurement volume at the e-1 level, t0 is the particle arrival time at the 

centre of the measurement volume, w(t) is the Gaussian noise and its Hilbert 

transform ( )w t . For the t0=0 the corresponding CRB was given as 

2

2 2 3
ˆvar{ }

( 1)D A T N
ασω ≥

−
           (6.3) 

where 
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8
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2

erf

ηα
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=
⎡ ⎤+ − − + +⎣ ⎦

    (6.4) 

The η=KT/Tw is the relative current time, T is the sampling interval, 

( / 2 )w DT Mπ ω=  is the particle time of flight and 2K+1 is the number of samples per 

burst. It can be concluded form (6.3) and (6.4) that both the size of the measurement 

volume and the measurement time significantly affect the accuracy of the Doppler 

frequency estimation. 

In this chapter, the author presents the CRB derivation, which uses the 2D 

model of particle motion via the measurement volume. Rather than assuming that the 

particle motion is perpendicular to the fringe pattern we consider the effect of the 

direction of particle velocity on the accuracy of the Doppler frequency estimation. 

The obtained analytical expression for the CRB could be useful in many engineering 

applications, e.g. requiring the estimation of a cross flow particle velocity with a 

known mean flow velocity component such as the one described in [161], 

[176]~[178]. 

6.3 Problem formulation and CRBs Calculation 

Let’s consider the ellipsoidal measurement volume of the LDA, as shown in Fig. 

6.1, consisting of equidistant dark and bright fringes generated by two crossing 

coherent laser beams. As the particle traverses the beam intersection region it 

alternatively encounters bright and dark fringes and the frequency of the scattered 

signal fluctuation depends on the particle’s velocity and the interfringe distance [34]. 

The Gaussian shape envelope of the time-varying amplitude of the signal results from 

the intensity distribution of the fringes within the measurement volume. The signal is 

symmetric with respect to the instant where it attains its maximum value at the centre 

of the volume. As shown in Fig. 6.1 the duration of the signal is dependent on the size 

and the shape of the measurement volume as well as the magnitude and the direction 
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of the particle’s velocity. 

 
Fig. 6. 1. LDV measurement volume and the resulting DBS for three different scenarios of particle 

motion via the measurement volume  

The mathematical model of noisy DBS employed in this study is given by 

2 2 2 2
1 2 0( ) exp[ ( ) ( )]cos( ) ( )DS t A t t t w tβ β ω ϕ= − − + +x y        (6.5) 

where A is the amplitude of the DBS dependent on the particle’s size, the power 

emitted and the optical transmission coefficients, φ0 is the original 

phase, 1 m2cos( /2)/r =2/iMβ θ= and 2 m1/rβ =  are constants determined by the optical 

settings of the LDA system (focused beam radius rm and beam intersection angle θ). 

x(t), y(t) are particle positions projected on the X and Y axis, w(t) is the Gaussian 

noise and ωD = 2πDVx is the Doppler frequency, where D=1/i and i is the interference 

fringe spacing. 

We now consider the following discrete model of a complex noisy DBS: 

( ) ( ) ( )Z t X t jY t= +                        (6.6) 

where: 
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ˆ ( )w t is the Hilbert transform of Gaussian noise w(t).  

Assuming that the original particle position, x0 and y0, is at the centre of the 

measurement volume and t0=0. The particle motion can be described as 

1
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0 0
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            (6.8) 

In (6.7) and (6.8), there are two unknown parameters composing the estimated 

signal parameter vector, 0[ , ]T
Dθ ω ϕ= . Therefore, the joint probability density function 

is given as 

2 1 2 2
2

1 1( | ) ( ) exp{ [( ) ( ) ]}
22

K
K

k k k k
k K

f Z X Yθ μ ν
σπσ

+

=−

= − − + −∑      (6.9) 

where: 2K+1 is the number of Doppler signal samples, ,k kμ ν  are real and imaginary 

noise-free Doppler signal parts and can be expressed as  

2 2
1 2 0exp[( ) ]cos( )k D k D kA C C t tμ ω ω ϕ= + +

             

(6.10) 

2 2
1 2 0exp[( ) ]sin( )k D k D kA C C t tν ω ω ϕ= + +

           

(6.11) 

where: 2 2 2
1 1 2 2( /(2 )) , yC D C Vβ π β= − = − The CRB of the unknown parameter are the 

diagonal elements of the inverse of the Fisher information matrix (FIM), whose 
elements are 

{ }
i jijJ E H Hϑ ϑ=             (6.12) 

where E is the expectation symbol, and 
ln ( | )

i
i

H f Zϑ ϑ
ϑ
∂

=
∂

         (6.13) 

The CRB is given by  
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where 
^

iϑ  is the estimator of iϑ  and (J-1)ii is the ith diagonal element of (J-1). Taking 

into account (6.9), the elements Jij are 
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From (6.16), we can find 
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Since the sampling rate 1/T is much faster than the Doppler frequency, the 

summation in above equation can be substituted by the integral 

2 2
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The procedure for obtaining the integrals I2 and I4 is presented in the Appendix 

A. Finally substituting (A9) into (6.18), the CRB for the frequency estimation can be 

expressed as follows  
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(6.21) 

whereη is the relative current measurement time defined as 

/ wKT Tη =                   (6.22) 

Tw is the tracer particle time of flight. The 1/e2 full DBS duration equals 

to 2 2 wt TΔ = . The Tw is given by 
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( )( )2 2
1 1 22 / 1 /w DT iπ β ω β β γ= +               (6.23) 

where /y xV Vγ =  is the particle relative velocity coefficient The mξ parameter in (6.21) 

is dependent on the size of the measurement volume as well as the particle trajectory 
and is derived from (A8) and given by 

( )( )2 2
1 1 2/ 2 1 /m iξ β π β β γ= +

           
(6.24)  

Assuming that the ratio 1 2/ 1β β , which is reasonable for most LDA system 

optical configurations because of the small beam intersection angle, and substituting 

for 1β , the expressions (6.23) and (6.24) can be simplified as follows 

( )2/ 2 1w DT Mπ ω γ+
                

(6.25) 

( ) 1
21m Mξ π γ

−

+
                     (6.26) 

Figs. 6.2 ~ 6.4 show the relative mean square CRB as a function of relative 

current measurement timeη, particle relative velocity, the number of fringes and 

SNR. It can be concluded from Fig. 6.1 that the longer the measurement time, the 

more accurate the measurement becomes. It is due to the fact that more measurement 

samples of the DBS are acquired. 
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Fig. 6.2. Relative mean square CRB as a function of measurement time η and particle relative velocity 

γ=Vy/Vx (Vx =0.5m/s, M=100, SNR=3dB, T=0.3μs, θ=12deg, i = 2.29μm, ωD = 1.3Mrad/s) 
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Fig. 6.3 Relative mean square CRB as a function of the number of interference fringes M and particle 

relative velocity γ=Vy/Vx (Vx =0.5m/s, η=2, SNR=3dB, T=0.3μs, θ=12deg, i = 2.29μm, ωD = 

1.3Mrad/s) 
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Fig. 6.4 Relative mean square CRB as a function of SNR and particle relative velocity γ=Vy/Vx (Vx 

=0.5m/s, η=2, M=100, T=0.3μs, θ=12deg, i = 2.29μm, ωD = 1.3Mrad/s)   

It is also evident that the accuracy of the estimation depends on both the 

magnitude of the particle velocity and the particle trajectory via the measurement 
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volume. As the particle velocity in the direction parallel to the interference fringes 

increases, the particle time of flight decreases, which leads to the decrease of the 

number of collected samples for a given burst signal. This subsequently leads to an 

increase in the relative variance of the frequency estimation. It is also interesting to 

examine the combined effect of the size of the measurement volume and the particle 

relative velocity as shown in Fig. 6.3. It can be noted that the increase of the size of 

the measurement volume increases the accuracy of the measurement. 

6.4  Comparison with the CRB from Rife and Sobolev 

It is important to compare the derived bound with the analytical bounds 

presented in the literature. The most commonly used formula for CRBR is the one 

obtained by Rife et al. and given by (6.1). However, it is important to emphasize that 

this analytical bound was calculated for the single tone frequency signal instead of 

Gaussian weighted Doppler burst signals. The ratio of the new bound CRBm to the 

one obtained by Rife is given by 

2

3

ˆ( ) ( 1)
ˆ( ) 12( 1)

m Dm m

R D

CRB N N
CRB N

ω α
ω

−
=

−                   
(6.27) 

The expression N(N2-1)/(N-1)3 converges to 1 with an increasing  N. 

Assuming that the number of measurement points, N is greater than 50, the (6.27) can 

be approximated, with an error percentage less than 5%, as 

ˆ( )
ˆ( ) 12

m Dm m

R D

CRB
CRB

ω α
ω

=
                      

(6.28) 

Table 6.1 shows the calculated values of αm parameter as a function of the 

number of interference fringes M, relative measurement time η and particle relative 

velocity γ. It can be seen that when the measurement time is small in relation to the 

duration of the burst, i.e. ( 0)η → , αm converges to 12.  
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η M \ γ 0 0.5 1 1.5 2 

0.2 1 12.2316 12.2435 12.2613 12.2727 12.279 

0.2 2 12.276 12.279 12.2834 12.2863 12.2879 

0.2 5 12.2884 12.2889 12.2896 12.2901 12.2903 

0.2 10 12.2902 12.2903 12.2905 12.2906 12.2907 

0.2 20 12.2907 12.2907 12.2907 12.2908 12.2908 

0.2 50 12.2908 12.2908 12.2908 12.2908 12.2908 

0.2 100 12.2908 12.2908 12.2908 12.2908 12.2908 

1 1 19.0666 19.4471 20.0434 20.4426 20.6724 

1 2 20.5601 20.6691 20.8338 20.94 20.9998 

1 5 21.0211 21.0392 21.0664 21.0837 21.0933 

1 10 21.0886 21.0932 21.1 21.1044 21.1068 

1 20 21.1056 21.1067 21.1084 21.1095 21.1101 

1 50 21.1104 21.1105 21.1108 21.111 21.1111 

1 100 21.111 21.1111 21.1111 21.1112 21.1112 

2 1 59.6601 62.3282 66.7797 69.9627 71.8739 

2 2 70.9319 71.8461 73.2532 74.1787 74.7053 

2 5 74.8939 75.0553 75.297 75.4519 75.5385 

2 10 75.4964 75.5373 75.5983 75.6373 75.6591 

2 20 75.6485 75.6587 75.6741 75.6838 75.6893 

2 50 75.6912 75.6928 75.6953 75.6968 75.6977 

2 100 75.6973 75.6977 75.6983 75.6987 75.6989 

Table. 6.1 αm as a function of the number of interference fringes M, relative measurement time η and 

particle relative velocity γ = Vy/Vx  
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It is to be expected, since the shorter the measurement time the closer DBS 

resembles a single tone waveform. On the other hand the longer η the more significant 

becomes the effect of the changing envelope of DBS. The measurement time has also 

the greatest influence on the value of αm with the effect of the number of fringes and 

particle relative velocity less pronounced. It is important to bear in mind, however, 

that as far as CRB is concerned, the measurement time is not an independent 

parameter and is related to both the sampling period T, number of measurement 

samples N and the particle trajectory via the measurement volume (6.22)(6.23). The 

ratio of the new bound to CRB obtained by Sobolev et al. is given as  

ˆ( )
ˆ( )

m Dm m

S D

CRB
CRB

ω α
ω α

=
          

(6.29)

 
Assuming a long measurement time ( )η →∞  the (6.29) could be expressed as  
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( )
22

22
2

1 3ˆ( ) 1 3
ˆ( ) 1 3 1 3 1

Dm m

D m

MCRB
CRB M

πω α ξ
ω α ξ π γ

−

−

++
= =

+ + +     
(6.30) 

When the particle travels through the centre of the measurement volume in the 

direction perpendicular to the fringe pattern, i.e. Vy = 0 and γ = 0, the mξ ξ= . It this 

case the ratio (6.30) of the CRBs becomes unity. 

6.5 Numerical Results and Discussion 

Following on from the theoretical analysis presented in the previous sections 

and reported in [179]~[182] this section presents the numerical results of computer 

simulations which were performed in order to study the effect of particle trajectory via 

the measurement volume on the accuracy of the Doppler frequency estimation. In 

particular, the relative effect of the direction of the particle velocity, measurement 

time, the size of the measurement volume and SNR is investigated. For the estimation 

of the Doppler frequency the FFT algorithm has been used since it is the most 
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commonly applied signal processing scheme in laser Doppler measurement systems 

achieving good performance even for low SNRs [34], [183]~[185]. The FFT is 

combined with the parabolic interpolation scheme and Blackman windowing. The 

interpolation is necessary because the frequency resolution of the FFT is limited by 

the short duration of the bursts and the number of sampling points per burst [186], 

[187], [188]. In the process of interpolation the abscissa of the spectral peak 

maximum is found based on the three peak samples in the form of three bins of the 

magnitude spectrum nearest to the maximum [189], [190], [191]. Comparison is made 

between the derived CRB and the FFT estimation performance. The simulation 

parameters are as follows: wavelength of the laser beam, λ= 514.5nm, the intersection 

angle of two beams, θ =12deg, fringe spacing, i=2.99μm, Gaussian beam radius 

rm=160μm, frequency shift, FB =0Hz, original phase of the DBS, φ0=0 and the DBS 

amplitude A = 1. The Doppler frequency of the simulated burst corresponding to the 

cross flow particle velocity Vx of 0.5m/s is 218.23 kHz. For each parameter 

combination, the 500 Monte Carlo simulations were run in order to estimate the 

relative standard deviation (RSD) and the mean relative error (MRE) of the frequency 

estimation. The bursts are sampled with the sampling interval T of 0.3μs. Gaussian 

white noise was generated and added to the simulated burst data assuming a specific 

SNR value defined as  

2

210log
2
ASNR
σ

⎛ ⎞
= ⎜ ⎟

⎝ ⎠            
(6.30) 

where A is the DBS amplitude and the σ2 is the zero mean variance of the Gaussian 

noise. 

In Fig. 6.5 three of the synthesized burst signals with added noise component 

are plotted. Each signal represents particle passing through the measurement volume 

with a different velocity parallel to the fringe pattern, a) Vy=0m/s, b) Vy=0.5m/s and c) 

Vy=1m/s. It can be seen that although the frequency of the burst signal remains the 

same the characteristics of the signal both in terms of its envelope and duration 

becomes affected.  

Figs. 6.6 ~ 6.7 show the RSD and the MRE of the frequency estimation as a 
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function of the measurement time and the particle relative velocity. The relatively low 

value of SNR of 3dB was maintained constant throughout the whole range of η. The 

value of η was varied from 0.1 to 4 with a stepsize of 0.1. CRB corresponding to 

exactly the same simulation conditions has been shown in Fig. 6.5.  
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Fig. 6.5 Simulated Doppler Burst Signal for different values of particle relative velocity γ, SNR=13dB, 

Vx =0.5m/s, M=40, T=0.3μs, θ=12deg, i = 2.29μm, ωD = 1.3Mrad/s  a)  Vy=0m/s, γ = 0, η = 3, b)  

Vy=0.5m/s, γ = 1, η = 4.3, c)  Vy=1m/s, γ = 2, η = 6.7   

From these figures, it can be seen that the absolute differences between the RSD, 

which have been obtained by FFT and the corresponding bounds are about 10dB. 

a) 

b) 

c) 
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Similar trend in terms of the mean square error difference between the FFT estimation 

and the CRB was reported by Besson [155], [192], [193]. Further improvement to the 

efficiency of the estimator could be made by using different interpolation schemes 

e.g., least mean squares [194], [195], [196] or interpolation using all spectral 

components [197]~[202]. It can also be noted that FFT performance shown in Fig. 6.6 

and the CRB plotted in Fig. 6.2 exhibit similar characteristics in terms of the effect of 

the relative velocity on the RSD. For a given measurement time the bigger the particle 

relative velocity the higher the variance of the estimation and the less accurate the 

measurement. Fig. 6.7 shows that down to a η of 0.3 the frequency estimate is correct 

to 0.5 percent of the true value. In Fig. 6.8 ~ 6.9 the RSD and MRE of the frequency 

estimation are plotted as a function of the number of the interference fringes and the 

particle relative velocity. As can easily be seen, the RSD of the estimated frequency 

compare quite well with the CRB plotted in Fig. 6.3 in terms of the relative difference 

of estimates corresponding to the number of fringes in the measurement volume. As 

theoretically predicted, the lower the total number of fringes results in the decrease of 

the accuracy of the estimation. Also, the smaller the relative particle velocity 

coefficient the more perpendicular the motion of the particle becomes to the fringe 

pattern and the more accurate the estimates of the velocity. In addition, it is interesting 

to note that the effect of the particle trajectory via the measurement volume becomes 

more pronounced as the total number of fringes in the measurement volume decreases 

which have practical implications for the design of the optical configuration in real 

LDA measurements.  

Finally, Figs. 6.10 and 6.11 show the RSD and MRE of the frequency 

estimation obtained from analyzing 500 burst signals for a given value of the noise 

power. The investigated SNR range was from -7dB to 18dB. The simulation results 

demonstrate that that the FFT method with the interpolation scheme indeed works 

well for laser-Doppler signals which have a very low SNR. As theoretically predicted 

in Section 6.4, the increasing SNR results in the improvement of the accuracy of the 

estimation both in terms of the RSD and MRE. In a similar fashion to the results 

shown in Fig. 6.4 the particle motion via the volume affects the RSD of the frequency 
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estimation. The greater Vy/Vx, for a given measurement time, the greater RSD 

becomes regardless of the value of SNR. 
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Fig. 6.6 Relative standard deviation of frequency estimation as a function of measurement time η and 

particle relative velocity γ=Vy/Vx (Vx =0.5m/s, M=100, SNR=3dB, T=0.3μs, θ=12deg, i = 2.29μm, 

ωD = 1.3Mrad/s) 
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Fig. 6.7 Relative frequency estimation error as a function of the measurement time η and particle 

relative velocity γ=Vy/Vx (Vx =0.5m/s, M=100, SNR=3dB, T=0.3μs, θ=12deg, i = 2.29μm, ωD = 

1.3Mrad/s) 
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Fig. 6.8 Relative standard deviation of frequency estimation as a function of the number of interference 

fringes M and particle relative velocity γ=Vy/Vx (Vx =0.5m/s, η=2, SNR=3dB, T=0.3μs, θ=12deg, i = 

2.29μm, ωD = 1.3Mrad/s) 

0 0.5 1 1.5 2 2.5 3 3.5 4
0

0.2

0.4

0.6

0.8

1

1.2

1.4

Vy/Vx

R
el

at
iv

e 
E

rro
r [

%
]

 

 

M=20
M=50
M=100
M=200
M=500

 

Fig. 6.9 Relative frequency estimation error as a function of the number of interference fringes M and 

particle relative velocity γ=Vy/Vx (Vx =0.5m/s, η=2, SNR=3dB, T=0.3μs, θ=12deg, i = 2.29μm, ωD = 

1.3Mrad/s) 
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Fig. 6.10 Relative standard deviation of frequency estimation as a function of SNR and particle relative 

velocity γ=Vy/Vx (Vx =0.5m/s, η=2, M=100, T=0.3μs, θ=12deg, i = 2.29μm, ωD = 1.3Mrad/s)   
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Fig. 6.11 Relative frequency estimation error as a function of SNR and particle relative velocity 

γ=Vy/Vx (Vx =0.5m/s, η=2, M=100, T=0.3μs, θ=12deg, i = 2.29μm, ωD = 1.3Mrad/s)   
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6.6  Summary and Conclusions 

This chapter derived the CRB for a model of the DBS taking into the account 

the 2D motion of particle tracer via the measurement volume. It was shown that as the 

particle velocity starts to deviate from the cross flow direction the variance of the 

Doppler frequency estimation increases. This can be explained in terms of the 

changed DBS characteristics caused by the reduced number of fringes crossed by the 

particle in the measurement volume. The new CRB expression was compared with the 

CRB obtained by Rife and Sobolev. With the increase of the particle cross-flow 

velocity component the new CRB asymptotically converges to the Sobolev’s formula. 

In addition, the numerical simulations of the frequency estimation were performed 

using Monte Carlo simulations obtained from the synthesized Doppler burst signals. 

For the estimation of the Doppler frequency, the FFT algorithm has been used 

combined with an interpolation technique. It was shown that the numerical results 

confirmed the theoretical predictions in terms of the relative effect of the particle 

trajectory, the measurement time, the size of the volume and SNR on the accuracy of 

the Doppler frequency estimation. The presented analyses have practical implications 

for the selection of the optical configuration in real LDA/PDA measurement systems. 

With the analysis of the theoretical limit of the accuracy of the estimation 

systems accomplished, the next chapter will discuss the measurement system 

parameter selection and optimization with a goal to obtain the most representative 

picture of the aerosol charge distribution. The optimal range of the system parameters 

will be determined by considering the effects of drive frequency, magnitude of the 

excitation field and the mean flow velocity. 
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Chapter 7 

Measurement System Parameter Selection 

and Optimization 

7.1 Introduction 

In addition to the design and simulation of the signal processing systems presented 

in chapters 4 and 5 a numerical model of the measurement system has also been 

developed to estimate the percentage of aerosol particles arriving at the measurement 

volume at any given time and generating a valid DBS. The purpose of the numerical 

modeling was to examine various measurement system configurations and to establish 

the optimal range of the system parameters for both excitation methods. It is a very 

important problem since one can easily imagine a scenario where the measurement 

sample is not representative at all of the overall charge and size distribution of the 

measured aerosol (e.g. is significantly biased towards lowly or highly charged particles) 

[203].  

In this chapter, a numerical model of the measurement system is discussed together 

with the simulation results. In order to determine the optimal range of system parameters, 

the effect of drive frequency, strength of field, mean flow velocity, the size of the inlet 

and the size of measurement volume on the particle capture percentage have been 

investigated based on the specific criteria in both excitation fields. The optimal range of 

system parameters for both excitation methods has been determined with the 

recommended values proposed for sine and square wave excitation systems. 
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7.2 Numerical Simulation of the Particle Capture Efficiency 

The simulation of particle capture inside the measurement volume of the PCSA 

from a laminar flow field with known statistical properties of the particles was performed 

in a number of independent steps as represented diagrammatically in Fig. 7.1.  

 

 

 

 

 

 

 

 

 

 

 

Fig. 7.1 Schematic Representation of Simulation Program 

The numerical model takes into account the optical parameters of the PDA (fringe 

spacing, focal length of the transmitter and receiver, measurement volume 

IN
IT

IA
LI

ZI
N

G
 IN

PU
T 

PA
R

A
M

ET
ER

S 
 

PARTICLE FLOW 
DATA 

• Input flow 
• Charge 

distribution  
• Size distribution 
• Particle Density  
• Viscosity of the 

medium 

ELECTRIC 
FIELD 
EXCITATION 
PARAMETERS 

• Voltage V[kV] 
• Frequency f [Hz] 
• Waveform (sine, 

square) 

PDA OPTICAL 
PARAMETERS 

• Wavelength, λ 
• beam diameter, 

dm 
beam intersection 

angle, θ 
• frequency shift, 

FB 

MEASUREMENT 
CELL 
PARAMETERS 

• Y1,Y2,Y3 
• De, Di 
 

VALIDATION OF THE PARTICLE CAPTURE  

STATISTICAL DATA ANALYSYS  

PARTICLE GENERATION 

UPDATE THE INPUT PARAMETERS 

PARTICLE TRAJECTORY CALCULATION 

NEXT 
PARTICLE?  

YES  

NO  

UPDATE 
PARAMETER? 

YES  NO  



Ph.D. Thesis by Lu Zhang, University of Glamorgan, September 2010                                                    176 

diameter, beam properties); parameters of the excitation waveform (frequency, phase, 

amplitude); the properties of the particle flow (particle size, charge distribution, flow rate) 

as well as the geometry of the inlet and measurement cell. For a given particle 

size, charge distribution profiles, various air flow conditions and optical configurations a 

number of trials were run in both sine-wave and square-wave excitation fields. For each 

run, trajectories of 4000 particles were computed throughout the measurement cell. It was 

assumed that the aerosol flow was laminar with a uniform distribution of randomly 

generated particles across the inlet. The simulated particle’s size was from 0.5 to 10µm 

and charge from 0e to Gaussian limit. 

As shown in Fig. 7.1, first, the input parameters of the simulation are 

initialized based on the predetermined configuration of the measurement cell and the 

excitation field. Second, the particles are randomly generated across the inlet and with a 

given initial velocity, charge and size distribution at regular and closely spaced points in 

time. Based on the distance between the inlet and the measurement volume, particle 

trajectory inside the volume, the arrival time and residence time are calculated. Validation 

of the signals generated by the individual particles consist of prescribing a particle 

sample scheme, including minimum number of periods of particle oscillatory motion 

inside the volume, the minimum number of fringes crossed by the particle, the amplitude 

of the particle motion in relation to the volume diameter. Finally, the statistical data 

analyses according to the chosen validation scheme and particle properties as well as 

the characteristics of the excitation field are computed and compared with the known 

properties of the flow. The data generated at each step can also be stored in files. Thus 

systematic parameter variations and their effect on particle capture can easily be 

investigated.  

The air flow across the inlet is modeled as a uniform flow with a mean flow 

velocity in the vertical direction. The initial size of the detection volume is chosen as a 

trade off between the probability of having more than one particle occurrence at a time 

and getting a high particle sampling rate to enhance statistical estimates. The probability 

for the occurrence of coincidences reduces with decreasing measuring volume. 

The particle trajectory in the measurement cell is determined by particle charge, 

particle diameter, drive frequency, magnitude of the excitation field and the mean flow 
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velocity. The effects of these parameters on the particle trajectories inside the 

measurement cell are illustrated in Fig. 7.2~7.5 in case of square-wave excitation field. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7.2 Particle trajectories with different particle sizes and charge levels (q1/d1< q2/d2< q3/d3) in the 

measurement cell (the other system parameters are kept as constant) 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7.3 Particle trajectories with different drive frequencies (f1< f2<f3) in the measurement cell (the other 

system parameters are kept as constant) 
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Fig. 7.4 Particle trajectories with different magnitudes of excitation field (E1>E2>E3) in the 

measurement cell (the other system parameters are kept as constant) 

 

 

 

 

 

 

 

 

 

 

Fig. 7.5 Particle trajectories with different mean flow velocities (Vm1< Vm2< Vm3) in the measurement cell 

(the other system parameters are kept as constant) 
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7.2.1 Validation Criteria Applied to Detected Particles 

The aim of the numerical modeling is not only to establish how many particles 

are captured inside the measurement volume but also to ensure that the accurate 

estimation results could be obtained from the generated DBSs. It means that the burst 

length of DBS should be large enough to ensure that a valid estimation result can be 

successfully obtained by the signal processing system. Additionally, the ‘valid’ capture 

percentage is also affected by the particle residence time inside the measurement volume 

and the number of fringes crossed by the particle motion via the measurement volume. 

Moreover the geometrical parameters of the cell have to be considered: such as the 

distance between the two electrodes, e.g it is impossible for the particle to move out of 

the area between the two electrodes, the distance between the inlet and the 

measurement cell, the length of the electrodes etc. The diagram of the measurement cell 

defining the geometrical parameters is shown in Fig. 7.6.  

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7.6 Illustration of particle detection in the measurement cell 
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Different criteria are used to simulate fundamental validation requirements applied 

on a particle detected by the PCSA in square-wave and sine wave excitation fields. This 

is due to the fact that the signal processing of the DBS generated in square-wave based on 

FFT is less demanding in terms of the quality of the DBS, SNR and particle residence 

time, which increases the likelihood of the detected particles to be successfully processed. 

On the other hand the DBS processing in sine wave excitation is not only more sensitive 

to noise and the effect of the particle trajectory but also requires that the particle 

residence time in the measurement volume is at least equal to one period of the excitation, 

which effectively eliminates shorter and discontinuous burst. The specific criteria 

for both excitation fields are discussed below. 

7.2.1.1 Square-wave Excitation Field 

In the square-wave excitation system the specific validation criteria applied to the 

particle motion inside the measurement volume can be expressed as follows:  
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                                  (7.1) 

where Mx, My are the radius of the measurement volume in X and Y direction respectively, 

xmax and xmin are the maximum and minimum values of x(t), App= xmax- xmin, Mmin is the 

minimum number of fringes crossed by the particle inside the measurement volume, x(t) 

and y(t) are the instantaneous particle positions in X and Y direction and have been 

defined in (3.35).  

The first two requirements state that the particle’s centre has to cross a certain 

minimum number of fringes inside the measurement volume, which is necessary to 

produce sufficient light scattering in a real PDA systems. In the numerical simulation 

Mmin has been set equal to four, based on the recommendations from the Dantec PDA 

manual [204]). The third requirement states that the amplitude of the particle motion has 
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to be larger than Mmini, Fourth condition combined with the first two requirement ensures 

that the particle enters the measurement volume.  

7.2.1.2 Sine-wave Excitation Field 

The mathematical expression of the criterion of particle detection and validation in 

sine-wave excitation field can be given as: 
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                                                           (7.2) 

where Tdrive is the period of the drive frequency, TResidence is time for particle staying 

within the measurement vloume, so called the particle residence time. xmax and xmin are 

the maximum and minimum values of x(t), Mmin  is the minimum number of 

fringes crossed by the particle inside the measurement volume, App= xmax- xmin, x(t) and y(t) 

are instantaneous particle positions in X and Y direction and have been defined in (3.25). 

In addition to the requirements already discussed for the square-wave excitation 

the criterion defined in (7.2) ensures that the number of fringes in the measurement 

volume crossed by the particle is at  least Mmin (equal to eight) and the time for particle 

remaining in the measurement volume should be no less than one period of drive 

frequency. 

The simulation results showing the percentage of the total number of particles 

‘captured’ for different system parameters and levels of charge are discussed in the 

following sections. 

7.3 The Effect of the Drive Excitation Frequency 

The simulation results showing the percentage of the total number of particles 

‘captured’ for different excitation frequencies and levels of charge as a percentage of 

Gaussian limit in the square-wave excitation field are shown in Figure 7.7. It can be seen 
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that with the increasing drive frequency the number of particles detected inside the 

measurement volume initially rapidly increases reaching its peak value around 50Hz and 

then gradually decreases. This is mainly due to the fact that for the lower frequencies the 

amplitude of the particle motion is greater which increases the likelihood of the particle 

crossing the measurement volume.   
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Fig. 7.7 The number of particle captured inside the measurement volume for different drive frequency and 

different levels of charge as a percentage of Gaussian limit in square-wave excitation field. Laser 

wavelength λ=514.5nm, intersection angle θ =120, beam waist dw=194µm, magnitude of excitation field 

E=0.15MV/m, mean flow velocity Vm=0.05m/s, fringe spacing i=2.29µm, diameter of inlet Linlet=7mm, size 

of measurement volume, Mx=97.6µm, My=97µm. 

The amplitude of the velocity and displacement achieved in the square-wave 

excitation field is given by (7.3) and (7.4) respectively.  
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dπη
=                                                             (7.3) 
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≈ =                                           (7.4) 

where the particle acceleration period is assumed to be Tdrive/4=π/2ω. From (7.4), it can be 

seen that the amplitude of particle motion in the square-wave excitation field is directly 

proportional to the particle charge-and-diameter ratio. Therefore, for lowly charged 
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particles, the amplitude of velocity is smaller and thus the capture percentage is smaller, as 

shown in Fig. 7.7. The number of captured particles remains almost constant at higher 

drive frequencies (higher than 1kHz) due to the minute amplitude of motion. In this case, 

the particle capture percentage is mainly determined by the size of the inlet and the 

measurement volume. 
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Fig. 7.8 Real-time particle velocity in the sqaure-wave excitation field, Laser wavelength λ=514.5nm, 

intersection angle θ =120, beam waist dw=194µm, magnitude of excitation field E=0.165MV/m, mean flow 

velocity Vm=0.05m/s, fringe spacing i=2.29µm, diameter d=10µm, particle charge q=500e. 

In addition to the effect of the frequently on the amplitude of the particle motion 

one needs to consider also the maximum velocity attained by the particle in its oscillatory 

motion. Based on (3.31), the particle velocity during one period, T, of square-wave 

excitation field could achieve its terminal value, µE, when there is equilibrium between 

drag force and electrical force. By increasing the drive frequency, the maximum value of 

the particle velocity for larger particles may be less than µE as shown in Fig. 7.8. 

It can be seen that at the drive frequency of 1kHz, 10µm particle is unable to achieve this 

equilibrium, which is easily reached at the lower drive frequency of 10Hz because there 

is enough time for the particle to accelerate and attain its terminal velocity. DBS 

generated by such particles for higher frequencies of drive excitation would inadvertently 
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lead to inaccurate charge estimates.  This is one of the reasons that the particle capture 

efficiency becomes lower at higher drive frequency as shown in Fig. 7.7.  

100 200 300 400 500 600 700 800 900 100010
0.86

0.88

0.9

0.92

0.94

0.96

0.98

1

Drive frequency(Hz)

R
at

io
Velocity ratio in square-wave excitation field

 

 

d=0.5
d=1
d=2
d=3
d=4
d=5
d=6
d=7
d=8
d=9
d=10

 

Fig. 7.9 Velocity ratio corresponding to different diameters and drive frequencies in the square-wave 

excitation field, Laser wavelength λ=514.5nm, intersection angle θ =120, beam waist dw=194µm, fringe 

spacing i=2.29µm, viscosity of air η=1.8616×10-5kg/ms, particle density ρ=0.8×103 kg/m3, the Cunningham 

slip correction factor, Cc=1+2.52µ, µ is the mean free path of molecules in the air, µ=0.064µm at room 

temperature and atmosphere pressure. 

Let’s now define the velocity ratio as the ratio between the maximum value of the 

particle velocity and its terminal velocity µE in the electric field. 

/
max( ) ( (1 ))t

x maxV E e
E E

τμγ
μ μ

−−
= =                                             (7.5) 

where Vx is the particle real-time velocity in the square-wave excitation field. The 

velocity ratio corresponding to different particle diameters and drive frequencies is shown 

in Fig. 7.9. It can be seen that at higher drive frequencies, larger particles are unable to 

achieve the terminal velocity value. The relaxation time of particles with larger sizes is 

longer [205], [206], i.e. it will take a longer time to achieve the mechanical equilibrium.  
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Fig. 7.10 The number of particle captured inside the measurement volume for different drive frequency and 

different levels of charge as a percentage of Gaussian limit in sine-wave excitation field. Laser wavelength 

λ=514.5nm, intersection angle θ =120, beam waist dw=194µm, magnitude of excitation field E=0.15MV/m, 

mean flow velocity Vm=0.05m/s, fringe spacing i=2.29µm, diameter of inlet Linlet=7mm, size of 

measurement volume, Mx=97.6µm, My=97µm. 

The results showing the percentage of the total number of particles ‘captured’ for 

different excitation frequencies and levels of charge in the sine-wave excitation field is 

shown in Figure 7.10. It can be seen that the simulation results in the sine-wave exhibit 

similar behavior to the square-wave excitation. With an increase of drive frequency there 

is a rapid increase in the total number of particles captured followed by the gradual decline 

in the capture percentage. The amplitude of the particle velocity and displacement 

achieved in the sine-wave excitation field is given by (7.6) and (7.7) respectively,  
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From (7.7) it can be seen the amplitude of particle motion in the sine-wave 

excitation field is strongly inversely proportional to drive frequency. Therefore, for 
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lowly charged particles and higher frequencies, the amplitude of particle velocity quickly 

decreases and thus the capture percentage is much reduced, as shown in Fig. 7.10.  
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Fig. 7.11 Number of period captured by the measurement volume corresponding to different mean 

velocities and drive frequencies, size of measurement volume, Mx=97.6µm, My=97µm. 

However, it is also important to emphasize the two major differences between these 

excitation systems. Firstly, the overall number of particles captured in sine-wave 

excitation is significantly smaller than in square-wave excitation. Secondly, the optimum 

drive frequency in sine-wave is much higher than in the square-wave excitation. This 

difference could be attributed to the fact that the amplitude of the particle motion is much 

smaller in sine-wave than in square-wave excitation. Also, the signal processing system 

requirement in sine-wave is that the particle has to remain inside the measurement volume 

for at least one period of drive excitation. This is further illustrated in Fig. 7.11 showing 

the number of periods of particle excitation captured by the measurement volume at 

different drive frequency and mean flow velocity has been shown. It can be seen that the 

higher drive frequency and the lower the mean flow velocity the greater number of periods 

of particle excitation can be captured inside the measurement volume.  

From Fig. 7.7 and 7.10, it can be concluded that the optimum drive frequency, from 

the point of view of maximizing the number of measured particles, is between 10 and 

200Hz for the square-wave and 500 to 1200Hz for sine-wave excitation. The overall 
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number of particles detected in the measurement volume and processed by the system was 

on average 10 times higher for square than sine-wave excitation. 

The optimum drive frequency range for sine-wave excitation is similar to the 

operational frequencies used by ESPART analyzer [32]. However, the criterion for 

selecting the drive frequency in ESPART is different from the criteria used by the PDA 

system. ESPART frequency is primarily determined by the relationship between particle 

size and phase lag with the objective to minimize the measurement error. On the other 

hand, the PDA system does not have this constraint, and its operational frequency can be 

adjusted based on the probability of obtaining most representative sample of aerosol. 

7.4 The Effect of the Magnitude of the Excitation Field 

The simulation results showing the percentage of the total number of particles 

‘captured’ for different field magnitude in the square-wave excitation field are shown in 

Fig. 7.12. It can be seen that increasing the magnitude of the field up to around 0.5 MV/m 

resulted in a significant increase of the total number of particles captured, from around 

12% for 0.15MV/m to around 20% for 0.5MV/m. Although, further increase of the field 

strength had only limited effect on the overall particle capture percentage it significantly 

improved the number of lowly charged particles successfully captured.  It is due to the 

fact that for lowly charged particles, the low amplitude of the field may not produce 

sufficient particle displacement in the cross flow direction – please see section 7.2.1.1 for 

the discussion of the validation criteria.  
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Fig. 7.12 The number of particle captured inside the measurement volume for different magnitude of 

excitation field and different levels of charge as a percentage of Gaussian limit in square-wave excitation 

field. Laser wavelength λ=514.5nm, intersection angle θ =120, beam waist dw=194µm, drive frequency 

f=30Hz, mean flow velocity Vm=0.05m/s, fringe spacing i=2.29µm, diameter of inlet Linlet=7mm, size of 

measurement volume, Mx=97.6µm, My=97µm. 

The percentage of the number of particles for different electric field magnitude in 

the sine-wave excitation is shown in Fig. 7.13. Similarly to the square-wave field 

it can be observed that increasing the magnitude of the field initially resulted in a 

significant increase of the total number of particles captured reaching the peak value of 

1.5% around 0.15MV/m. In contrast to the square-wave field excitation, however, 

increasing the amplitude of the electric field beyond 0.15MV/m resulted in the gradual 

decline of the overall number of particles captured. It is mainly because of the 

validation condition (7.2), stating that the particle motion in sine wave excitation has 

to be confined to the measurement volume. Increasing amplitude of the field increases the 

amplitude of the particle displacement and effectively eliminates some of the 

highly charged particles which tend to move in and out of the volume. This effect on 

lowly charged particles, however, is much less pronounced as shown in Fig. 7.13. 
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Fig. 7.13 The number of particle captured inside the measurement volume for different magnitude of 

excitation field and different levels of charge as a percentage of Gaussian limit in sine-wave excitation field. 

Laser wavelength λ=514.5nm, intersection angle θ =120, beam waist dw=194µm, drive frequency f=1kHz, 

mean flow velocity Vm=0.05m/s, fringe spacing i=2.29µm, diameter of inlet Linlet=7mm, size of 

measurement volume, Mx=97.6µm, My=97µm. 

From Fig. 7.12 and 7.13, it can be concluded that the optimum magnitude of 

excitation field, from the point of view of maximizing the number of measured particles, 

is between 0.5 and 1.5MV/m for the square-wave and 0.06 to 0.3MV/m for the sine-wave 

excitation. The overall number of particles detected in the measurement volume and 

processed by the system was on average 16 times higher for square than sine-wave 

excitation. In both excitation fields, the capture percentage of highly charged particles 

decreases when the magnitude of excitation field becomes greater.  

7.5 The Effect of the Mean Flow Velocity 

In order to ensure the validity of the charge measurement by the PCSA the cross 

flow velocity of the particles inside the measurement cell should be entirely dependent on 

the electric field driving force. This condition can only be satisfied if strict laminar 

flow conditions are maintained inside the measurement cell. Any deviation from the 
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laminar flow or unwanted turbulence will immediately result in additional unknown 

flow component, which would wrongly interpreted by the signal processing system as the 

effect of the electrostatic charge. The laminar flow inside the inlet occurs at low Reynolds 

number (Re<2300), which is defined as, 

m
e

V LR
μ

=                                                                    (7.8) 

where Vm is the mean flow velocity, L is the diameter of the inlet, µ is the fluid viscosity.  

If the diameter of the inlet is assumed to be L=7mm, the fluid viscosity of air is  

15.68×10-6m2/s (27oC), the maximum mean flow velocity which could be used in the 

PCSA  is, 

5 /mV m s<                                                             (7.9) 
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Fig. 7.14 The number of particle captured inside the measurement volume for different mean flow velocity 

and different levels of charge as a percentage of Gaussian limit in square-wave excitation field. Laser 

wavelength λ=514.5nm, intersection angle θ =120, beam waist dw=194µm, magnitude of excitation field 

E=1MV/m, drive frequency f=30Hz, fringe spacing i=2.29µm, diameter of inlet Linlet=7mm, size of 

measurement volume, Mx=97.6µm, My=97µm. 
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Fig. 7.15 The number of particle captured inside the measurement volume for different mean flow velocity 

and different levels of charge as a percentage of Gaussian limit in sine-wave excitation field. Laser 

wavelength λ=514.5nm, intersection angle θ =120, beam waist dw=194µm, magnitude of excitation field 

E=0.2MV/m, drive frequency f=1kHz, fringe spacing i=2.29µm, diameter of inlet Linlet=7mm, size of 

measurement volume, Mx=97.6µm, My=97µm. 

The simulation results showing the percentage of the total number of particles 

‘captured’ for different mean flow velocities and levels of charge in both fields are shown 

in Fig. 7.14 and 7.15. From Fig. 7.14, it can be concluded that the particle capture 

percentage decreases as the mean flow velocity increases in the square-wave excitation 

field. The main reason for that is that higher mean flow velocity increases the particle 

displacement in one period of the excitation in Y direction and subsequently the 

likelihood of particle capture. In the case of low mean flow velocity, the particles are 

more likely to be captured. The overall number of particles detected in the measurement 

volume and processed by the system is on average 10-20 times higher for square than 

sine-wave excitation. In the sine-wave excitation field, the capture percentage drops to 

zero when the mean flow velocity is higher than 0.2m/s. This is due to the fact that the 

particle residence time is less than one period of excitation field when the mean flow 

velocity is greater than 0.2m/s. No valid estimation result can be obtained from a DBS 

with the burst shorter than one period of excitation field, as shown in Fig. 7.15. 
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Additionally, in the sine-wave field, the mean flow velocity has no obvious effect on 

the capture percentage when the mean flow velocity is smaller than 0.1m/s because the 

particle residence time remains higher than one drive period.  

7.6 The Effect of the Diameter of the Inlet 

The simulation results showing the percentage of the total number of particles 

‘captured’ for different diameters of the inlet and levels of charge in both fields are shown 

in Fig. 7.16 and 7.17. 
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Fig. 7.16 The number of particle captured inside the measurement volume for different diameters of inlet 

and different levels of charge as a percentage of Gaussian limit in square-wave excitation field. Laser 

wavelength λ=514.5nm, intersection angle θ =120, beam waist dw=194µm, magnitude of excitation field 

E=1MV/m, drive frequency f=30Hz, mean flow velocity Vm=0.05m/s, fringe spacing i=2.29µm, size of 

measurement volume, Mx=97.6µm, My=97µm. 
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Fig. 7.17 The number of particle captured inside the measurement volume for different diameters of inlet 

and different levels of charge as a percentage of Gaussian limit in sine-wave excitation field. Laser 

wavelength λ=514.5nm, intersection angle θ =120, beam waist dw=194µm, magnitude of excitation field 

E=0.2MV/m, drive frequency f=1kHz, mean flow velocity Vm=0.05m/s, fringe spacing i=2.29µm, size of 

measurement volume, Mx=97.6µm, My=97µm. 

From Fig. 7.16 and 7.17, it can be concluded that the particle capture 

percentage can be improved by reducing the diameter of inlet. The smaller size of inlet, 

the higher the probability for the particles to get captured inside the measurement volume. 

The overall number of particles detected in the measurement volume and processed by 

the system was on average 10 times higher for square-wave than sine-wave excitation. 

This is because the particle achieves higher amplitude of motion in the square-wave 

excitation field than in the sine-wave excitation field. The effect of the inlet diameter on 

the particle capture percentage is more pronounced in case of the sine-wave excitation 

field than in the square-wave excitation field. The value of capture percentage decreases 

more rapidly in the sine-wave excitation field, as shown in Fig. 7.17. The greater 

amplitude of particle motion attained in the square-wave excitation field can compensate 

the decrease of particle capture percentage resulting from the increasing of the diameter 

of inlet. 
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Other factors to consider in selecting the optimum diameter of the inlet are the 

sampling losses and the sampling efficiency. A very small inlet diameter might lead to 

poor sampling efficiency due to the limited area from which the aerosol particles are 

drawn. Additionally too small inlet diameter might contribute to sampling losses due to 

the particle deposition on the surface of the inlet tube.  

7.7 The Effect of the Size of the Measurement Volume 

The simulation results showing the percentage of the total number of particles 

‘captured’ for different diameters of inlet and levels of charge in both fields are shown in 

Fig. 7.18 and 7.19. 
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Fig.7.18 The number of particle captured inside the measurement volume for different diameters of 

measurement volume and different levels of charge as a percentage of Gaussian limit in square-wave 
excitation field. Laser wavelength λ=514.5nm, intersection angle θ =120, magnitude of excitation field 

E=1MV/m, drive frequency f=30Hz, mean flow velocity Vm=0.05m/s, fringe spacing i=2.29µm, diameter of 
inlet Linlet=7mm. 
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Fig. 7.19 The number of particle captured inside the measurement volume for different diameters of 
measurement volume and different levels of charge as a percentage of Gaussian limit in sine-wave 

excitation field. Laser wavelength λ=514.5nm, intersection angle θ =120, magnitude of excitation field 
E=0.2MV/m, drive frequency f=1kHz, mean flow velocity Vm=0.05m/s, fringe spacing i=2.29µm, diameter 

of inlet Linlet=7mm. 

From Fig. 7.18 and 7.19, it can be seen that the particle capture percentage can be 

improved by increasing the diameter of the measurement volume in both excitation fields. 

The measurement volume with a larger size increases the probability of the particles 

to be captured inside the volume, especially in the square-wave excitation field. The 

greater amplitude of the particle motion in the square-wave excitation field and the 

smaller number of fringes required in the validation criterion both contribute to the 

significantly larger number of particles captured inside the volume. There are small 

irregularities, which could be observed in the curves in Fig. 7.18, more pronounced for 

highly charged particles. These might be attributed to the fact that the validation criteria 

in square-wave is more inclusive and the particle count is more susceptible to the random 

distribution of the particle injection points across the inlet than small incremental changes 

in the size of the volume. In general, it can be concluded that, the larger the volume the 

higher percentage of particle capture. However, before opting for a very large 

measurement volume one needs to bear in mind an important tradeoff between the size of 

the volume and the coincidence error discussed in chapter 3. A large measurement 
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volume will result in a large coincidence error and a low count rate which will lead to 

poor statistical accuracy [7]. 

7.8 Summary and Conclusions 

This chapter discussed the design and the implementation of the numerical 

simulation of the PCSA measurement system. The numerical model was developed in 

order to estimate the percentage of aerosol particles arriving at the measurement volume at 

any given time and generating a valid DBS. The purpose of the numerical modeling was to 

examine various measurement system configurations and to establish the optimal range of 

the system parameters for both excitation fields. The effect of drive frequency, strength of 

field, mean flow velocity, the size of the inlet and the size of measurement volume on the 

particle capture percentage were investigated based on the specific particle validation 

criteria in both excitation fields.  

Based on the simulation results it could be concluded, that for the square-wave 

excitation, the optimal range of drive frequency is between 10 and 200Hz, the optimal 

range of magnitude of excitation field is between 0.5 and 1.5MV/m, the optimal range of 

mean flow velocity is between 0.01m/s to 0.1m/s. The particle capture percentage was 

ranging between 10-30%.  

For the sine-wave excitation, the optimal range of the drive frequency 

is between 500 and 1200Hz, the optimal range of magnitude of excitation field is between 

0.06 to 0.3MV/m and the optimal range of mean flow velocity is between 0.01m/s to 

0.1m/s. The particle capture percentage was ranging between 1-3%.  

The simulation results have demonstrated that the number of particles detected in the 

measurement volume and processed by the system was on average 10-20 times higher for 

square-wave than sine-wave excitation, which gives square-wave method a distinct 

advantage in obtaining more representative picture of the aerosol charge and size 

distribution. 

Three main reasons have been identified for the superiority of the square-wave 

excitation over the sine-wave excitation system. Firstly, in the square-wave field particles 

attain higher velocities and greater amplitudes of displacement, which increases their 
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probability of crossing the measurement volume from various injection points. Secondly, 

the sine-wave excitation requires that the particle residence time in the measurement 

volume is at least equal to one period of the excitation, which effectively eliminates 

shorter and discontinuous burst. Thirdly, the signal processing in square-wave field, based 

on spectral analysis, is less demanding in terms of the quality of the DBS, which lead to 

more inclusive validation criteria and increases the likelihood of the detected particles to 

be successfully processed.  
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Chapter 8    

Conclusions and Future Work 

8.1 Conclusions 

The main object of this research project was to design the signal processing system 

used in conjunction with an application of the PDA system to obtain particle size and 

electrostatic charge simultaneously in real time. In order to accomplish this task, during 

the course of the last four years of intensive studies, different estimation systems based 

on different signal processing strategies in different excitation fields for particle velocity 

and size estimation have been designed and implemented. The results of this 

investigation have been presented in this PhD thesis in the following structured way. 

After the introduction to the project given in Chapter 1, Chapter 2 discussed the 

underlying principles of the PCSA. Chapter 3 presented the results of the investigation of 

the characteristics of the DBS due to trajectory of single-particle or multi-particle via the 

measurement volume in different excitation fields and the study of the 

relationship between the real-time particle velocity and the instantaneous Doppler 

frequency. Chapters 4 and 5 presented the details of the design, simulation and 

performance testing results of the signal processing systems. Chapter 6 described the 

results of the theoretical study of the accuracy of the frequency estimation. The new 

expression for the CRB corresponding to the 2D model of DBS in DC excitation field 

was derived. Finally, Chapter 7 presented the results of the numerical modeling of the 

measurement system performed in order to estimate the percentage of aerosol particles 

arriving at the measurement volume at any given time and generating a valid DBS.  

The main purpose of this concluding chapter is to summarize the research findings 

against the specific objectives of the project outlined in chapter 1, Final conclusions 

will be drawn on the strengths and weaknesses of the designed signal processing systems 
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leading to recommendations for future work in the development and refinement of the 

PCSA. 

As discussed in Chapter 1, until now, the E-SPART Analyzer developed by 

Mazumder et al. is the only commercially available instrument for real-time measurement 

of the aerodynamic size and charge of particles. The instrument employs the LDA to 

obtain the particle instantaneous velocity from the frequency of the DBS. Although, the 

Analyzer presents an elegant approach, it suffers from some shortcomings. First, the size 

measurement range is narrow for a given drive frequency due to tangential 

relationship between the particle diameter and the phase lag. In order to extend the size 

range the E-SPART has to be operated in multiple frequencies, which prolongs the 

measurement and makes the instrument less suitable for characterizing rapidly evolving, 

unstable aerosols. Second, the E-SPART measures only the charged particles when using 

the AC electric drive, since the uncharged particles do not respond to the electric field. In 

order to capture the uncharged and lowly charged particles the acoustic drive is used, 

which complicates the measurement and makes it more susceptible to the unwanted 

acoustically generated flow disturbance. Third, the instrument suffers from relatively low 

particle count rate due to its sampling mechanism and signal processing constraints. 

The Particle Size and Charge Analyser (PSCA) described in this project employs 

the PDA technique, which extends the capabilities of the LDA to the measurement of 

particle velocity as well as size. Different from E-SPART Analyser, the PDA measures 

particle size optically by measuring the phase difference between signals from different 

detectors. Compared to the E-SPART Analyser, the PSCA can provide both a larger range 

of size measurement and a more accurate result of size measurement of lowly charged 

spherical particles. The first study using the PDA system to measure the particle charge 

and size distribution on medical inhalers was reported by Kulon et al.[15]. The particles 

were subjected to a stationary DC electric field. The experimental results demonstrated 

the capability of the technique to handle high particle data rates in the range of more than 

1000 particles per second. However, two main disadvantages of using DC field were also 

identified. First, the measurement volume had to be moved across the measurement cell, 

which required expensive, high precision traversing mechanism and prolonged the 

sampling time. Second, some highly charged particles were deflected towards the 
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electrodes before reaching the measurement volume due to their high electrical mobility, 

which resulted in the underestimation of their count. In order to address these 

shortcomings the oscillatory excitation electric field was used. 

The use of the PDA in conjunction with the oscillatory field such as sine or square 

wave, has led to specific challenges in the signal processing, including, burst detection, 

instantaneous frequency tracking, processing discontinuous-burst, short-DBS, burst with 

limited number of fringes due to the complex particle motion via the measurement 

volume etc. In order to understand and study the effect of the particle oscillatory motion 

on the characteristics of the DBS the mathematical models of the DBS in different 

excitation fields have been developed and implemented. From the modeling and 

simulation results, presented in Chapter 3, it can be concluded that the envelope and the 

instantaneous frequency of the DBS are dependent on the particle position in the 

measurement volume in both X and Y directions.  In the DC excitation field – steady state, 

the envelope is standard Gaussian due to the constant particle velocity in X direction. In 

the sine and square wave excitation fields, the shape of the envelope is distorted due to 

the fact that the velocity in X direction is no longer constant. Sometimes, the 

discontinuous-burst signal is generated from the oscillatory particle trajectory via the 

measurement volume, which presents a challenge for the signal detection and processing. 

Moreover, no valid results can be obtained from the DBS generated from the small 

amplitude of particle motion. It is because of the limited number of fringes crossed by the 

particle. Sometimes, no DBS is generated when the amplitude of particle motion is 

smaller than the fringe spacing. The envelope was shown to achieve its peak value when 

the particle was passing through the centre of the measurement volume.. Sometimes, 

however, the particle trajectory via the measurement volume isn’t passing through 

the centre of the measurement volume and produces DBS with substantially smaller 

amplitude. This is because the maximum intensity lies at the centre of the intersection of 

laser beams and decays from centre to edge of the interference area. Such bursts with 

small amplitude will be discarded during burst detection and validation procedure. 

Additionally, the width of the envelope, i.e. the width of the burst, is determined by the 

velocity in Y direction, i.e. the mean flow velocity. It was demonstrated that the 

instantaneous frequency of the DBS is only determined by the real-time particle velocity 
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in the X direction in the measurement volume. The peak value of the DBS 

frequency corresponds to the amplitude of particle velocity. In the DC field – steady state, 

the frequency of DBS is constant. However, the acceleration and oscillation introduced 

into the particle motion result in the variation in Doppler frequency. In sine-wave 

excitation field, the DBS can be regarded as a frequency modulated signal whose real-

time frequency changes as a sine-wave function. In the square-wave excitation field, the 

DBS can be approximately regarded as a signal with constant frequency except short 

periods of acceleration and deceleration in the particle motion.  The estimation of the 

multi-burst DBS due to the high particle concentration was also identified as one of 

the challenges in the DBS processing.  

In order to address these challenges, in the course of this research project, many 

different signal processing techniques have been studied and adapted for the application 

in the oscillatory fields. These techniques can be divided into three 

different categories based on working domain. Firstly, in the frequency domain, e.g. 

spectrum analyser, the frequency tracking demodulator. Secondly, in time domain, e.g. 

the period timing technique, QD technique. Finally, in the correlation domain, e.g. 

the correlation technique. Succinct summary of the advantages and disadvantages of 

various techniques with respect to the task of estimating particle velocity and phase shift 

in different excitation fields, in real time is given below. 

• Spectrum Analysis and Wavelet analysis 

Common signal processing for the PDA and LDA commercial systems is based on 

the FFT as good performance even for low SNRs can be achieved. The 

performance of FFT algorithm can be improved by using window and interpolation. 

The unique advantages of the FFT based algorithm are relative simplicity and 

efficiency of implementation, low SNR requirement and wide working range. 

However, as the FFT processor searches for the peak of spectrum, it requires the 

particle velocity to be almost constant during one burst and therefore, does not 

track the frequency fluctuations. In case of the DC and square-wave excitation 

fields, spectral analysis can be utilized to estimate particle velocity in a wide range 

of frequencies of DBS. It is due to the fact that frequency remains constant for most 

part of the particle oscillatory cycle with the exception of the region of the reversal 
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of the direction of particle velocity in the square-wave excitation field.  However, 

in the case of the sine-wave excitation, the DBS becomes frequency modulated thus 

rendering complex spectra spanning a wide range of frequencies. The spectrum 

analyser fails to provide real-time information. However, Wavelet analysis is able 

to solve this problem by using window with varying size to maintain the frequency 

resolution. This complicates the algorithm design without the a priori knowledge of 

the periodic nature of the particle motion 

• Frequency Trackers and Periodic Counters 

 The frequency tracking demodulators, such as PLL, have been also used to track 

the instantaneous frequency of the photo-detector signal and provide a direct real-

time measurement of the velocity. However, the performance of the PLL is rapidly 

degrading at low SNR if the large frequency range is required.  Also, the working 

range of the PLL is limited and it requires a continuous signal with a drop-out 

protection.  If the signal is discontinuous as a result of low concentration of aerosol 

particles or if the signals from two particles interfere destructively to produce 

dropout, then the signal is lost for short periods of time. This becomes a problem 

since the output at any point which has dropout will not be proportional to the 

velocity.  In the time domain, period timing counters have been used in the past to 

track the real-time frequency, but these are particularly sensitive to random noise 

fluctuations, which could lead to extra zero crossings and estimation errors. 

The counting technique can only provide a time-averaged measurement, which 

determines it is not suitable for real-time processing. 

• QD method and Correlation Technique 

 Quadrature demodulation as a means for laser Doppler frequency estimation is a 

relatively young technique that exhibits several features, which make it especially 

attractive for the application to non-stationary DBS. First, it yields time-dependent 

phase difference information between two signals and allows the instantaneous 

frequency estimation at relatively low SNR. In a manner similar to frequency 

determination, the QD method can be also used to determine the phase difference 

between two input signals which can be continually estimated throughout the burst 

and thus, phase difference changes can be registered. The QD method is able to 



Ph.D. Thesis by Lu Zhang, University of Glamorgan, September. 2010                                                    203 

process burst signal containing only a few periods which is an important advantage 

for DBS frequency estimation. In addition, a wider frequency tracking range than 

PLL is achievable with QD technique.  In commercial PDA systems, the cross-

correlation of the two Doppler signals has also been successfully utilized to 

determine the phase difference between input signals. 

Following the investigation of the signal processing methods several signal 

processing systems were designed and tested. These systems included: velocity 

estimation system using spectral analysis in DC excitation field, velocity estimation 

system based on PLL technique working in DC as well as sine-wave excitation fields, 

velocity estimation system based on QD technique under sine-wave excitation method, 

velocity estimation system using spectral analysis in square-wave excitation field and 

phase shift estimation based on Hilbert transformation and correlation technique in both 

sine-wave and square-wave excitation fields. The performances of these systems were 

evaluated using MC simulations obtained from the synthesized Doppler burst signals 

generated from the mathematical models implemented in MATLAB. The synthesized 

DBS were subsequently corrupted with the added Gaussian noise. Cross validation of the 

results was performed using hardware signal processing system employing Arbitrary 

Waveform Generator and also NASA simulator to further confirm the validity of the 

estimation. However, it is important to emphasize that the purpose of the present study is 

not to directly compare these very different signal processing schemes but rather 

independently demonstrate their performance in the context of the specific DBS 

requirements and respective excitation waveforms. 

In order to extend the theoretical analysis of the accuracy of the frequency 

estimation. the new analytical expression of CRB for a model of the DBS taking into 

account the 2D motion of particle tracer via the measurement volume has been derived. It 

was demonstrated that the CRB expression is a function of the direction of particle 

velocity relative to the fringe pattern. It was shown that the variance of the Doppler 

frequency estimation increases as the particle velocity starts to deviate from the cross 

flow direction. This phenomenon was explained in terms of the changed 

DBS characteristics and the reduced number of fringes crossed by the particle in the 

measurement volume. The new CRB expression has been compared with the CRB 
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obtained by Sobolev [177]. With the increase of the particle cross-flow 

velocity component the CRB asymptotically converges to the Sobolev’s formula. 

It can be concluded that the new Cramér-Rao Bound is more accurate and suitable for the 

DBS model mentioned in this thesis. In addition, the numerical simulations of the 

frequency estimation were performed using Monte Carlo simulations obtained from the 

synthesized Doppler burst signals. It was shown that the numerical results confirmed the 

theoretical predictions in terms of the relative effect of the particle trajectory, the 

measurement time, the size of the volume and SNR on the accuracy of the Doppler 

frequency estimation. The presented analyses have practical implications for the selection 

of the optical configuration in real LDA measurement systems.  
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lost 

digital, 
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Table 8.1 Comparison of different estimation systems 

 Finally, the numerical modeling and simulation of the measurement system was 

performed leading to better understanding of the relationship between particle charge, 

particle diameter, particle trajectory and system characteristics, such as, the strength of 
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excitation field, the drive frequency, the mean flow velocity, the diameter of inlet, the size 

of measurement volume etc. Succinct summary of the comparison of the signal 

processing systems in different excitation fields is given in Table 8.1.  

The research findings with regards to the velocity and phase shift estimation range, charge 

range, SNR requirement, particle capture percentage and the cost of hardware system can 

be summarized as follows: 

• Particle Velocity Estimation Range 

The simulation results have demonstrated that at the same level of noise the velocity 

estimation system based on PLL technique is able to estimate velocity from 1mm/s 

to 800mm/s in the DC excitation field and from 30mm/s to 640mm/s in sine-wave 

excitation field with an error less than 5%. The signal processing system based on 

QD technique is capable of performing particle velocity estimation in the sine-wave 

excitation field with a good accuracy. It is able to estimate velocity amplitude from 

10mm/s to 780mm/s in which the error percentage is less than 5% and the standard 

deviation smaller than 1.4%. In case of the square-wave excitation field, the velocity 

estimation range is wider and spans from 5mm/s to 800mm/s. In conclusion, the 

system based on PLL technique in the DC field and the system based on spectral 

analysis in the square-wave excitation field performed better than the systems based 

on PLL and QD techniques in the sine-wave excitation field. The system based on 

PLL technique in DC field provides the largest range, especially the measurement of 

particles with low velocity, down to 1mm/s. Compared to the PLL system working 

in the DC field, the accuracy of the velocity estimation in the square-wave excitation 

field decreased for particle velocity with and amplitude less than 5mm/s. On the 

other hand however, the working range of the system using spectral analyses could 

be easily extended upwards without compromising the performance.  

• Phase Shift Estimation Range 

The phase shift estimation system was designed based on the Hilbert transform and 

the correlation technique. In the sine-wave excitation field, the system is able to 

estimate the phase shift from 5o to 90o with an error less than 8% and the standard 

deviation no larger than 0.5%. The corresponding SNR is 12dB. The corresponding 

velocity amplitude ranged from 5mm/s to 800mm/s. In the square-wave excitation 
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field, it is able to estimate the phase shift from 5o to 90o with an error less than 3% 

and the standard deviation no larger than 1.5% at the SNR of 12dB. 

The corresponding velocity amplitude ranged from 5mm/s to 800mm/s. 

It can be concluded that the working ranges of the estimation systems in both 

excitation fields are similar. In both fields, the relative error and the standard 

deviation increase as the amplitude of velocity increases.  

• Charge Range 

In the DC excitation field, the largest charge range can be obtained by the PLL 

system. It’s from 2e to Gaussian limit. The PLL system in sine-wave excitation 

field provides a charge range from 10e to the saturation level. However, it is 

achieved by changing the strength of field from 1.2MV/m to 0.23MV/m. In the 

sine-wave excitation, for f=1kHz and E=0.28MV/m, the charge range from 14e to 

the Gaussian limit is attainable by QD system. In the square-wave excitation, at 

f=1kHz and E=0.165MV/m, the charge range from 12e to the Gaussian limit can be 

easily achieved without the need to change the drive frequency or the field strength.  

In conclusion, for several combinations of the drive frequency and electric field 

strength, the charge range from several electrons to the Gaussian limit can be 

achieved without the need to change the drive frequency or the field strength, 

except for the PLL system in the sine-wave excitation field. Using multiple 

frequencies prolongs the measurement and makes the instrument less suitable 

for characterizing rapidly evolving, unstable aerosols. By comparison, the PLL 

system in the DC excitation field performs better in the estimation of lowly charged 

particles. However, the loss of some highly charged particles in DC electric field 

makes this system inferior. The system based on spectral analysis in square-wave 

excitation field provides the best compromise in terms of the range of measurable 

particle charge. 

• SNR Requirement 

It can be concluded that the velocity estimation system based on spectral analysis in 

the square-wave excitation field has the lowest SNR requirement. When the SNR 

becomes smaller, the performance of all the tested systems degrades except the 

system based on spectral analysis working in the DC field and square-wave 
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excitation field. Compared to the systems based on PLL technique in the DC 

excitation field and the sine-wave excitation field, the QD model gives a better 

performance at the low SNR. In the sine-wave excitation field, the PLL system is 

more sensitive to noise than the QD system. 

• Particle Capture efficiency 

It has been concluded that in an oscillating excitation system, such as sine-wave and 

square-wave excitation system, more highly charged particles can be measured than 

in DC excitation system. The numerical modeling of sine-wave and square-wave 

excitation systems demonstrated that the percentage of particles detected in the 

measurement volume and processed by the system with valid estimation results was 

significantly higher for square-wave excitation which gives this system a distinct 

advantage in obtaining more representative picture of the aerosol charge and size 

distribution. 

• Operation of the system and the cost of hardware implementation 

In the DC excitation field, the measurement volume has to be moved forward 

and backward in order to capture the moving particles of different mobilities. 

This creates significant difficulties in the experimental operation and require 

expensive, high precision traversing mechanism and prolonged the sampling time. 

Additionally, in the DC field, some highly charged particles will reach the 

electrodes before they are captured by the measurement volume. Compared to the 

DC field, the oscillating excitation methods, sine-wave and square-wave, make the 

operation easier due to the oscillation in particle trajectory. The measurement 

volume could be kept stationary in the middle of the cell. Moreover, the 

highly charged particles won’t be lost. However, the accuracy of the measurement 

of the lowly charged particles decreases in oscillatory fields with the increase of the 

drive frequency. When the amplitude of motion of lowly charged particle is smaller 

than a certain number of fringe spacing, the correct estimation results can’t be 

obtained from the corresponding DBS. 

Based on the discussion shown above, it can be concluded that the velocity 

estimation system based on spectral analysis in square-wave excitation field offers the best 
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overall performance in terms of the working range, noise sensitivity and particle capture 

percentage. 

 The main reasons for the superiority of the square-wave excitation over the sine-

wave excitation system can be summarized as: Firstly, in the square-wave field particles 

attain higher velocities and greater amplitudes of displacement, which increases their 

probability of crossing the measurement volume from various injection points. Secondly, 

the sine-wave excitation requires that the particle residence time in the measurement 

volume is at least equal to one period of the excitation, which effectively eliminates 

shorter and discontinuous burst. Thirdly, the signal processing based on FFT is less 

demanding in terms of the quality of DBS, which increases the likelihood of the detected 

particles to be successfully processed.  

8.2 Future work 

It is envisaged that the future work will focus on the following tasks: 

1. Performance evaluation of the estimation systems based on raw DBS 

Although the system performance has been tested using MC simulations on 

synthesized DBS, which closely resemble the real laser Doppler signals, it is 

important to evaluate the performance of the PCSA based on some raw DBS obtained 

from experiments. Compared to the simulated DBS obtained from the mathematical 

model, the raw signals will provide the ultimate performance test of the systems. 

2. Implementation of the Maximum-likelihood Estimator (MLE) and a new 

derivation of the CRB for the oscillatory field  

The MLE should be implemented and the results should be compared with the newly 

formulated CRB. In addition a new CRB should be derived using the oscillatory 

motion of the particle via the measurement volume and the 2D model of the particle 

motion via the volume. This is a very challenging task due to high 

mathematical complexity of the problem. 

3. The hardware implementation 

After having completed the design and performance testing of the estimation systems, 

the hardware system implementation and integration are expected to be performed. 
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There are two comparable implementation schemes to be considered, analog and 

digital system. The analog system will be composed of the optical front end to 

generate analog DBS, the hardware circuits, the ADC for data conversion and PC. 

The digital system will consist of the following parts: the optical front end to generate 

analog DBS, ADC and DAC connected to the DSP processor for data conversion, 

DSP processor and PC. The developed DSP program installed on the DSP chip will 

sample, detect, store data. DSP board and PC will perform the data acquisition. 

DSP code installed on the PC will demodulate signal and calculate particle size 

and charge., 

4. Evaluation of the measurement system performance using unipolarly 

and bipolarly charged aerosols 
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Appendix A 

Determination of the Integrals from the 

Fisher Information Matrix 
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Substituting for K=(N-1)/2 and 3KT Cη = −  in (A2) ,(A4)  
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Let’s, define  

4 ( 1) /(2 2 )m C N Tξ η= −                                                 (A8) 

Finally, rearranging (A7) and substituting (A8) 
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Additionally, the derivation and simplification of tracer particle time Tw and parameter ξm 

are shown below.  
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Let’s define 
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which is called the particle relative velocity coefficient. 

Therefore, 
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Appendix B 

Derivation of Formulas of Particle Velocity 

and Position in Square-wave Excitation 

Field 

In the square-wave excitation field, the particle is affected by two forces. One is the 

electric force due to the excitation field, the other one is call the drag force arised 

from the viscosity of the medium in the measurement cell. These two forces are 

defined as below. 

0 / 2
( )

/ 2e

q t T
t

q T t T
≤ <⎧

= ⎨− ≤ <⎩

E
F

E
                                  (B1) 

where T is the period of the square-wave excitation. 

3 ( )( )drag
c

d tt
C

πη
= −

vF                                                   (B2) 

The motion of particle in un-equilibrium state in square-wave excitation field will be 

investigated below. 

a. Particle motion in the period from t=0 to t=T/2 

In this period, the particle velocity is accelerated from 0 to Vx. The figure of particle 

motion and forces is shown in Fig. A.1. 

 
Fig. A.1 

The corresponding motion equation is shown in (A.3) 

The positive direction 

a v(t) 

Fdrag Fe 
+q   Particle 
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This is a 1st order linear equation with the original condition, v(0)=0. 

Assuming  2

3 18 ,
3

c

c c

EqCdA B
mC d C d
π η η

ρ π η
= = =                    

Thus, the corresponding solution is  

( ) (1 )Att B e−= −v                                                (B4) 

b. Particle motion in the period from t=T/2 to t=T  

In this period, the particle velocity is decelerated from Vx to 0. The figure of particle 

motion and forces is shown in Fig. A.2. 

 

Fig. A.2 

The corresponding motion equation is 
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This is a 1st order linear differential equation, whose solution is 
( / 2) ( / 2)( ) ( )A t T A t Tt e C Be− − −= −v                                  (B6) 

The original condition is ( / 2) xT =v V  

The positive direction 

a v(t) 
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Fe 
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After calculation,                           
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Therefore, the particle velocity function can be expressed as 
( / 2) ( / 2) ( / 2)( ) (2 ) [2 1]A t T A t T A t Tt e B Be B e− − − − −= − = −v                (B8) 

c. Particle motion in the period from t=T to t=3T/2 

In this period, the particle velocity is accelerated from -Vx to Vx. The calculation is 

similar to the case a, except the original condition, v(T)= -Vx. 

The corresponding result is  
( 3 / 2)( ) [1 2 ]A t Tt B e− −= −v                                       (B9) 

In conclusion, the particle velocity in the period from t=0 to t=3T/2 in the square-

wave excitation field is derived. The motion from t=T/2 to t=3T/2 will be repeated 

from time to time. 
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where 2

3 18 ,
3

c

c c

EqCdA B
mC d C d
π η η

ρ π η
= = =  

1/A is defiend as the relaxation time τ, i.e. 
21
18

cd C
A

ρτ
η

= =                                    (B11) 

Additionally, the electrical mobility of the charged particle, µ is defiend as 

3
cqC B

d E
μ

π η
= =                                             (B12) 

By integrating (A.9), the particle position in the measurement volume can be obtained. 
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In conclusion, the particle trajectory in the sqaure-wave excitation field from t=0 to 

t=3T/2 is obtained. 
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Appendix C 

Derivation of (4.54) 

 

( ) ( ) cos[2 ( )] ( )I t A t Dx t n tπ= +                                           (C1) 

 ( ) ( ) sin[2 ( )] ( )Q t A t Dx t n tπ= +                                           (C2) 
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dt dt dt
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i.e. 2
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2 2 2 2( ) ( ) ( ) 2 ( )[ ( ) ( )] 2 ( )I t Q t A t n t I t Q t n t+ = + + +                     (C8) 

Therefore, when there is no noise, 
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Appendix D 

List of Publications 

D1 Journal Papers 

1. L. Zhang, J. Kulon, “Comparative Study of Square and Sine Wave Excitation 

Methods for the Measurement of Aerosol Particles Charge and Size Distribution 

using Phase Doppler Anemometry, Signal Processing Strategy, System Modelling 

and Optimisation”, IEEE Trans. Instrum. Meas. (In print). 

2. L. Zhang, J. Kulon, “The Effect of a Particle Trajectory via the Measurement 

Volume on the Accuracy of the Laser Doppler Frequency Estimation”, Flow 

Measurement and Instrumentation (Submitted). 

D2 Conference Papers 

1. L. Zhang, J. Kulon, “Cramér-Rao Bounds for a Laser Doppler Anemometer: The 

Effect of the Particle Trajectory via the Measurement Volume”, I2MTC Int. 

Instrument. Measurement Technology Conf., Austin, 3~6 May 2010, pp. 300-303. 

2. L. Zhang, J. Kulon, “Real-Time, Non-Invasive Measurement of Medical Aerosol 

Charge and Size Distribution, Signal Processing Strategy, System Modelling and 

Optimization,” I2MTC Int. Instrument. Measurement Technology Conf., Singapore, 

5~7 May 2009, pp. 457-462. 

3. L. Zhang, J. Kulon, “Numerical modelling and parameter optimisation of the Particle 

Charge and Size Analyser”, Proc. of the 4th FAT Research Workshop, University of 

Glamorgan, UK, 12 Mar. 2009, pp. 29-33. 
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5. L. Zhang, J. Kulon, “Real-time Velocity Estimation of Charged Particles using Phase 
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Research Workshop, University of Glamorgan, UK, 6 Mar. 2008, pp. 25-29. 

6. J. Kulon, L. Zhang, “PLL System Design for Simultaneous Analysis of Particle 

Charge and Size using Phase Doppler Anemometry,” in 9th IEEE International 

Conference on Applied Electronics, Pilsen, Czech Republic, pp.117-120, 5~ 6 Sep. 

2007. 

7. L. Zhang, J. Kulon, “Real-Time Signal Processing Method for Obtaining Charge 
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International Summer School and Symposium on Medical Devices and Biosensors 
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8. L. Zhang, “PLL design for real-time measurement of Particle charge,” in the 6th 
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9. L. Zhang, “Real-time signal processing technique for the measurement of 
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