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Abstract: We proposed a new model (SH-Model) to observe the human effects in pointing tasks. The SH-Model is approved as a reliable evaluation model. We also show how the SH-Model can be applied as an evaluation tool to observe the human effects. We evaluated four input devices, a mouse, a pen with a big tablet, a trackball and a pen with a small tablet. The comprehensive analysis including the SH-Model, ANOVA analysis and questionnaire can offer a clear comparison of the four input devices. The coefficients of the human factor in the SH-Model show the features of different human performance effects when using different devices. According to our analysis, the mouse is the best for the pointing task designed for our experiment, whereas the trackball is the worst. This study not only verifies the application of the SH-Model as a valid evaluation tool for the various devices, but also helps us to observe the human effects separately from the system effects.

1. Introduction

The appearance of more and more computer input devices makes designing human computer interfaces a more complex matter. Designers have to choose suitable devices from a lot of candidates. Sometimes the choice can be made comparatively easily, but in other cases, when more than a few input devices may be applicable, it is not easy to make a final decision. Many factors including physical characteristics (such as mechanical reliability and installation space) and cost have to be considered. Therefore, empirical experiments are necessary if the best selection from a range of input interfaces is to be achieved. Meanwhile, as a basis for empirical analysis in human interface design, researchers use performance evaluation models to afford prediction and evaluation power.

1.1 Fitts’ law

One of the most famous models used for pointing task evaluation and prediction is Fitts’ law [6], which was proposed by Fitts in 1954. One widely accepted version of this law is presented in the following form[10]:

\[ MT = a + bD \] (1)
where $MT$ is the movement time in which the subject moves a pointing device from one target’s center to another target’s center. $a$ and $b$ are empirically determined constants. $ID$ is the index of difficulty for the task, which can be expressed as:

$$ID = \log_2\left(\frac{A}{W} + 1\right)$$ (2)

Here $W$ is the target width and $A$ is the distance between the centers of the two targets (Fig. 1). We call Eq(1) the $ID$ model.

![Figure 1: The two targets used in the pointing task experiment.](image)

Nevertheless, Fitts’ law formulations (Eq(1) and Eq(2)) are based on the analogy to the information capacity formulation. The use of the analogy without mathematical verification is questionable. Moreover, the performance accuracy is not considered. This is not reasonable for scientific device evaluation [17]. Therefore, some researchers prefer to use the “effective target width” ($W_e$) rather than the target width [4][16]. In this paper we call this kind of derivational version of Fitts’ law the $ID_e$ model.

The equation for the $ID_e$ model is:

$$MT = a + b \log_2\left(\frac{A}{W_e} + 1\right)$$ (3)

The corresponding effective index of difficulty can be defined as:

$$ID_e = \log_2\left(\frac{A}{W_e} + 1\right)$$ (4)

However, the reliability of the $ID_e$ model is also doubted by others [17]. Actually, the $ID$ model and $ID_e$ model have their respective advantages and problems in different application situations [18]. Thus, a model named the SH-Model was developed based on time series analysis and not limited to spatial constraint any more [14].

### 1.2 SH-Model

We established a new model, the SH-Model, based on time series analysis, while the traditional Fitts’ law models are based on the concept of Shannon’s capacity of channel and limited by the spatial distribution of the input hits.

In pointing tasks, the effects can be divided into two parts, the system effects and the human effects. Assuming that the system effects can be expressed by the variables of a pointing task (the amplitude between two targets and the target width), and the human effects can be indicated by the pointing success rate, Ren and colleagues established a model named the SH-Model [14]:

$$\ln(MT) = a + b \ln(SI_e) + c \ln(SI_h)$$ (5)

Another form of Eq(5) for computing the predictive value of $MT$ is:

$$MT = e^a SI_e^b SI_h^c$$ (6)

In this model $SI_e$ shows the effects of the system, and $SI_h$ shows the effects of the
human.

In Eq(5) and Eq(6),

\[ S_{I_k} = \log_2 \left( \frac{1}{P_k} \right) = \log_2 \left( \frac{A}{W} + \lambda + 1 \right) \] (7)

Here \( S_{I_k} \) indicates the self-Information of the system. \( A \) and \( W \) indicate the target amplitude and target width respectively. In Eq(7), \( \lambda \) is not a parameter of the task, but a parameter determined by the experimenter. During the analysis, the experimenter can test different values of \( \lambda \), and finally choose a comparatively better one by using the minimum AIC estimation method [14].

In Eq(5) and Eq(6),

\[ S_{I_h} = \log_2 \left( \frac{1}{P_h} \right) \] (8)

\( P_k \) indicates the probability that hits will fall into the target width. Thus, Eq(8) can be regarded as self-information depending on the probability of success, reflecting the effects of human performance.

The minimum AIC method [9][15] has proved that the SH-Model is better than the traditional models for pointing task evaluation [14].

2. Experiment 1: On PDA

To compare the performance of our new model with the traditional models, we used the data from a pointing experiment on a PDA, which was developed according to the one-direction pointing task defined in ISO 9241-9 [7].

2.1 Subjects

Twelve subjects (6 male, 6 female, aged from 20 to 22, all right handed) were tested in the experiment.

2.2 Apparatus

The PDA used in the experiment was a Psion RevoTM running Windows EPOC, 157 mm (width) x 79 mm (height) x 18 (thickness). The weight of the PDA was 200 g. The display was 480 x 160 pixels (1 pixel is about 0.24 mm). A stylus pen was used as the input device. Experimental software was developed with Java.

2.3 Design

The experiment was a 3 x 3 within-subjects factorial design. The factors and levels were as follows:

- Target widths: 10, 20, 40 pixels (2.4, 4.8, 9.6mm)
- Amplitudes, or distances between the center of targets: 100, 200, 300 pixels (24, 48, 72 mm)

Each subject performed the task in 30 trials in each of nine conditions. There was no rest time between two conditions, because the performance time was so short (within 30 minutes) that no fatigue would be incurred by it. The height of the targets was 90 pixels in all trials. Targets were presented in different order to the various subjects.

Because the actual time slot of the first trial was zero, the total number of data that we processed was 3(targets amplitudes) x 3(target widths) x 29(trials) x 12(subjects) = 3132.
2.4 AIC values of the three models from the data of Experiment 1

The results of the calculation are shown in Table 1.

From the above computation with the PDA experimental data, the SH-Model obtained the lowest AIC (37696). Therefore, this model can be regarded as the best of the three models.

3. Experiment 2: On Tablet PC

To make sure our models have universality and are not limited to PDA experimental data, we conducted an experiment which was the same as Fitts’ reciprocal tapping paradigm to obtain the paradigm Fitts’ law experimental data to see if it did indeed support our conclusions. Thus we performed an experiment on a Tablet PC.

3.1 Subjects

Twelve subjects (9 male and 3 female, aged from 21 to 38, mean = 26, all right handed) were tested in the experiment.

3.2 Apparatus

The tablet PC used in the experiment was a FUJITSU FMV STYLISTIC running Windows XP. The screen size was 21 cm x 15.6 cm, 1 pixel = 0.2055 mm. Experimental software was developed with Java.

3.3. Design

The experiment was a 3 x 3 within-subjects factorial design. The factors and levels were as follows:

- Target widths: 12, 36, 72 pixels (2.5, 7.4, 14.8 mm)

- Amplitudes, or distances between the center of targets: 120, 360, 840 pixels (24.7, 74.0, 172.6 mm)

Each subject performed the task in 12 trials in each of nine conditions. Each subject was instructed to repeat the experiment three times with different conditions, i.e. to tap the targets "as accurately as possible", "as accurately and fast as possible", and "as fast as possible". The goal was to make the subjects operate at a wide range of error levels. They were asked to take a rest before the next condition task. Targets were presented in random order to the subjects.

3.4 AIC values of the three models from the data of Experimental 2

The ID model, the ID, model, and SH-Model are applied with the experimental data and their AIC values are shown in Table 2.

From the above computation, we can conclude that with the data of Experiment 2,
the SH-Model still has the lowest AIC (46077) (see Table 2). The experimental outcome gave powerful support to our previous conclusion.

4. Experiment 3: Devices Comparison

We executed Experiment 3 according to the Fitts’ law paradigm experiment with four different devices to produce the data for device comparison.

4.1 Subjects

Twelve subjects, of different genders and ages (3 females and 9 males, 21 to 32 years old, average age 25) participated in the experiment. All the subjects were right hand dominant.

4.2 Apparatus

The experimental apparatus included a desktop personal computer (screen size: 43cm/17.0” Diagonal, pixel pitch: 0.264mmH x 0.263mmV, each pixel on the screen was 0.264 mm wide) (see Fig.2), a mouse (Agiler AGM 6124X), a pen with big tablet (WACOM Intuos. Graphics Tablet model i-900 serial), a pen with small tablet (WACOM FAVO Tablet F410 ET0405), and a trackball (Microsoft Trackball Explorer 1.0) (Fig.3). The experimental program utilized the full-screen mode as shown in Fig.2.

4.3 Design

The combinations of different width ($W$) and amplitude ($A$) are same as in Experiment 2. The order of the 9 width and distance combinations was randomized. Twelve trials were presented in each combination, with the first tap excluded in analysis. Subjects performed the task with all the four devices.

4.4 Results

The AIC values of different models and different devices are listed in Table 3. It is obvious that the SH-Model can obtain the smallest AIC values for each of the four devices.

Figure 4 helps us to see what would happen if we use the $ID$ model (Eq(1)). However, since Eq(1) cannot depict the complex interactions
between the effects of the tasks difficulty and the performers’ subjective inclination, it is not a completely reliable model for device evaluation. With partial modification of the ID model, the $D_e$ model may depict a more reliable picture of the trend lines for the tasks and the four input devices (Fig.5). Unfortunately, all $R^2$ values for the four tasks’ regression lines are smaller or much smaller than those derived from the ID model. The $R^2$ of the regression line for the pen with big tablet is actually too small to be reliable. This means that although the ID model helps to observe the reality more clearly, the results brought by it are simultaneously unstable.

Thereafter, to check the feasibility of the SH-Model for the evaluation of the four different input devices, we applied the experimental data to the SH-Model to see whether there was any difference among the effects of different devices and, if there was some difference, which one would be the best one for pointing tasks. Coefficients estimated by the least square method are shown in Table 4. Note that although the estimation of $\epsilon$ in the SH-Model is comparatively small as an absolute value, the modifying quantity is still significant for the non-linear formulation (Eq(6)).

Fig.6 shows the interaction of the two factors ($SI_a$ and $SI_b$) in pointing tasks and their effects on movement time. We can see that in most cases, the mouse took the least movement time in the pointing task for the desktop computer. In the mean time, the trackball took the most time of the four devices. The error rate for the tasks on the four devices are 1.9%, 2.5%, 0.8%, 2.5% respectively for the mouse, the pen with big tablet, the trackball and the pen with small tablet.

5. Discussions

This study proposed an alternative model, SH-Model, for the development of the solution for Fitts’ law’s problems. Using the ID model, if error rates have not been considered, in other words, if the experimenter does not control the error rates during the experiment, or if subjects cannot follow the instructions accurately, then the experimental data may not follow the normal distribution and/or keep the error rate of 4%. Using the ID model as a post hoc method, though the error rate is modified to be 4%, it is still not certain whether or not the experimental data can
follow the normal distribution. This means there may be a difference between the reality and the prediction.

We compared the AIC values of different models including two traditional ones with the new one designed in this study. From Tables 3 and 4, the AIC results show that the new model is much better than the traditional ones.

Fig.4 and Fig.5 roughly show that for the pointing task with an identical requirement for both speed and accuracy, the mouse is better than the other devices and the trackball performed the worst. However, with the ID$_s$ model, as we have observed, all $R^2$ values for the four tasks’ regression lines are small and sometimes too small to be reliable. Moreover, although the information on individual performers is included in Fig.5, we cannot observe it directly from this figure. Therefore, we used the SH-Model to do the device evaluation and to observe the features of different devices.

Fig.6 gives a more comprehensive description of the pointing task. In this figure, we can see that the effect from $SI_k$ is obvious. This is seen most clearly by referring to the data for the trackball. When the task situation is fixed, a bigger $SI_k$ derived from smaller $P_s$ will incur a bigger increase in movement time (see Fig.6). For the other devices, the increase is not so apparent. This implies that in pointing tasks which require subjects to perform quickly and accurately, it is not easy for the subjects to increase speed when they use the trackball. This agrees with the fact that the subjects were able to obtain greater speed when using the other devices. Considering the effect of $SI_k$ simultaneously, Fig.6 (a) shows that the mouse is the most suitable device for the pointing task because

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Mouse</th>
<th>Pen with big tablet</th>
<th>Trackball</th>
<th>Pen with small tablet</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>6.30</td>
<td>5.91</td>
<td>7.02</td>
<td>5.74</td>
</tr>
<tr>
<td>b</td>
<td>0.533</td>
<td>0.789</td>
<td>0.461</td>
<td>0.837</td>
</tr>
<tr>
<td>c</td>
<td>0.0771</td>
<td>0.000837</td>
<td>0.104</td>
<td>-0.00694</td>
</tr>
</tbody>
</table>

Table 4: Coefficients in the SH-Model estimated by the least square method

Figure 4: Regression lines for the four tasks using the ID model

Figure 5: Regression lines for the four tasks using the ID$_s$ model
when task difficulty (which can be expressed by \( SL \)) is increased, people do not need to slow down greatly to keep an acceptable degree of accuracy. Furthermore, when using the mouse in any given task situation, it is not very difficult to increase the speed.

Comprehensively speaking, through applying the SH-Model (Table 4 and Fig.6), it is clear that for the pointing task designed for this experiment, the mouse is the most suitable input device, the pen with small tablet ranks second, the pen with big tablet ranks third, and the trackball ranks fourth (last).

6. Conclusions

This study has the following significant points for the HCI applications.

First, we introduced a new method which applies the general information theory (self-information) and also the probability theory to established pointing performance models.

Second, it is the first attempt to observe the effects of system and human beings distinctly in one model.

Third, we have not only verified the advantages of the SH-Model, but we have also applied the powerful AIC statistical tool to the evaluation of human performance models for the first time in the human computer interaction area.

Fourth, in the device comparison based on the SH-Model, for each of the four devices, the SH-Model obtains the minimum AIC value, which means not only that the SH-Model is better than the other traditional models, but it also supports the idea that the SH-Model can be applied to other kinds of human computer interfaces.

Finally, the SH-Model can effectively evaluate input devices for pointing tasks.
which require both speed and accuracy. The coefficients estimated by the least square method in the model help us to understand the difference between different input devices.

We have established a new model, the SH-Model, for the pointing task in HCI, and testified its’ superiority over the traditional models through AIC analysis. Thereafter, the devices evaluation in different tasks will also contribute to user interface design by affording reliable guidance. We believe we have shown that the SH-Model achieves this better than the traditional models. This agrees with the idea that the establishment of more reliable evaluation models is one of the more important tasks of researchers in the field of human-computer interaction.
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\(^1\) AIC (Akaike’s Information Criterion) is a model selection criterion which can be used for non-linear model evaluation[2]. It is defined on the basis of the maximum log-likelihood and the number of parameters to be estimated by the maximum likelihood method:

\[
AIC = -2M + 2N
\]

\(^M\) is maximum log likelihood of the model, \(N\) is number of estimated parameters in the model. By using the least squares method, we can estimate the parameters in models, and get the AIC value of different models easily and then compare the effects of different models. The AIC method itself can reimburse the deviation brought by the parameters before it gives out the final results. Overall, the model with the smallest AIC value can be regarded as the best one.

\(^2\) Here the curving surface of the pen with small tablet is different from the others because the value of coefficient \(c\) is minus, thus some of the curving surface cannot be shown in this figure.