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Abstract

A physical system is said to be complex if it exhibits unpredictable structures, patterns or regu-

larities emerging from microstructural dynamics involving a large number of components. The

study of complex systems, known as complexity science, is maturing into an independent and

multidisciplinary area of research seeking to understand microscopic interactions and macro-

scopic emergence across a broad spectrum systems, such as the human brain and the economy,

by combining specific modelling techniques, data analytics, statistics and computer simulations.

In this dissertation we examine two different complex systems, the human heart and financial

markets, and present various research projects addressing specific problems in these areas.

Cardiac fibrillation is a diffuse pathology in which the periodic planar electrical conduction

across the cardiac tissue is disrupted and replaced by fast and disorganised electrical waves. In

spite of a century-long history of research, numerous debates and disputes on the mechanisms

of cardiac fibrillation are still unresolved while the outcomes of clinical treatments remain far

from satisfactory. In this dissertation we use cellular automata and mean-field models to quali-

tatively replicate the onset and maintenance of cardiac fibrillation from the interactions among

neighboring cells and the underlying topology of the cardiac tissue. We use these models to

study the transition from paroxysmal to persistent atrial fibrillation, the mechanisms through

which the gap-junction enhancer drug Rotigaptide terminates cardiac fibrillation and how focal

and circuital drivers of fibrillation may co-exist as projections of transmural electrical activi-

ties.

Financial markets are hubs in which heterogeneous participants, such as humans and algo-

rithms, adopt different strategic behaviors to exchange financial assets. In recent decades the

widespread adoption of algorithmic trading, the electronification of financial transactions, the

increased competition among trading venues and the use of sophisticated financial instruments

drove the transformation of financial markets into a global and interconnected complex system.

In this thesis we introduce agent-based and state-space models to describe specific microstruc-

tural dynamics in the stock and foreign exchange markets. We use these models to replicate the

emergence of cross-currency correlations from the interactions between heterogeneous partici-

pants in the currency market and to disentangle the relationships between price fluctuations,

market liquidity and demand/supply imbalances in the stock market.
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Chapter 1

Introduction

1.1 Complex systems and complexity science

In physics, a system is defined as a subset of the universe [1]. Scientists are typically interested

in describing how the state of a system changes following internal or external events [1]. Some

of these systems host a large number of interacting components and their structures, patterns

and dynamics cannot be satisfactorily described by assessing these components in isolation

[2, 3]. For instance, a rapid collapse of stock prices cannot be understood by examining how

a single market participant acted in the proximity of this event. Similarly, the dynamics of a

pedestrians flow cannot be explained by assessing the behaviour of single individuals without

considering how they mutually influence others’ decisions. Scholars often describe these systems

as complex and a dedicated discipline, known as complexity science, has gradually emerged in

the last decades with the aim of developing theoretical and computational tools to understand

how macroscopic, i.e., system-wide, structures emerge from microscopic interactions among the

many parts of these systems.

A characteristic feature of complexity science is its interdisciplinary nature. In this context,

similar theories and methodologies are often used to examine very different systems. For in-

stance, network models have been employed to study competition between firms [4, 5, 6], the

foreign exchange market [7, 8], scientific co-authorships [9, 10, 11] and urban traffic [12, 13] while

mean-field models have been successfully used in astrophysics [14], disease spreading [15, 16],

traffic flows [17, 18], epilepsy [19] and atrial fibrillation [20], among many others. In this setting,

it is not surprising that complexity science scholars are interested in identifying universal traits
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and features of complex systems rather than confining their research to a specific field of study

[3]. As a result, a scientist devoted to complexity science is very likely to work on a broad

spectrum of systems, e.g., earthquakes, brains, financial markets, and to collaborate with many

researchers coming from different scientific backgrounds. The idea that physicists, mathemati-

cians, economists, medics and many other figures can interact with each other, being inspired

from and contribute to research areas beyond their original expertise is extremely fascinating if

one considers the fact that modern scientific research is extremely specialized and fragmented.

1.2 Academic research presented in this thesis

The initial scope of my doctoral studies was to exclusively focus on the microstructural aspects

of modern financial markets. At that time, I was eager to examine these physical systems from

perspectives that stray from the well known mathematical theories of finance. My main criticism

to these theories was the fact that they tend to focus on the mathematical modelling of asset

price dynamics but completely overlook the microstructural interactions and constraints that

lead to their formation. This motivated me to put financial interactions “under the microscope”

[21] by turning my focus on an electronic record, known as limit order book, in which buy and

sell orders from market participants are organized and prioritized according to a specific set of

rules. Limit order book data offers a complete and timestamped record of buy and sell orders

placement and cancellation as well as transactions that took place on a given market. From

these granular records one can reconstruct, analyse and model the microstructural dynamics of

a market and eventually gather important insights on how these events affect or even drive the

behavior of the whole system. An increasing accessibility to “atomic” trading data has attracted

the physics community into the analysis of financial markets, paving the way for unorthodox

and intriguing perspectives and techniques that stray from the conventional approaches from

the economics and finance communities. For instance, the full rationality assumption has been

challenged by the view that the price formation process taking place in limit order books might

be also driven by bounded rationality or even purely mechanistic dynamics. The Santa Fe

Model [22, 23, 24] is a classic example of this new paradigm. Introduced in early 2000s by a

research group directed by Doyne Farmer at the Santa Fe Institute, the model idealizes a limit

order book in which buy and sell orders enter and leave the system according to a Poisson

distribution, thus replacing rational agents with a zero-intelligence setup [21]. Unsurprisingly,

these unrealistic simplifications do not allow the model to capture many stylized facts of real
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limit order books. However, the model successfully replicates the distribution of the bid-ask

spreads of several stocks covered in a recent analysis of Bouchaud et al. [21], thus reinforcing the

hypothesis that some macroscopic properties of financial markets might have purely mechanistic

origins.

In the early days of my pre-doctoral postgraduate program I started to consider the possibility

of expanding my interests towards the microscopic dynamics of other systems. This vision was

rather motivated by my profound conviction that a PhD program is one of the best opportunity

to unleash personal curiosity and embracing new challenges, therefore, concentrating my effort

on a single physical system was not clearly the best approach to make the best of this once

in a lifetime opportunity. This prompted me to attend the class Theory of Complex Systems

taught by Prof. Henrik Jeldtoft Jensen at Imperial College London in order to understand how

scientists working in this area are able to explore a variety of physical systems within a single

research framework. These lectures not only delivered a masterful introduction to this subject

but also provided fascinating examples of how certain mathematical and computational tools

can be used to examine multiple and apparently unrelated systems. This experience inevitably

reinforced the idea of transitioning from a market microstructure centered research to a more

general setup in which my work on financial markets can co-exists with the exploration of

open problems in other physical systems. The catalyst came when Dr. Julius Bonart, my

pre-doctoral supervisor, decided to take a different path outside the academic world. This

inevitably ended our academic collaboration but, at the same time, it gave me a chance to turn

my research ambitions into reality as I decided to join the Centre for Complexity Science at

Imperial College London to commence my doctoral studies under the guidance of Prof. Kim

Christensen. In this environment, the constant presence of a brilliant supervisor and talented

colleagues set the ground for years of stimulating and productive academic collaborations.

One of the main focuses of the research group led by Prof. Kim Christensen is understanding

how cardiac fibrillation, i.e., a diffuse disease in which the regular electrical conduction in the

heart is temporarily or permanently disrupted, emerges from cell-to-cell and cell-to-structure.

To do so, the group model and analyse these microscopic interactions through complexity

science approaches, such as cellular automata, network theory and agent-based models. The

first milestone of this long-term project was the Christensen-Manani-Peters model [25]. In

this framework, the atrial tissue is conceived as a simple bi-dimensional lattice in which nodes

represent cardiac cells connecting longitudinally and eventually transversally while electrical
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charges are periodically released from the pacemaking region and propagate across the lattice.

The model shows that accumulation of fibrosis, which is modelled as an increasingly anisotropic

distribution of cell-to-cell connections, prompts the emergence of regions, known as critical

structures, in which a disruption of a planar electrical wave, i.e., one or more nodes fail to excite

thus blocking the conduction, might allow the stimulus proceeding in the adjacent fiber to leak

back, initiating a circuital activity that drives fibrillation [25]. My research at Imperial College

London conceived the original Christensen-Manani-Peters model as a baseline framework upon

which I co-developed three novel models of cardiac fibrillation. First, I have studied how

paroxysmal atrial fibrillation, i.e., short-lived episodes, becomes persistent, i.e., long-lasting

episodes, in the Christensen-Manani-Peters model [20]. To do so, the original model is dissected

by removing its spatial components, i.e., the regions between critical structures, and those

critical structures whose activation/deactivation require multiple conduction blocks [20]. This

led to a null model, i.e., mean-field, in which critical structures requiring single conduction

blocks are condensed into particles activating and deactivating with fixed probability and an

intermediate model in which the spatial components are re-introduced, i.e., a lattice based

model like the original, while the placement of dysfunctional nodes is controlled to avoid the

formation of critical structures that require multiple failures to activate and deactivate [20].

Both these two simplified models underestimate the average time that the system spends in

fibrillation at a given level of fibrosis - a result that can be explained by the fact that the

original model is the only one allowing for the presence of complex critical structures in which

the probability of activation exceeds the probability of deactivation due to the topological

features of the surrounding region [20]. Once activated, these structures host long lasting

spatially stable rotational activities that are responsible for the transition from paroxysmal to

persistent fibrillation [20].

Next, I introduce another model of myocardial fibrillation in which the tissue is represented

by a bi-dimensional lattice where nodes may connect longitudinally and diagonally [26]. The

scope of this model is to study how the gap-junction enhancer drug Rotigaptide terminates

myocardial fibrillation, thus expanding on a recent clinical study [27] which highlighted how high

dosages of this drug led to a transition from ventricular fibrillation to ventricular tachycardia

which ultimately resulted in self-termination in a subset of experimental rat hearts. In this

model, the continuous spectrum of fibrillation, i.e., the transition between multiple disorganized

circuital drivers to organized drivers revolving around phase singularities, can be described by
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the co-action of the accumulation of fibrosis and the degree of responsiveness of cardiac cells to

incoming electrical stimuli [26]. A comprehensive analysis of the behavior of the model across

this phase space reveals that in the region in which the probability of termination is maximised

the fraction of excitable tissue, i.e., responsive to electrical stimuli, per phase singularity and

the meander of the most stable phase singularities are also maximised [26]. As this region is

characterized by increased connectivity between cells, i.e., the effect of Rotigaptide infusions,

these in-silico evidences suggest that Rotigaptide terminates myocardial fibrillation by averting

the spatial stabilization of phase singularities, thus causing these drivers to drift across the

tissue and eventually collide with other drivers or tissue boundaries [26].

Finally, I present a tri-dimensional extension of the Christensen-Manani-Peters model in which

the atrial bulk is modelled by a more realistic cubic topology where neighboring nodes may

connect longitudinally and transversally, i.e., within the same bi-dimensional sheet, but also to

nodes belonging to adjacent sheets [28]. The scope of this model is to dig further on recent

clinical reports supporting an unifying theory of atrial fibrillation drivers in which transmural

circuital activities may project as rotational activities on the endocardium, i.e., the inner layer of

the atrial tissue, and as focal points on the epicardium, i.e., the outer layer of the atrial tissue

[29, 30, 31, 32, 33, 28]. The model reproduces the relationships between the accumulation

of fibrosis and the emergence of atrial fibrillation, suggesting that paroxysmal episodes are

driven by rotational activities near the endocardium whereas persistent episodes are driven

by activities that are distributed across the entire lattice [28]. Furthermore, these drivers

project as rotational activities when the lattice is observed from the endocardium and as focal

point when the lattice is observed from the epicardium, thus confirming the clinical evidences

presented in [29]. Simulations of ablation procedure, i.e., the leading clinical treatment of atrial

fibrillation in which the area suspected of driving fibrillation is “burned”, show that success

rates are related to the fibrotic burden [28]. In highly fibrotic tissues even iterated lesions fail

to terminate fibrillation as drivers tend to distribute across the bulk. However, success rates

rapidly increase when fibrosis becomes less severe as drivers are more likely to be concentrated

near the endocardial surface [28].

My research on the microscopic dynamics of financial markets has developed in parallel with

my work on cardiac fibrillation models mainly through two long-lasting collaborations with

researchers based at Tokyo Institute of Technology and Scuola Normale Superiore. In the

former experience I have worked at the Prof. Misako Takayasu laboratory on agent-based
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modelling of financial interactions in orderbook-based markets. The goal of this project was

to model the dynamic interactions between multiple foreign exchange markets to understand

the microscopic origins of the cross-currency correlations observed in real-trading data [34].

Building on the Dealer Model of Yamada et al. [35], a market is conceived as a simple system

in which an arbitrary number of agents continuously show a bid and an ask price for the

traded assets, thus acting as stylized market makers [34]. Market makers update their prices

according to a stochastic differential equation in which the drift is the “market trend”, i.e.,

a weighted average of the most recent price changes, and trade anytime a bid price matches

or exceed an ask price [34]. The ecology consists of three independent markets populated by

market makers and a special trader, known as the arbitrager, who trades opportunistically by

submitting buy and sell orders across the three venues to exploit any misprice that guarantee

risk free profit [34]. In this setting, the arbitrager actions are the only channel through which

the otherwise independent dynamics of the three markets are temporarily “synchronized” [34].

Simulations of this ecology shows that the interplay between arbitrage and trend-following

strategies, i.e., the arbitrager causes price changes affecting the trend signals used by market

makers, creates pronounced cross-correlations between price changes in different markets which

are reminiscent of those observed in real trading data [34]. The model provides insights on

how these interactions affect the ecology at a more macroscopic dimension. Imagining each

market as a particle which can take two states, i.e., +1 if price is up-trending and −1 if the

price is down-trending, the state of the ecology can be represented as a triplet of market states

[34]. The presence of the arbitrager breaks the equal probabilities of observing one of the eight

possible triplets, making certain triplets more likely to emerge and survive than others [34]. As

a result, the probability of observing two markets in the same and opposite states is not 1/2

anymore, hence price trajectories become correlated [34].

My collaboration with the research group headed by Prof. Fabrizio Lillo at Scuola Normale

Superiore revolved around two projects on the price formation process in securities markets. In

this thesis I present a model which describes price fluctuations as the product of the order flow

imbalance, which quantifies demand/supply imbalances as the signed sum of the volumes of

every order book event within a given time window [36], and the price impact coefficient, which

quantifies the direction and magnitude of price changes induced by forthcoming orderbook

events and it is effectively a dimension of the broader notion of market liquidity [37]. In this

setting, the price impact coefficient is written as the product of an intraday pattern, a daily
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level and a stochastic autoregressive component and is estimated via Kalman filter on trading

data of multiple securities traded on NASDAQ [37]. This leads to a novel high-frequency state-

space model in which price impact is conditionally estimated “on the fly” and price fluctuations

are driven by the product of the latest price impact coefficient and the order flow imbalance

generated by recent orderbook events [37]. The model suggests that at high frequency time-

scales price impact becomes auto-regressive and more dependent on recent orderbook dynamics

while the linear relationships between order flow imbalance and price fluctuations established

by Cont et al. [36] weakens as the discrete nature of price increments becomes more and more

relevant [37]. Interestingly, this work examines a complex system through approaches and

methods that are rather closer to statistics, econometrics and data analytics, straying from

the complexity science perspective which underlies this dissertation. Nonetheless, such analysis

was a necessary step to elucidate the relationships between price dynamics, market liquidity

and supply/demand imbalances in securities markets, setting the ground for the subsequent

project in this collaboration which aims to introduce a model of the evolution of the orderbook

as a system in which the intensities of different order types depend on the current state of the

system and the recent order flow imbalance. As the project is on its final stages, I have decided

together with the other authors to exclude this work from this dissertation.

1.3 Organization of this thesis

This thesis portrays the academic journey I have described in the previous paragraphs. I talk

about the human heart and financial markets; two complex systems that have been the core

of my research in the last five years. In line with the typical complexity science approaches, I

often focus on the microscopic dynamics of these systems and on how these can be modelled to

understand how global patterns and structures unfold from events taking place at much smaller

scales. The primary goal of this dissertation is to present multiple research questions I faced

during my doctoral studies, their motivations and how I tried to answer them in a series of

scientific manuscripts I have co-authored with several colleagues across different laboratories.

This thesis is organized in three major chapters. In the first chapter I build the background

theory that is required to understand and assess the contributions of my work. I introduce the

notion of physical system and subsequently discuss some general aspects of the development,

implementation and assessment of models in scientific research. Then, I focus on complex sys-

tems and elaborate on the key concepts of complexity, emergence and self-organization before
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presenting a detailed survey of the main modelling techniques that have been used to mimic

and analyze the behavior of complex systems.

After a comprehensive introduction to the complex systems framework, the thesis enters into

its core sections by presenting multiple applications of this discipline to practical problems in

cardiology and financial markets. The second chapter is devoted to myocardial fibrillation; a

diffuse and potentially fatal disease of the cardiac conduction system in which the planar prop-

agation of electrical waves is disrupted and replaced by chaotic and intense activities which

might either appear in the atria, i.e., upper chambers of the heart, or in the ventricula, i.e.,

lower chambers of the heart. My goal is to model this pathology as an emergent phenomena

stemming from changes in the cell-to-cell interactions and to use these models to gather insights

on specific clinically-relevant issues. The chapter starts from a description of the macrostruc-

ture, microstructure and pumping function of the human heart. Next I introduce the cardiac

conduction system and examine how electrical stimuli periodically arise and propagate across

the cardiac muscle to drive its blood pumping activity. At this point, I focus on atrial fibrilla-

tion by examining its onset, the ongoing controversial debates on its maintenance mechanisms,

its burden on our society, the available treatments and its remodelling effects on the structure

of the atrial tissue. This comprehensive discussion is followed by a short survey of the main

modelling paradigms that have been employed in atrial fibrillation research. Special attention

is given to the recent model of Christensen et al. [25] which has served as “baseline” for the

models of atrial fibrillation I have co-developed within my research group. The rest of the

chapter is devoted to detailed presentations, analyses and discussions of these novel models

and their contributions to different open problems in fibrillation research, namely, i) the tran-

sition from paroxysmal to persistent atrial fibrillation, ii) the mechanisms through which the

gap-junction enhancer drug Rotigaptide terminates myocardial fibrillation and iii) the ongoing

debate on the driving mechanisms of atrial fibrillation.

The third chapter examines financial markets. In the last three years my research has sought to

understand how certain empirical phenomena and processes of financial markets, such as price

correlations and price formation, are rooted into microscopic and mesoscopic dynamics of these

systems. The chapter begins by introducing some basic theoretical notions of financial mar-

kets before expanding on different approaches that exchanges across the globe have adopted to

organize financial trades. Next, I offer a general overview of Market Microstructure, an interdis-

ciplinary field which studies agent-to-agent and agent-to-market structure interactions arising
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during the trading process and how these microscopic dynamics are involved in the origination

of macroscopic emergence. At this point I present three models of financial markets that have

influenced my research: the Kyle’s model [38], the Dealer model [35] and the Cont-Kukanov-

Stoikov model [36]. The rest of the chapter is devoted to the outcomes of my research. First,

I introduce an agent-based model of the foreign exchange market to understand the mecha-

nistic origins of the widely documented cross-currency correlations between foreign exchange

rate pairs. Second, I present and examine various insights on the relationships between price

dynamics, market liquidity and supply/demand imbalances emerged from a novel model-based

approach to the high frequency estimation of the price impact of orderbook events.

The thesis concludes with a general summary of the research I have conducted during my doc-

toral studies and an outline of the future directions that can be pursued from the results of my

work.
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Chapter 2

Background theory

2.1 Physical systems and the philosophy of scientific mod-

elling

In physics, a system is defined as a subset of the universe [1]. Examples of systems are the

ocean and its inhabitants, a sealed glass containing a certain gas, a hive, a financial market,

among many others. Typically, scientists are interested in understanding how changes in certain

conditions affect the evolution of a system [1]. However, setting up, performing and examining

experiments in situ, i.e., by direct observations of the system dynamics, is often an arduous, if

not impossible approach. For instance, clinicians aiming to understand how structural features

of the human atrial muscle influence the emergence of arrhythmias cannot perform experiments

in vivo without putting the life of the living sample in extreme danger. To overcome these

limitations, researchers conceive models that aim to mimic the behaviors of real systems.

2.1.1 Model development

Models are task-driven in the sense that they are developed to address at least one specific

question about the system of interest [39]. This approach forces the modelers to concentrate

only on those features of the system, e.g., entities, relationships, that provide a non-negligible

contribution towards the accomplishment of the driving task. As a result, the model captures

a “simplified” picture of the system which does not include various components and relation-

ships that are perceived as irrelevant for the task [39]. This reduction is followed by another
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simplification, known as abstraction, in which the modelers split the features of the system that

are captured by the model into a core and a peripheral group [39]. The former, being deemed

as crucial for meeting the goals of the model, are modelled such that they can mirror in full

details their “real world” counterparts. The latter, being deemed as relevant but non crucial

for meeting the goals of the model, are modelled in less detail, i.e., abstracted [39].

The sequence of decisions that the modellers take during the simplification and abstraction

phases use as a reference the system of interest as it is “perceived” by the modellers [39]. No

human has a complete, direct access to reality, therefore, the pillars on which models of a certain

phenomenon build reflect how scientists are currently perceiving the phenomenon itself [39].

The inevitable consequence of perception-based modelling is that theories and associated mod-

els may drastically change when scientific and technological advancements offer scientists new

tools to re-examine a system. For instance, the perception of the universe and its mechanisms

in various ancient civilizations favored the diffusion of geocentric models in which stars, planets

and natural satellites orbit the Earth [40]. Several centuries later, i.e., 1600 AC circa, the ad-

vent of the telescope allowed Galileo to document various phenomena of the Solar System, such

as the rotation of the Sun and the presence of sunspots on its surface, the cluster of natural

satellites orbiting Jupiter and the phases of Venus [41, 42, 43, 44, 45, 46]. At the same time,

Kepler was introducing the three laws of planetary motion [47, 48] which were mathematically

formalized by Newton few decades later. These advancements prompted a dramatic shift in

the perception of the universe, paving the way for a generalized reception of the heliocentric

model and the simultaneous abandonment of geocentric theories.

Finally, the development of a model is affected by a broad range of constraints [39]. For in-

stance, the process of gathering information and data about a component of a system might be

hampered by the presence of physical constraints, e.g., the lack of adequate tools to observe an

elusive particle, or ethical constraints, e.g., the harming of sentient beings [39]. The knowledge

of the modelers also poses further constraints to the development of the model. Assuming that

no human has a perfect, complete knowledge of a certain topic, models can always be improved

as their quality cannot exceed the knowledge that modelers have used to conceive it [39].
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Figure 2.1: Modelling a physical system. (a) The system of interest is a forest populated

by various animal species. (b) A scientist is interested in understanding how the antagonistic

relationships between toads (preys) and snakes (predators) in the real world change with the

dimensions of the hosting environment, i.e., the forest, and various features of the two competing

species. To do so, she develops a model of a forest based on her perception of the real ecosystem

portrayed in (a). As models are devised to fulfill a specific task, the scientist discards all the

components of a real forest that she considers irrelevant for the scopes of the model. In this

example, she neglects every animal specie other than toads and snakes and the interference of

climate conditions. This simplification process leaves the scientist with very few components of

the real system: toads, snakes and the forest ground. At this point, the remaining elements are

significantly abstracted in order to obtain an extremely simple framework. The forest ground

is idealized as an Lx × Ly parallelogram (green-colored area) without obstacles, e.g., trees. At

time t0, the forest hosts Ntoads(t0) toads (blue circles) and Nsnakes(t0) snakes (red circles). The

number of attacks occurring within a fixed time window obeys a Poisson distribution with rate

λ. During an attack, a toad succumbs with probability p. New toads and snakes settle in the

forest with rates νt and νs respectively. Finally, existing toads and snakes leave the forest with

rates ηt and ηs respectively. See appendix A for details about attributions and permissions for

the images appearing in panel (a).

2.1.2 Simulation

After developing a model, modellers translate it into a sequence of algorithms and equations.

These elements are embedded into a program that can be executed by a computer. The scope
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of this program is to simulate the dynamics of the model under a set of parameters specified

by the user. In this process, the “digital” representation of the model evolves in discrete time,

i.e., steps, see Fig. 2.2. A single simulation lasts until the number of time steps reaches a

maximum set by the user or a predefined exit condition is met. Digital representations of

models usually embed at least one source of randomness, therefore, two simulations performed

under identical settings are very likely to generate different values of the same quantity of

interest. To collect information on the range of values that this quantity can take, scientists

instruct the machine to execute the same program several times. This allows to sample a large

number of observations which can be finally summarized by common descriptive statistics, e.g.,

sample mean and variance.

x = 1;
y = 5;

f(a): return a + rand(0,1);
>

Figure 2.2: Digital representation of a model and subsequent simulations. (a) The

simple model discussed in Fig. 2.1 is translated into a program (black window appearing on

the screen) containing lines of executable code (green text). Modelers control a regular com-

puter through which they manipulate the contents of the program or set the input parameters

(Lx, Ly, Ntoads(t0), Nsnakes(t0), λ, p, νt, νs, ηt, ηs). (b) The computer executes the same program

k times. Simulations start at time t0 from a common, predefined state of the model. Then,

each experiment evolves independently for T consecutive time steps. Simple computers simula-

tions are often run sequentially, i.e., one after the other. However, more powerful machines can

drastically reduce the time required to complete the entire task by simultaneously executing

multiple instances of the same program. Finally, modellers collect the quantities of interest

from each simulation to form samples over which they compute summary statistics.
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2.1.3 Calibration

Modellers must be able to identify the appropriate values of the input parameters before run-

ning simulations and collecting statistics [49]. To do so, they assess whether these values can be

directly measured from the real system. For instance, the majority of the parameters governing

the models of atrial fibrillation presented in [25, 28, 20] are fixed according to measurements

collected by clinicians from real human atria. However, models belonging to other fields, e.g.,

watershed, rely on parameters that can hardly be measured from the system of interest [50].

In this scenario, modellers need to choose values of the input parameters such that the model

adequately predicts behaviors and patterns revealed in data collected from the real system [50].

This procedure is known as calibration and the traditional approach to this task consists in

examining how model predictions vary with different sets of input parameters until a satisfac-

tory replication of real system data is reached [50]. However, this manual exercise becomes

too onerous when the number of candidates parameter sets is large or the reference dataset

includes many variables or very long time series [50]. To overcome these limitations, scientists

have introduced automated calibration methods relying on an algorithmic driven search of the

set of input parameters [50]. This paradigm relies on three phases. First, modellers identify

a dataset containing meaningful empirical data on the phenomena of interest [50]. Second,

modellers formalise an objective function quantifying the gap between model forecasts and the

empirical observations contained in the target dataset, e.g., the sum of squared errors [50].

Third, the set of parameters that minimize the objective function is retrieved by implementing

a mathematical optimization method [50]. Modern mathematical optimization builds on the

groundbreaking works of Kantorovich [51], Dantzig [52, 53] and Von Neumann [54].

The first breed of optimization frameworks, such as the quasi-Newton method [55, 56, 57] and

the Nelder-Mead simplex [58], usually rely on the sequential evaluation of different neighbour-

ing points, i.e., the search moves from point to point according to a predefined rule, until a

local minimum of the objective function is found.

The second breed of optimization frameworks date back to the early 80’s when Kirkpatrick,

Gelatt and Vecchi proposed the Simulated Annealing method [59] as a novel probabilistic ap-

proach to tackle the problem of minimizing an objective function f . In this context, the search

of the optima proceeds as an inhomogeneous discrete-time Markov chain θ(t) “travelling” across

different states, i.e., a state corresponds to a set of parameters for the objective function, be-

longing to a pre-determined state space P [60]. Transition between neighboring states are

35



probabilistic and in the early phases of the search the Markov chain θ(t) might transit ev-

ery now and then into states in which the objective function f increases with respect to the

previous state [60]. These “counter-intuitive” transitions might be crucial for the Simulated

Annealing to slip away from local minima [60]. Simulated Annealing converges in probability,

i.e., limt→∞P[θ(t) ∈ p∗] = 1, where p∗ ⊂ P are the global minima of f , if certain conditions

are satisfied [61, 60]. This result, overcoming one of the main pitfall of elder optimization tech-

niques, became the quintessential feature of Simulated Annealing [62]. Simulated Annealing

has inspired more recent methods, such as Ant Colony Optimization [63, 64, 65], Particle Swarn

Optimization [66, 67, 68] and Tabu Search [69, 70, 71].

2.1.4 Validation

Depending on their goals and structures, models can provide predictions and theoretical insights

on the system of interest. Considering that these outputs are even used to take important

decisions in several spheres of our daily life, see [72] for examples, it is paramount to validate

the model by assessing i) the accuracy of its quantitative forecasts and ii) its ability to capture

mechanisms and behaviors of the specific aspects of the system it aims to describe. Surprisingly,

there is no general consensus on an universal definition of validity and validation in the system

modelling context [73, 74]. Recently, the United States Modelling and Simulation Coordination

Office (MSCO) defined validation in the system modelling context as:

“the process of determining the degree to which a model and its associated data are

an accurate representation of the real world from the perspective of the intended uses

of the model” (MSCO 2010, from [74].)

In the MSCO framework, the question “how well the model replicates the system of interest?”

must be addressed by taking into the account the objectives, i.e., “the intended uses”, of the

model. This implies that a model conceived to describe a specific aspect x of a given system

should not be validated outside its scope, e.g., by examining whether it can describe another

aspect y of the same system.

Barlas [73] suggests that in the validation phase models should be classified in two groups:
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1. Black-box models: data driven frameworks in which the goal is to produce quantitative

features, e.g., statistics, forecasts, that are in strong agreement with quantities collected

from the system of interest [73].

2. White-box models: theory driven frameworks in which the goal is not only the reproduc-

tion of quantitative features, but also the description of the mechanisms behind certain

facets of the system of interest [73].

The former class of models reduces the validation phase to a mere statistical exercise [73]. For

instance, a predictive model can be validated by measuring its accuracy in forecasting a label,

e.g., 1 or 0, of previously unseen samples. In this case, the validation never probe whether the

model effectively captures mechanisms, relationships and structures underlying the modelled

system [73]. This pitfall is at the center of an important debate in the field of machine learning

[72]. In the last decades machine learning applications have been breaking through a broad

range of fields [75]. This rise has been fuelled by the increasing accessibility of large, granular

datasets and powerful computing machines [75]. Most of the machine learning techniques are

validated in a black-box fashion, raising concerns on the interpretability of their outcomes

[76, 77].

“the interpretability of a model is the degree to which an observer can understand

the cause of a decision.” (Biran and Cotton 2017, from [76, 78].)

Rudin [72] highlights the fact that the poor interpretability and accountability of many machine

learning models have not hindered their increasing applications in pivotal decisions. Ignoring

these limitations can lead to harsh repercussions for our society [72]. For instance, there are

documented cases in which machine learning based decisions led to an erroneous denial of a

parole right [79], wrong assessments of the quality of breathable air [80] and inefficient uses of

costly resources in a broad range of industries [81]. Rudin argues that the solution to this issue

does not lie in devising better methods to “explain” a black-box model, but in devising novel

models that are intrinsically interpretable [72].

White-box models, introducing a theory on specific aspects of a given system, push the valida-

tion phase far beyond the mere statistical assessment of the discrepancies between real system

data and model generated predictions [73]. For instance, a white-box model can be used to i)
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examine how the modelled system reacts to changes and perturbations, ii) explain the internal

origins of the dynamics of the system and iii) support decisions affecting the behavior of the

system [73]. This implies that the inner structure of a theory driven model must mimic those

features of the real system that are pertinent to the current task [73]:

“In short, it is often said that a system dynamics model must generate the right

output behavior for the right reasons.” (Y.Barlas 1996, from [73].)

Nonetheless, validating the structure of a white-box model remains an uphill challenge due to

technical and philosophical issues [73]. On a technical perspective, there is no widely accepted

quantitative method to assess how “distant” the structure of a model is from the structure of

the system it describes [73]. On a philosophical perspective, we need to recall that the structure

of a white-box model bears a theory of specific facets of the mimicked system [73]. As theories

build up on statements, the validation of the model structure faces the unsettled debate on

how to prove the truthfulness of a statement [73].

2.2 Complex systems

In the last decades scientists have adopted a wide range of criteria to classify systems according

to their features. An important dichotomy emerged from this exercise is the one between simple

and complex systems. Both families are characterized by the presence of multiple constituents

which play a non-negligible role in the behavior of the system as a whole. Simple systems

build on a small number of components and their behavior can be completely predicted by

examining each component alone. Examples of simple systems are a natural satellite orbiting a

planet, a pendulum or an oscillator. On the other hand, complex systems usually host a large

number of interacting components. These systems display a variety of behaviors and patterns

that cannot be inferred by only looking at their parts in isolation [2, 3]. A typical example

of a complex system is the human brain. This organ is made of two families of cells: neurons

and neuroglias. The former release signals to distant, target cells while the latter perform a

broad spectrum of other important tasks, such as metabolic and structural support [82]. The

brain as a whole exhibit a variety of signals when the electrical activity propagating across

this organ is assessed through an electroencephalogram (EEG). To understand how these non-

trivial patterns unfold, the observer does not only need to know about the properties of the
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brain components, e.g., dimensions and functions of a neuron, but also how these components

interact, e.g., the mechanisms behind the transmission of signals between neurons.

2.2.1 Universal features of complex systems

The study of complex systems has gradually emerged as an interdisciplinary subject which

builds on the progresses made in a wide range of disciplines, such as physics, economics and

biology [3]. The scientific community has largely accepted the view that gaining further knowl-

edge on physical systems that appear more and more entangled requires a gradual partition of

science in different, specialized and mostly independent fields of study [3]. Complex systems

stray from this belief as their most peculiar trait is the presence of universal features that

transcend the discipline the system belongs to [3]. For instance, Cilliers [83] suggested ten

characteristics that are ubiquitously observable across many different complex systems:

• These systems include a large number of components [2, 3, 83].

• These systems often communicate with the surrounding environment. This feature com-

plicates the detection of their boundaries [83].

• These systems function when they are far from their equilibrium condition, i.e., the

survival of the system depends on the stable presence of energy flows [83].

• These systems evolve in time and their past history has a significant influence on their

current behavior [83].

• Components engage in specific interactions, such as physical contacts, commercial trades,

exchanges of information and propagation of signals [83].

• Components are not aware of how the system behaves in its entirety as their actions build

on the information they gather locally [83].

• Interactions are iterated in time, i.e., the system “stays alive” until its components con-

tinue to interact with each other [83].

• Interactions are non-linear in the sense that unpretentious events, e.g., a single contact

between two agents, might trigger a cascade effect with systemic consequences [83].
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x = 1;
y = 5;

f(a): return a + rand(0,1);
>

x = 1;
y = 5;

f(a): return a + rand(0,1);
>

x = 1;
y = 5;

f(a): return a + rand(0,1);
>

x = 1;
y = 5;

f(a): return a + rand(0,1);
>

Figure 2.3: Different systems and associated models. (a) A planet orbiting around a

star is a typical example of a simple system. In fact, its behavior can be fully predicted

by a simple model of the laws of classical mechanics. (b) The microstructure of the human

brain can be modelled as a network of interconnected nodes. In this setting, nodes mimic

neurons while the distribution of connections is expected to capture the key properties of

the connectivity structure of a real human brain. These tissues are a common example of

a complex system as knowing the properties of its individual components is not enough to

predict the spectrum of behaviors that the organ can exhibit as a whole. (c) A financial market

can be modelled as an ecology in which different types of agents, e.g., human traders and

computers, sequentially exchange units of a certain asset. Similarly to the human brain, a solid

knowledge of the individual components of the systems, e.g., the trading strategy adopted by

each agent, is not enough to predict the emergence of various macroscopic statistical regularities

of financial markets. See appendix A for details about attributions and permissions for the

images appearing in the left column of panels (a),(b) and (c).
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• Interactions tend to be short-ranged as a certain component of the system is likely to

gather information from close neighbouring components. Nonetheless, long-ranged inter-

actions remain possible in those rarer scenarios in which distant contacts are not precluded

by physical constraints [83].

• Interactions might include a loop as the consequences of a certain action can feed back

onto themselves in a positive (negative) way, e.g., by boosting (undermining) the effects

of the first action [83].

2.2.2 Complexity

The general features outlined by Cilliers [83] provide a plausible, qualitative description of what

the term complexity means within the complex systems framework. However, building a more

quantitative and formal description of the notion of complexity is a far more ambitious task

and, so far, we have not been able to come up with an universally accepted definition of this

concept [84]. As a result, complexity is often explained through i) practical examples, e.g.,

the interactions among billions of neurons in the human brain, ii) particular phenomena whose

understanding requires a notable effort, e.g., percolation or turbulence, or iii) by comparing

qualitative features of different systems [84]. In a recent effort, Bar-Yam described complexity

as the amount of information that is necessary for the observer to describe the whole system

[3]. To understand this concept more formally, we follow [3] by introducing a fictional system

whose current state can be fully specified through a sequence of binary digits, e.g., 0100110101.

The number of digits required to specify the present state is

I = log2(Ω), (2.1)

where Ω is the number of possible states of the system [3]. For instance, a string of n binary

digits indicates that the system can take Ω = 2n states. The most interesting aspect of the

relationships introduced in Eq. (2.1) is that the amount of necessary information increases with

the number of different states that the system can take.

The logic behind this trivial example turns out to be useful when we attempt to formalize the

measurement of the complexity of a given system. Let ζ be the scale at which the system is

examined, i.e., the level of details considered by the observer. In this definition, small values

of ζ represent highly granular observations focused on the components of the system while
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large values of ζ indicate that the observer opt for a more macroscopic perspective [3]. The

amount of information I(ζ) required to specify the current state of the system is a monotonically

decreasing function of the observation scale ζ, i.e., the higher the resolution of the observation

the more pieces of information must be gathered [3]. This intuition stems from the fact that

the information required to describe the system at a given scale is always embedded in the

information required to describe the same system at a finer scale, i.e., I(ζi) ⊂ I(ζj), ζj < ζi [3].

The complexity of a certain system must be intimately related to the amount of information

I(ζ) that we need to describe it, therefore, it can also be imagined as a monotonically decreasing

function of the observation scale ζ [3]. Focusing on scales ζ that are marginally finer than the

size of the system itself would allow the observer to examine the spatial movements and the

dynamical changes of the system [3]. This level of granularity is acceptable when we examine

systems like a planet orbiting around a star, see Fig. 2.2 (a). However, describing the behavior

of other systems, such as the human brain or atrium, forces the observer to concentrate on

much finer scales as the dynamics of the whole, being strictly dependent on the dynamics of its

components, necessitate a thorough characterization of the components [3]. This implies that

the complexity of a system is inversely proportional to the size of the components which must

be described to characterize the whole system [3], therefore, systems like the human brain are

far “more complex” than systems like planets revolving around stars.

2.2.3 Emergence

The concept of emergence plays a central role in the theory of complex systems. This notion

appears in various disciplines, such as art, science and philosophy and can be associated to the

idea that the whole is not always the bare sum of the parts - a view that can be traced back to

the works of prominent philosophers in ancient societies:

“... the totality is not, as it were, a mere heap, but the whole is something besides

the parts ...” (Aristotle, Metaphysics, Book H 1045a 8–10, from [85].)

In the second half of the 19th century various British philosophers inaugurated a new movement

known as Emergentism [86]. This school of thought revolved around the belief that emergent

entities stem from simpler entities and, in spite of this, they are different from and not reducible

to them [86]. A seminal work of Emergentism is A System of Logic, Ratiocinative and Inductive,

written by Mill in 1843 [86] :
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Figure 2.4: Information required to describe the system as a function of the ob-

servation scale. The amount of information I(ζ) that is needed to specify the current state

of the system is a monotonically decreasing function (red line) of the observation scale ζ [3].

Building on this relationship, the complexity of a system is inversely proportional to the size of

the components which must be described to characterize the whole system [3]. It follows that a

system like the human brain, whose description requires a high amount of information I(ζ) due

to the necessary characterization of the behavior of billions of microscopic components known

as neurons, is far more complex than a planet orbiting around the Sun. See appendix A for

details about attributions and permissions for the images appearing in this figure.

“All organised bodies are composed of parts, similar to those composing inorganic

nature, and which have even themselves existed in an inorganic state; but the phe-

nomena of life, which result from the juxtaposition of those parts in a certain man-

ner, bear no analogy to any of the effects which would be produced by the action of

the component substances considered as mere physical agents. To whatever degree

we might imagine our knowledge of the properties of the several ingredients of a

living body to be extended and perfected, it is certain that no mere summing up of

the separate actions of those elements will ever amount to the action of the living

body itself.” (J.S. Mill, A System of Logic, Bk.III, Ch.6, from [86].)

A fundamental idea emerging from Mill’s words is the dichotomic nature of causation - which

can either be addictive, i.e., mechanical causation, or emergent, i.e., heteropatic causation [87].
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The latter is neither mechanical nor addictive and can be easily exemplified in the water orig-

inating from a reaction involving oxygen and hydrogen [87]. In fact, water properties are not

“inherited” from its composing elements but arise as a consequence of their bonding [87]. In

the next segment of the same chapter, Mill supports his reasoning with a practical example:

“The tongue, for instance, is, like all other parts of the animal frame, composed of

gelatine, fibrine, and other products of the chemistry of the digestion; but from no

knowledge of the properties of those substances could we ever predict that it could

taste, unless gelatine or fibrine could themselves taste; for no elementary fact can

be in the conclusion which was not in the premises.” (J.S. Mill, A System of Logic,

Bk.III, Ch.6, from [88].)

Mill’s thinking reveals that important intuitions on complex systems and emergent phenomena

as we know them today were already traceable in the 19th century. Nonetheless, he fell short

of formulating an explicit definition of emergence or emergent phenomena. This milestone was

achieved few decades later by Lewes:

“Although each effect is the resultant of its components, the product of its factors, we

cannot always trace the steps of the process, so as to see in the product the mode of

operation of each factor. In this latter case, I propose to call the effect an emergent.

It arises out of the combined agencies, but in a form which does not display the

agents in action.” (G.H.Lewes, 1875, vol.II, 412, from [87].)

The dichotomy between mechanical and heteropatic causation introduced by Mill and the notion

of emergent proposed by Lewes were expanded in the work of various English philosophers of

language in the very early decades of the 20th century [87]. This current, known as Emergent

Evolutionism [89, 90, 91], included eminent thinkers and scientists of the likes of Morgan,

Alexander, Broad and Sellars [87, 90, 91]. At that time, evolutionist theories faced the challenge

of detecting continuity in the evolutionary processes taking place in both the inorganic and

organic dimensions [91]. The notion of emergence was introduced to expand and rectify the

extremely mechanistic perspective that Darwin’s work took on evolution [90]. In particular,

various emergentist thinkers accepted the continuity of evolutionary dynamics in nature but
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rebutted the idea that the characteristics of a certain event must mimic those of prior events

that took place in the same evolutionary sequence [91].

“Evolution [. . . ] is the name we give to the comprehensive plan of sequence in

all natural events. However, the orderly sequence, historically viewed, appears to

present, from time to time, something genuinely new. Under what I call emer-

gent evolution stress is laid on this incoming of the new.” (C.L.Morgan, Emergent

Evolution, 5, 1923, from [91].)

Emergent Evolutionism dissipated around 1940; followed by a new era in which the notion of

emergence played a relevant role in biology, philosophy of science and early neuroscience [90].

In the last 40 years, the affirmation of complex systems as a standalone subject has signifi-

cantly revived the scientific interest in the concept of emergence [90, 91]. The neo-emergentist

landscape [90] still lack of an unified and universally accepted definition of emergence as this

concept is applied in different ways across several disciplines [91]. Within the complex systems

domain, a neo-emergentist definition of emergence was coined by Goldstein in 1999:

“Emergence, as in the title of this new journal, refers to the arising of novel and

coherent structures, patterns, and properties during the process of self-organization

in complex systems. ” (J. Goldstein, Emergence as a construct: History and issues,

Emergence, vol.1, no.1, 1999 [92])

In this context, emergence is the formation previously unseen collective structures, patterns,

and properties, i.e., involving the whole system, that cannot be anticipated even if the ob-

server has a vast knowledge of the components of the system or the interactions between these

components remain extremely simple [92, 93, 2]. These emergent phenomena are the large-

scale consequences of local interactions between the components of the system during a process

known as self-organization [92, 93, 2].

2.2.4 Self-organization

Emergent phenomena are the resultant of a chain of local events occurring at a more micro-

scopic dimension [94]. The process that leads to an emergent, known as self-organization, is
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spontaneous, i.e., the course of events can neither be controlled by the components of the sys-

tem nor by external entities, and collective, i.e., it involves every component and region of the

system [94]. The global extent of this phenomenon ensures that the emerging structures are

inherently stable and resistant to external disturbances [94]. Self-organization can be traced

in a plethora of systems. For instance, pedestrians proceeding in a congested walkway spon-

taneously organize into two parallel lanes in which they proceed in opposite directions, thus

creating stable patterns in the flow of people moving through the walkway [93]. Birds organiz-

ing in flocks interchange feeding and scanning according to the predominant behavior of their

neighbours [93, 95, 96]. This compromise, i.e., a “selfish” bird might find an optimal outcome

in continuous feeding, in favor of a self-organized cooperative behavior ensures that the flock

remains aware of potential predatory attacks [96]. Although self-organization begins with local

Figure 2.5: Flocking birds. Flocks are a typical example of self-organization in biological

systems. See appendix A for details about attributions and permissions for the image appearing

in this figure.

and isolated interactions, the highly interconnected topology of many complex systems ensures

that events occurring in any region ripple through the system to affect distant and apparently

extraneous regions [94]. The mutual influence between regions of a system, being based on

non-trivial feedback effects, makes the resulting effects hardly foreseeable [94]. To better un-

derstand this process, recall that any component of the system has its own preferences towards

outcomes that conform with its ultimate goals [94]. However, the diversity of the components

across the system results in heterogeneous and often contrasting goals and preferences, such as

in the typical biological scenario in which preys aim to escape predators while predators aim to

eat preys [94]. In this setting, the full realization of an individual’s preferences is likely to be

detrimental for all the other agents in the systems. For instance, if preys develop an uncommon
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ability to escape attacks predators will not be able to feed themselves or if a company obtain

a monopolistic position all the other competitors will be forced to leave the market [94]. As

highlighted by Heylighen in [94], the “non zero-sum” nature of interactions can be exploited

by the parts to attain an alternative outcome that is i) beneficial to every part and ii) supe-

rior to the outcome of not engaging in an interaction. This can be achieved by “accepting”

a partial accomplishment of individual preferences in exchange of an attenuation of frictions

between antagonistic goals [94]. To reach this mutual adaptation, every interacting part adopts

a strategy, assesses its outcomes and eventually replaces it with a new one without being able

to foresee the consequences of their actions on other components of the system [94]. In this “hit

or miss” sequence, the involved fronts independently and concurrently adjust their actions to

better conform to each other; gradually tailoring their behaviors until they reach an outcome

that is beneficial to every parts [94].

When at least two components have compromised to attain a mutually favourable outcome, we

have the first episode of local coordination [94]. At this point, other components of the system

acting in the proximity of this region adjust their behaviors to gradually fit into this nascent

subset of coordinated agents, thus triggering an expansive process that gradually involve every

component of the system [94]. The pace at which a stable state expands across the system is

dictated by the heterogeneity of its components: the higher the diversity, i.e., different objec-

tives, the higher the effort that a component needs to pay to fit into the emerging organization

[94].

2.2.5 Modelling complex systems

In this section, we review various approaches to complex systems modelling that are relevant to

the problems presented in this dissertation. Developing models that successfully describe the

emergence of macroscopic phenomena from local microscopic interactions remains a notable

challenge. For instance, the interactions between a large number of heterogeneous components,

a recurrent pivotal feature of complex systems, cannot be realistically modelled by a system

of equations unless the modeller enforces major simplifying assumptions [93]. As a result,

continuous models such as differential and recurrence equations usually neglect the spatial

aspects of the system, e.g., the distance between components, and assume that agents engage

in standardized long-ranged interactions [93]. This approach is known as mean-field. The

advent of computer simulations has significantly eased this challenge by expanding the range
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of modelling approaches available to scientists. Computer-based models evolve in discrete

time, tend to build on less developed theories and their behavior is analyzed experimentally

rather than analytically [93]. The pivotal advantage of these frameworks is their ability to

capture the spatial features and the heterogeneity that characterize the microstructure of every

complex system. This allows to explore features that play a primary role in the emergence of

macroscopic patterns, such as the diversity of the system components, the mechanisms of their

local interactions and the topology of the system of interest. Cellular automata, agent-based

models and large networks are typical examples of computer-based models of complex systems.

Cellular automata models

Cellular Automata models (CAMs henceforth) are simple mathematical conceptualizations of

a system of interest [97]. In a CAM the system evolves in discrete time, the space occupied

by each component is discrete and any quantity spans between a finite range of predefined,

discrete values [97]. A cellular automaton comprises a regular tiling of polygons, known as sites

or cells, forming a lattice and a discrete variable which can be measured at each cell and at

any time step [97]. Let us consider a simple cellular automaton composed by a 1d lattice of

k square cells denoted by x = 1, . . . , k. Let s ⊂ S be a discrete variable and S a finite state

space. At any time t, the state of the cellular automaton is specified by

St = {s(1)t , . . . , s
(k)
t }, (2.2)

where s
(j)
t is the value of the variable s on the j-th cell at time t. From Eq. (2.2) we can

straightforwardly observe that the state of the cellular automaton St is completely determined

by the values that s takes in each cell at time step t [97, 98]. In the 1d lattice presented in

Eq. (2.2) the neighbour of the j-th cell is a triplet of contiguous cells defined by:

NBj = {x : |x− j| ≤ 1} = {j − 1, j, j + 1}. (2.3)

These local structures play a pivotal role in the CAM theory as they determine how cells affect

each other as the system evolves in time. In particular, the updates of the variable of interest

s are influenced by the values that the same variable took in the neighborhood in the previous

time step [97]. For instance, under the settings introduced in Eq. (2.3), the updated state

s
(j)
t is given by g(s

(j−1)
t−1 , s

(j)
t−1, s

(j+1)
t−1 ), where g : SCard(NBj) → S is known as the local rule of the

automaton [98, 99]. In a CAM, local rules are predetermined and updates are synchronous, that
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is, the variable s is updated simultaneously across the lattice as soon as its value is determined

by these rules [97, 98].

Let us now consider a 2d lattice of k × k square cells denoted by their coordinates (x, y), x =

1, . . . , k, y = 1, . . . , k. The neighborhood of the cell (i, j) usually takes one of the following

structures:

1. The Von Neumann neighborhood, a diamond shaped structure of adjacent cells centered

on (i, j), formally defined by:

NBVN
(i,j) = {(x, y) : |x− i| + |y − j| ≤ d}, (2.4)

where d = |x1 − x2|+ |y1 − y2| is the Manhattan distance between two points (x1, y1) and

(x2, y2) [100, 101, 102], see left panel of Fig. 2.6(b).

2. The Moore neighborhood, a square shaped structure of adjacent cells centered on (i, j),

formally defined by:

NBM
(i,j) = {(x, y) : |x− i| ≤ c and |y − j|,≤ c} (2.5)

where c = max{|x1−x2|, |y1− y2|} is the Chebyshev distance between two points (x1, y1)

and (x2, y2) [103, 101, 104], see right panel of Fig. 2.6(b).

Figure 2.6: Common neighborhoods in CAMs. (a) In a 1d simple lattice of k square

cells, the neighborhood of the red cell might include the cell itself and both its left and right

neighbours (left panel), only its right neighbour (central panel) or only its left neighbour (right

panel). (b) In a 2d lattice of k× k square cells, the neighborhood of the red cell is usually Von

Neumann (left panel) or Moore (right panel).
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The archetypal CAM, known as the Von Neumann automaton [100], is an infinite 2d lattice

in which square cells can take 29 distinct states and neighborhoods obey to the Von Neumann

scheme. Another seminal CAM is the Conway’s Game of Life [105], an automaton based on

an infinite 2d lattice in which square cells can only take 2 states and neighborhoods follow

the Moore scheme [98]. In spite of the fact that the vast majority of CAMs adopt squared

shaped cells, the available literature offers interesting diversions from this dominant setup [99].

Examples include 2d lattices of hexagonal cells [106, 107, 108], triangular cells [109, 110, 111]

and automata networks [112, 113, 114]. When a CAM is executed in a computer, the dimensions

of the lattice must be finite. In this scenario, the adopted neighboring structure might not be

directly applicable to boundary cells. For instance, in the 1d simple CAM presented in this

section triplets of adjacent cells form overlapping neighborhoods, see Eq. (2.3). However, the

leftmost and rightmost cells can only form a neighborhood with their right and left adjacent

cells, respectively. This forces modellers to choose a boundary scheme in order to handle the

missing neighbors of boundary cells [99]. The CAMs presented in this dissertation rely on the

following boundary schemes:

• Open: the missing neighbors are included as fixed state cells lying one space unit beyond

the edges of the lattice [99]. The most common variant is the null open boundary which

consists in fixing the state of the missing neighbors to zero [99].

• Periodic: boundary cells neighbor each other [99]. If we were to enforce periodic boundary

conditions in the 1d CAM presented in this section, the first cell would neighbor the k-th

cell as they lie on the left and right edge of the lattice respectively:

NB1 = {k, 1, 2}, (2.6a)

NBk = {k − 1, k, 1}. (2.6b)

Additional schemes adopted in the available literature, e.g., adiabatic or reflexive boundary

conditions, are surveyed in [99].

CAMs were initially conceived as frameworks for modelling the dynamics of biological and phys-

ical systems and gather theoretical insights on specific aspects of these systems [97, 98, 99].

These seminal applications came as no surprise as CAMs carry various properties of real phys-

ical systems, such as the local nature of interactions, homogeneity and parallelity [98]. More

recently, these models became valuable tools in the solution of practical problems [99]. The
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Figure 2.7: Boundary conditions in CAMs. Each column presents different boundary

conditions for the left and right edges of the lattices, respectively. Boundary cells are highlighted

in red while cells belonging to their neighborhoods are highlighted in blue. (a) Open boundary

conditions: the faded blue cells beyond boundary cells maintain a fixed state, e.g., s = 0;

completing the neighborhoods of the adjacent boundary cells. (b) Periodic boundary conditions:

the left boundary cell neighbors the right boundary cell and vice-versa.

recent survey of Bhattacharjee et al. [99] highlights how CAMs have been applied in a broad

range of fields, such as encryption and cryptography [115, 116, 117, 118], image processing

[119, 120, 121], pattern recognition [122, 123, 124, 125] and medical sciences [126, 127, 128].

Agent based models

Agent based modelling is an emerging paradigm in complex systems simulation [2, 129]. An

agent based model (ABM) idealizes the system of interest as a crowd of independent living enti-

ties known as agents [130]. Agents act within a common environment; a stylized representation

of the real habitat at heart of the system of interest [131]. Similarly to CAMs, ABMs evolve in

discrete time and at any time step each agent performs the following sequence of actions:

1. Assessment: the agent analyzes the current state of the system [130].

2. Decision: based on its assessment of the current situation, the agent decides its next

action through pre-defined rules [130].

This decision making process is synchronous, i.e., each agent acts at the same time, and au-

tonomous, i.e., agents examine and act independently from each other [130]. These decisions

could prompt interactions between agents. For instance, in the ABM of financial markets pro-

posed by Yamada et al. [35] several agents autonomously update their buy and sell prices

51



based on the current state of the market. These updates create a scenario in which an agent

is willing to buy the traded asset at a price that is at least as high as the price at which an-

other agent is ready to sell it; triggering a financial transaction between the two counterparts

[35]. Depending on the scope of the model, the spatial positioning of the agents across the

environment might be either relevant or irrelevant [131]. Furthermore, agents behaviors might

be affected or constrained by the hosting environment [131]. For instance, in our recent ABM

[34] the environment encompasses three foreign exchange markets and agents assigned to dif-

ferent markets cannot interact with each other. Another interesting aspect in the agent based

paradigm is the level of rationality embedded in the rules that govern agents’ decisions [131].

Loosely, agents are “rational” when the observer perceives that their actions are compatible

with their ultimate objectives, e.g., maximizing their wealth [131]. Is “perfect” rationality al-

ways a desirable feature? This question has been at the center of a long lasting debate between

different communities involved in modelling of financial systems [131, 132]. While economists

have often explored specific issues under full rationality assumptions [38, 133, 134, 135], physi-

cists employed agent based approaches to include agents with bounded rationality [136], e.g.,

the Santa Fe Stock Market [137].

ABMs exploit the capabilities of modern computers to simulate and analyze these interactions

for a sufficiently extended time window [130]. The agent based paradigm takes a “bottom-up”

perspective on the system of interest: the focusing is on modelling agents’ diversity and inter-

actions at a microstructural level while macroscopic patterns, behaviors and properties emerge

as the idealized system evolves in time [130]. This striking ability to capture emergent phenom-

ena makes ABMs a very natural and orthodox strategy to model complex systems [130]. More

generally, ABMs are useful modelling tools when agents behaviors are either i) nonlinear, e.g.,

threshold based decisions, ii) non Markovian, e.g., learning agents or adaptive agents, or iii)

cannot be aggregated, e.g., mean-field approaches, due to their significant heterogeneity [130].

As surveyed by Gilbert [131], these features have played an important role in the affirmation

of the agent based paradigm in a wide spectrum of social sciences related fields, such as urban

segregation studies [138, 139, 140, 141], formation and dynamics of opinions [142, 143], adoption

of industrial innovations [144] and financial markets [35, 137, 145, 146].
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Figure 2.8: ABMs basics. (a) An ABM consists in a multitude of different agents (colored

pawns) acting within a common environment (grey circle) who i) autonomously examine the

present state of the system, ii) use this information to decide their next action and iii) interact

with each other. (b) At any time step t, each agent autonomously decide its next action

according to a predefined rule f. Considering an extremely simple decision-making context,

f takes into the account the current state of the system St−1, which is the same for every

agent, and a set of parameters θj that is unique to each agent, e.g., the risk adversion profile

of economic agents.
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Mean field models

Mean field (MF henceforth) models are extremely simplified and coarse descriptions of a com-

plex system [93]. It is often said that MF models rely on averages [93] as the diversity that can

be found in different dimensions of mimicked system, such as:

• The distances between components,

• The features characterizing each component, e.g., their dimensions,

• The interactions that can be established between two or more components,

is neglected in favour of a more homogeneous setup in which average quantities, e.g., average

dimensions, allow to “standardize” the components of the system, the spatial dimension of the

system is ignored and the variety of local interactions is superseded by standardized long-ranged

interactions [93].

MF models, providing an overly simplified representation of a complex system, do not aim for

a comprehensive and faithful replication of the dynamics of interest. Instead, they provide

important support in the early phases of the modelling process by offering insights on various

behaviors of the system of interest.

Scientists have adopted MF approaches to investigate problems across a broad range of disci-

plines, such as astrophysics [14], chemistry [147, 148], disease spreading [15, 16], traffic flows

[17, 18], physics [149, 150], epilepsy [19], opinion competition [151] and atrial fibrillation [20]. A

seminal application of MF theory is the Kermack-McKendrick model of epidemics [15], which

provides an extremely simplified framework to describe the diffusion of an infectious disease

within an human group [93]. The model neglects the spatial features of the environment and

the diversity of interactions to split the population in three communities [93]:

1. Carriers (C), people who contracted the disease and are able to spread it to healthy

individuals.

2. Susceptible (S), healthy people who can contract the disease and turn into carriers.

3. Removed (R), people who either overcame the disease to achieve immunization, died of

the disease or shield to avoid interactions.
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The Kermack-McKendrick model describes the dynamics of these three groups through a system

of differential equations:

dS

dt
= −αS(t)C(t), (2.7a)

dC

dt
= C(t) (αS(t) − β) , (2.7b)

dR

dt
= βC(t), (2.7c)

where S is the number of susceptible individuals, C is the number of carriers, R is the number

of removed individuals, α is the infection rate and β is the removal rate [93]. From Eq. (2.7)

we can easily observe that the number of susceptible individuals cannot increase in time. This

occurs because carriers who survive the disease are assumed to become permanently immune.

The number of carriers C(t) fluctuates upward and downward as a result of the antagonistic

contributions of αS(t) and β. This reveals what is perhaps the most interesting feature of this

simple epidemic model: when the initial number of susceptible individuals S(t0) is smaller than

the threshold β/α, the system does not develop an epidemic as the number of carriers gradually

decreases towards 0 [93]. This mimics real situations in which a disease cannot turn into an

epidemic due to its low contagion rate, e.g., carriers are isolated before they can significantly

spread the disease, or high mortality rate, e.g., carriers die before they can significantly spread

the disease [93]. On the other hand, the epidemic develops if S(t0) > β/α: in this scenario, we

observe a first phase in which the epidemic expands due to the increasing number of carriers

followed by a second phase in which the epidemic starts to taper off as soon as S(t) < β/α [93].

Markov Chains

Let us consider a collection of random variables X = {Xt : t = 0, 1, 2, . . . } representing the

dynamics of a system of interest, i.e., the sequence of transitions from state to state, which take

values on a finite set of states S known as state space [152]. If the next state of the system

Xt+1 depends on the current state Xt but not on the past states Xt−1, . . . , X0, i.e.,

P(Xt+1 = j|Xt = i, Xt−1 = a, . . . , X0 = z) = P(Xt+1 = j|Xt = i) j, i, a, z ∈ S (2.8)

the stochastic process is a Markov Chain [152]. The probability of transitioning from state i to

state j, see Eq. (2.8), is often denoted by the more compact notation Pij and serves as a single
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entry of a transition probability matrix

P =




P11 P12 · · · P1n

P21 P22 · · · P2n

...
...

. . .
...

Pn1 Pn2 · · · Pnn



, (2.9)

where n is the number of possible states, the columns of P represent the departing states, the

rows of P represent the arrival states so summing over the rows satisfies the normalization

constraint

n∑

j=1

Pij = 1 i = 1, . . . , n. (2.10)

The matrix presented in Eq. (2.9) contains the single step transition probabilities between every

pair of possible states. This concept can be extended to an arbitrary number of steps k, i.e.,

the probability of transitioning from i to j in k steps, by making use of simple matrix algebra

Pk = P×P · · · ×P, (2.11)

where the matrix multiplication is performed k times [152]. If the transition probabilities P are

time invariant the Markov Chain is time-homogeneous. Conversely, Markov Chains governed

by time varying transition probabilities are known as time-inhomogeneous.

The state j is reachable from state i if Pij > 0 [152]. When this holds in “both directions”, i.e.,

Pij > 0 and Pji > 0, the states i and j communicate [152]. When every state communicate,

i.e., it is possible to “travel” from any state to any other state in k ≥ 1 steps, the Markov

Chain is irreducible [152]. Assuming that X0 = j, i.e., the starting state, we say that the state

j is recurrent (transient) if the probability of ever returning to the state j is fj = 1(fj < 1)

[152]. A state j is said to be absorbing if Pjj = 1, i.e., the process is “trapped” forever

into j as soon as it reaches this state for the first time [152]. An important question in

Markov Chain theory is how one should compute the “long run” [152] probability of observing

the system in a certain state. Let us consider a finite Markov Chain Xt with state space

S = {1, 2, . . . , n}. Furthermore, the transition probability matrix P and the initial states

distribution ν0 = (P(X0 = 1), . . . ,P(X0 = n))T are known. Then, we recursively update the
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Figure 2.9: Schematics of simple time-homogeneous Markov Chains. Circles represent

different states. The background color indicates whether the represented state is absorbing

(red). Directed arrows mark possible transitions between a departing and an arrival state.

Each arrow is paired with the corresponding transition probability. (a) The system can take

four non absorbing states. At any time we expect the next state to be, with equal probability,

either the left or right “neighbor” of the present state. (b) A Markov Chain is used to describe

the dynamics a simple coin-based game in which the player flips a coin until she obtains three

heads in a row, i.e., whenever the coin lands tail the count goes back to zero.

states distribution

ν1 = Pν0

ν2 = P2ν0
... =

...

νk = Pkν0,

(2.12)

by applying the total probability rule [152]. Finally, we let k → ∞ to obtain

lim
k→∞

Pkν0 = π, (2.13)

where π is a “long run” state distribution vector that does not depend on the initial distribution

ν0 [152]. If π satisfies the following conditions

πj ≥ 0 for j = 1, . . . , n, (2.14a)

n∑

j=1

πj = 1, (2.14b)

Pπ = π, (2.14c)

then we say that π is a stationary distribution of the Markov Chain Xt [152].

Markov Chains can be extended to continuous time by relaxing the assumption that the stochas-
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tic process Xt evolves, i.e., it moves from a state to another, in a discrete and equally spaced

time grid [153]. By doing so, we obtain a process {X(t) : t ≥ 0}, known as continuous time

Markov Chain (CTMC henceforth), with the following features [153]:

• X(t) takes values on a discrete states space S.

• X(t) retains the Markov property

P(X(r + τ) = j|X(r) = i, {X(s) : 0 ≤ s < r}) = P(X(r + τ) = j|X(r) = i) = Pij(τ),

(2.15)

where i, j ∈ S, τ ≥ 0, r ≥ 0 and {X(s) : 0 ≤ s < r} is the entire dynamics of X(t) up to

time r.

• The time X(t) spends on a given state i is a continuous and strictly positive random

variable hi known as holding time of state i. To preserve the memoryless property, the

holding time must abide to an exponential distribution

P(hi ≤ τ) = 1 − e−λiτ , (2.16)

where λi > 0 is the rate parameter of state i.

It is easy to observe that while the transition mechanism in CTMCs is analogous to the discrete

case, the major difference between discrete and continuous Markov Chains lies in the time

between two consequent transitions [153]. In particular, the former neglects these intervals by

adopting a discrete and equally spaced time grid in which the process undergoes a transition in

every time step while the latter relies on a more sophisticated approach in which the duration

of intervals between transitions follows an exponential distribution.

To describe a CTMC, we need to study the “infinitesimal” behavior of the model. Let us start

by observing that when the interval τ becomes very small Eq. (2.16) can be approximated as

P(hi ≤ τ) =

∫ h

0

λie
−λitdt = −e−λix

∣∣∣
τ

0
= 1 − e−λiτ ≈ λiτ, λiτ ≪ 1 (2.17)

Then, we compute the following limit

lim
τ→0+

P(X(τ) ̸= i|X(0) = i)

τ
= lim

τ→0+

P(Ni(τ) = 1)

τ

= lim
τ→0+

λiτ + o(τ)

τ

= λi,

(2.18)
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where o is the “little o” notation and Ni(t) is a Poisson counting process [153]. Note that in

Eq. (2.18) we have obtained the instantaneous transition rate from state i, λi [153].

At this point we recall that when X(t) departs state i it will travel to state j with probability

Pij, hence

lim
τ→0+

Pij(τ)

τ
= lim

τ→0+

P(X(τ) ̸= i|X(0) = i)

τ
Pij

= lim
τ→0+

P(Ni(τ) = 1)

τ
Pij

= lim
τ→0+

λiτ + o(τ)

τ
Pij

= λiPij,

(2.19)

gives us the the instantaneous transition rate from state i to state j [153]. By applying the

same reasoning, one finds that

lim
τ→0+

Pii(τ)

τ
= −λi. (2.20)

Finally, the transition rates are collected into a matrix G known as the infinitesimal generator

of the Markov Chain

G =




−λ1 λ2P12 · · · λnP1n

λ1P21 −λ2 · · · λnP2n

...
...

. . .
...

λ1Pn1 λ2Pn2 · · · −λn



, (2.21)

which allows us to describe the CTMC according to the instantaneous rates at which the process

travels across states.

To sum up, Markov Chains are simple stochastic processes that “explore” a discrete state space.

In the simplest setting, a Markov Chain evolves in discrete time. However, these processes

can be also studied in continuous time by modelling the duration of the period between two

consecutive transitions as an exponential random variable. Like MF models, Markov Chains are

a holistic approach which tends to overlook dynamics occurring at microstructural dimensions

in favor of a much simpler stochastic modelling of the macroscopic dynamics of the system

of interest. This implies that the benefits of having a simple and computationally inexpensive

framework are compensated by the difficulties of capturing more granular features of the system

without adding further layers of complexity to the model. Markov Chains and similar models

have been used to mimic a broad range of systems, such as opinion dynamics [154, 155], financial

markets [156, 157, 158], neurons [159, 160], traffic flow [161, 162] and disease spreading [163].
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Network models

The increasing availability of empirical data has revealed important insights on the topology

of real systems [164]. In particular, several systems in our world are characterized by non-

trivial sparse topologies where a small fraction of their components establish direct interactions

while the remaining majority indirectly affect each other through chains of direct interactions

[164, 165]. These topological features can be captured by networks, a powerful modelling

paradigm in the field of complex systems [164]. A network is a collection of vertices, i.e., sites

or nodes representing the components of the mimicked system, and edges, i.e., lines or links

binding two vertices representing an existing relationship between components of the mimicked

system [165]. In discrete mathematics, network analysis is known as graph theory and it is

widely believed that the earliest proof in this field dates back to 1735 when Euler proposed

a solution of the Königsberg bridge problem [165]. More recent, yet seminal applications of

networks can be traced back to the early decades of the 20th century when sociologists identi-

fied this modelling paradigm as a powerful tool to examine human relationships [165]. In the

last 30 years the ever growing accessibility to powerful computing machines and large, granu-

lar datasets has sparked a novel interest in large networks, e.g., millions of vertices, and their

macroscopic statistical features [165].

Networks can be classified based on the properties of their vertices and edges [165]. The sim-

plest network consists of N identical vertices and K identical edges [165]. More convoluted

networks might comprise vertices of different size and class, e.g., social network models where

individuals have different attributes, weighted edges, e.g., business network models where edge

sizes represent the amount of goods exchanged between two firms, or directed edges, e.g.,

telecommunications network models where edge directions reflect the sender-receiver relation-

ships between two terminals [165]. Networks in which single edges can connect three or more

vertices are known as hypergraphs [165] whereas networks with time varying structure, e.g.,

edges appear and disappear in time, are often referred to as dynamical networks.

Network datasets might reveal important insights on the topology of the underlying network

[166]. Scientists exploit the power of modern computers to process and analyze this data by

employing concepts and tools that are typical of this field [166]. Centrality measures, such as

degree centrality, eigencentrality or pagerank, are used to identify the most prominent vertices

of a network [166]. Group analysis provides a toolkit of concepts, such as cliques and compo-

nents, and techniques, such as hierarchical clustering, to detect and study communities, i.e.,

60



Figure 2.10: Examples of different networks. (a) An overly simplified network consisting

of 7 identical vertices and 8 identical edges. (b) A network comprising 7 vertices of different

size, i.e., circle diameter, and class, i.e., blue and red filling, and 11 weighted edges, i.e., line

thickness. (c) A network comprising 7 vertices of same size and different class and 8 unweighted

direct edges, i.e., arrows indicate the direction of the pairwise relationships.

group of vertices sharing a common tract, within a given network [166]. Similarity measures,

such as cosine similarity and Pearson coefficients, provide a quantitative framework to assess

the similarity between vertices [166].

As surveyed by Newman [165], our world encompasses many systems whose topology can be

satisfactorily described by a network model, such as the digital economy [167], interactions and

competition between firms [4, 5, 6], the foreign exchange market [7, 8], scientific co-authorships

[9, 10, 11], archaeology [168, 169, 170] and urban traffic [12, 13, 171].

2.3 Summary of the chapter

In this chapter we have built the “backbone” of this dissertation by presenting the theoretical

background required to understand and evaluate the research presented in the forthcoming

chapters. We started from the simple definition of a physical system and argued that the be-

havior of any real system can be often studied through dedicated models. We have examined

the key aspects of the model development process, the practical implementation of the model

through computer-based simulations and the subsequent validation of the outcomes of these ex-

periments. Then, we restricted our attention to complex systems, a family of physical systems

characterized by the presence of a large number of constituents which engage in non-trivial in-

teractions. Complex systems presents a broad spectrum of behaviors, structures and statistical

features whose origins cannot be understood by the mere knowledge of their components [2, 3].
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We have examined three core elements of complex systems theory: the notion of complexity,

the emergence of system-wide structures and the microscopic process behind emergent phe-

nomena known as self-organization. In particular, we have looked at the qualitative definition

of complexity emerging from the work of Cilliers [83] and the recent effort of Bar-Yam [3] in

formalizing this concept in quantitative terms. Then, we have explored the historical evolution

of the notion of emergence by discussing how several elder philosophies neared or even elabo-

rated on this concept way before its recent breakthrough in complex system theory. Finally,

we have examined the mechanisms of self-organization in complex systems by following the

work of Heylinghen [94]. The last segment of this chapter offered a detailed analysis of a broad

spectrum of modelling techniques that can be applied to the study of complex systems. In par-

ticular, we have considered both holistic, i.e., mean-field and Markov Chains, and reductionist,

i.e., cellular automata, agent-based models and networks, approaches and discussed examples,

benefits and limitations.

This review paves the way to the core of this dissertation, i.e., the application of this back-

ground theory to the study of two real systems: the human heart and modern financial markets.

In chapter 3, we examine atrial fibrillation, a diffused and life-threatening disease of the elec-

trical conduction system of the heart. This condition turns the planar propagation of electrical

impulses across the atrial tissue into a disorganized and rapid activity. In line with the “leit-

motif” of this dissertation, we conceive atrial fibrillation as an emerging property of the heart

triggered by non-trivial microscopic interactions between a large number of atrial cells and

the topology of the hosting tissue. Within this paradigm, we tackle open questions in atrial

fibrillation research by modelling the dynamics of this disease through cellular automata and

mean-field models. These simple and computationally efficient models allow us to perform ex-

tended simulations of the electrical propagation over the atrial tissue and, ultimately, to provide

relevant contributions to three specific areas of atrial fibrillation research: i) the progression

from paroxysmal to persistent atrial fibrillation, ii) the mechanisms through which the gap

junction enhancer drug Rotigaptide terminates atrial fibrillation and iii) the enduring dispute

on the driving mechanisms of atrial fibrillation.

In chapter 4, we investigate financial markets. In this environment, a large number of hetero-

geneous agents, e.g., humans vs. computers, adopting different behaviors, e.g., trend-following

vs. contrarian, exchange a broad spectrum of financial instruments, such as stocks, bonds

and currencies. The iterated, non-trivial interactions occurring in the microscopic dimension of
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these systems drive the evolution of the prices and determine many other macroscopic facts that

can be observed in financial time series. In this thesis, we present two works which examined

two distinct problems: i) the microscopic origins of the widely documented cross-correlations

among currency price fluctuations and ii) the relationships between priced dynamics, market

liquidity and supply/demand imbalances in modern electronic stock markets.
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Chapter 3

Cardiac fibrillation as an emergent

phenomenon

In this chapter we examine the emergence of cardiac fibrillation in the human heart. This

pathology is a cardiac arrhythmia, i.e., a dysfunction in the electrical properties of the heart,

which may affect the upper chambers, i.e., atrial fibrillation, and/or the lower chambers, i.e.,

ventricular fibrillation, of the cardiac muscle. In an atrial fibrillation episode the healthy planar

propagation of electrical stimuli from the sinoatrial node is superseded by fast and disordered

electrical waves meandering in the atria [172]. Scientists and clinicians have been investigating

atrial fibrillation for more than a century without reaching a complete and unequivocal under-

standing of the mechanisms that govern its onset and maintenance [172, 173, 174, 175, 176, 33].

Therefore, it is not surprising that this area of research is theater of important controversies

and that surgical treatments have so far delivered unsatisfactory outcomes [28].

My research group, headed by Prof. Kim Christensen, is part of the ElectroCardioMaths

program at Imperial College London; a cross-faculty team whose purpose is to address open

problems in the field of cardiac arrhythmias through research collaborations involving clinicians,

physicists and biologists. We study the onset and maintenance of atrial fibrillation by devel-

oping simple, yet effective physical models in which we conceive this disease as an emergent

phenomena involving the entire system of interest, i.e., the atrium. Atrial fibrillation emerges

from non-trivial events occurring at a microstructural level where electrical impulses originating

in specific regions of the heart propagate through fibers of connected cardiac cells. As indi-

viduals age, the microstructure of the atrium undergoes topological changes which, together
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with alterations in the conduction properties of cardiac cells, plays a role in the emergence

of arrhythmic conditions. These settings allow us to conceptualize the atrium as a complex

system where the interplay between microscopic agents, i.e., cardiac cells, and the underlying

topology, i.e., the connections between cells, give rise to unforeseeable emergent phenomena.

The first milestone was achieved in 2015 when Prof. Kim Christensen, Dr. Kishan Manani and

Prof. Nicholas S. Peters jointly developed a cellular automata model of atrial fibrillation [25].

In spite of its extreme simplicity, the model illustrates how decoupling of muscle fibers driven

by fibrosis or other mechanisms might create the ideal settings for the emergence of atrial

fibrillation. The Christensen-Manani-Peters model offered the ElectroCardioMaths group a

new pathway for the investigation of atrial fibrillation through complexity science approaches.

One of the main goal of my doctoral studies was to explore this avenue in order to investi-

gate specific open questions through the development of novel modelling frameworks inspired

by Christensen-Manani-Peters model. The results of this effort are presented in detail in the

following sections.

This chapter is organized as follows. Section 3.1 presents the structural and functional aspects

of the heart at both the macroscopic and microscopic dimensions. Section 3.2 introduces the

anatomy of the electrical conduction system of the heart and important aspects of the electro-

physiology of cardiac cells. Section 3.3 discusses an important family of diseases of the electrical

conduction system of the heart known as arrhythmias. Particular emphasis is given to atrial fib-

rillation, the afore discussed arrhythmia which has been at the core of my research throughout

my doctoral studies. Section 3.4 surveys the major modelling approaches in AF literature and

provides a detailed presentation of the Christensen-Manani-Peters model. Section 3.5 presents

a recent paper [20] in which we explore the transition from paroxysmal, i.e., intermittent and

short episodes, to persistent, i.e., uninterrupted and long episodes, atrial fibrillation in the

Christensen-Manani-Peters model. Section 3.6 is devoted to newly completed research project

[26] in which we introduce another cellular automata model whose aim is to gather insights on

how the gap-junction enhancer drug Rotigaptide may terminate fibrillation. Finally, section 3.7

discusses another article [28] in which we extend the original Christensen-Manani-Peters model

to a tri-dimensional topology in order to reproduce and examine in an insilico framework re-

cent clinical evidences [29] which could potentially reconcile some antagonistic theories on the

mechanisms of AF maintenance [32].
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Note

This chapter includes text and images that have been extracted, with any eventual al-

teration and extension, from articles I have co-authored [20], [26] and [28]. This material

appears in the following subsections:

• 3.3.3 (from [28] and [20])

• 3.3.5 (from [20])

• 3.4.2 (from [20])

• 3.5 and related subsections. (from [20])

• 3.6 and related subsections. (from [26])

• 3.7 and related subsections. (from [28])

Details on copyrights, permissions and personal contributions to [20], [26] and [28] are

reported in appendices B.1, B.2 and B.3, respectively.

3.1 The human heart

3.1.1 Structural and functional aspects

The human heart is a muscle residing in the protective thorax; behind the costal cartilages and

the sternum; and enveloped in a bilayered membrane known as pericardium [177]. Its main

purpose is to accumulate blood from various tissues across the body to pump it into the lungs

and vice-versa [177].

The heart walls, see Fig. 3.1, include three layers:

• The outer layer, known as epicardium or visceral pericardium, corresponds to the inner-

most layer of the pericardium - the enveloping bilayered membrane surrounding the heart

[177].

• The middle layer, known as myocardium, is made of contracting muscular tissues [177].

These tissues consist of cells, known as myocytes, which display a branching structure,

bond through gap junctions and possess an unique nucleus [177].
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• The inner layer, known as endocardium, consists of endothelial cells and covers the heart

chambers and valves [177].

Figure 3.1: Schematics of the heart wall. The heart wall includes an outer layer known as

epicardium or visceral pericardium, a middle layer known as myocardium and an inner layer

known as endocardium. See appendix A for details about attributions and permissions.

The inner structure of the heart, see Fig. 3.2, presents four chambers [177]. The inferior

chambers, known as ventricles, act as blood pumpers while the superior chambers, known as

atria, function as blood collectors [177]. The right atrium gathers oxygen-poor blood from the

superior and inferior venae cavae (SVC and IVC henceforth) which serve as channels for blood

returning from upper and lower body tissues, respectively [177]. The oxygen-poor blood flows

to the right ventricle where it is pumped to the lungs through the pulmonary trunk; an artery

that branches before entering the lungs [177]. In the lungs blood increases its oxygen levels

and expels carbon dioxide [177]. Oxygen-enriched blood travels back to the heart through the

left and right pulmonary veins (PVs henceforth); two vessels which further branches before
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approaching the left atrium [177]. Finally, oxygen-rich blood flows from the left atrium to the

left ventricle where it exits the heart and enters the aortic artery; a key vessel through which

oxygenated blood reaches tissues across the body [177].

This unidirectional flow is preserved by four valves: i-ii) the atrioventricular valves, known

as bicuspid and tricuspid, which ensure that blood circulates from atria to ventricles and not

vice-versa and iii-iv) the semilunar valves, known as semilunar and pulmonary, which ensure

that blood leaves the ventricles to enter the great arteries and not vice-versa [177].

Interestingly, heart tissues receive only a small fraction of the required levels of nutrients and

oxygen from the blood flow that enters and leaves this muscle during its primary pumping

function [177]. An adequate supply is instead guaranteed by a specific vascular system whose

sole goal is the provision of nourishment to heart tissues [177]. The afore discussed blood flow is

governed by the interplay between contractions and relaxations of the myocardial tissue [178].

In particular, atrial contractions pump blood gathered in the atrial chambers into the ventricles

while ventricular contractions pump blood from the cardiac bundle to the pulmonary artery or

the aorta [178]. These myocardial contractions, known as systoles (associated with the systolic

blood pressure), are triggered by a special apparatus of cardiac cells that is responsible for

the periodic generation and ordered propagation of electrical stimuli across the myocardium

[178], see section 3.2 for a detailed review. Contractions are followed by relaxations, known

as diastoles (associated with the diastolic blood pressure), in which chambers are refilled with

blood [178]. The full sequence of atrial and ventricular systole and diastole is known as cardiac

cycle, i.e., the succession of events that make a single heart beat [178].

3.1.2 Microstructural aspects

Around three quarters of the myocardial tissue volume is inhabited by cells known as cardiomy-

ocytes1 [179, 180]. However, the total number of cardiomyocytes only make up approximately

30 - 40 % of the cells across the myocardium while the other 60 - 70% consists of multiple types

of non-cardiomyocytes cells, primarily fibroblasts [179, 180].

Cardiomyocytes, whose primary tasks are electrical conduction and contraction, present a tubu-

lar shape with average diameter spanning between 10-20µm and average length spanning be-

tween 50-100µm [181], see Fig. 3.3. These cells are enveloped in a membrane, the sarcolemma,

possess an unique nucleus and are filled with mitochondria which are responsible for the ade-

1Note that in this dissertation we use the terms cardiomyocyte, myocyte and cardiac cells interchangeably.
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Figure 3.2: Anatomy and blood flow of the human heart. (a) Internal anatomy of the

human heart. The image highlights the four chambers, the key vessels, i.e., arteries and veins,

and the valves that preserve the unidirectional blood flow. (b) Blood flow in the human heart.

The white arrows drive the blood flows across the various regions of the muscle. The color of

the areas indicates whether the flowing blood is oxygen-poor (blue) or oxygen rich (red). See

appendix A for details about attributions and permissions.

quate provision of ATP that these specialized cells need to perform their tasks [177, 182]. A

myocyte is made of bundles of myofibrilis ; long tubular structures composed of adjacent, non-

overlapping units known as sarcomeres [183]. Sarcomeres are made of thick filaments of myosin

proteins and thin filaments actin proteins, known as myofilaments, whose peculiar arrangement

confers a striated look under the microscope [183].

The sarcolemma includes peculiar pathways, known as ion channels, through which ion currents

enter and leave the myocyte [184]. The coordinated opening and closing of ion channels plays

a key role in the propagation of electrical impulses across the heart. In particular, the inflow

and outflow of ion currents through these pathways induce rapid variations in the membrane

potential which are commonly known as action potential [184]. Action potential is transmitted

to adjacent myocytes through gap junctions; dedicated channels through which flows of ionic

currents transfer to neighboring cells [185]. Gap junctions are contained in the intercalated
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discs ; connective structures located in the edging regions of myocytes [186].

Figure 3.3: The anatomy of a myocyte. (a) Schematic close-up of a myocyte. We observe a

single nucleus, the diffuse presence of mitochondria and the typical tubular structure resulting

from adjacent bundles of myofibrilis. (b) Schematic close-up of a section of a myofibrilis. We

observe a sarcomere (S), its center (M), known as m-line, and its edges (Z), known as z-lines,

a myosin-only filament (H), actin-only filaments (I) and a myosin region (A). See appendix A

for details about attributions and permissions.

3.2 Cardiac conduction system and electrophysiology of

cardiomyocytes

3.2.1 Anatomy

In the previous sections we have learnt that a healthy heart continuously pumps oxygen-poor

blood towards the lungs and oxygen-rich blood towards several tissues across the body. To

perform this pivotal function, the cardiac muscle sequentially contracts and relaxes. These

myocardial contractions are triggered by the ordered, periodic propagation of electrical impulses

which progressively excites the cardiomyocytes that form this layer of the heart wall. This

section is devoted to the examination of these electrophysiological aspects.

The cardiac conduction system (CCS henceforth) is a network of specialized cells that are

responsible for the creation and conduction of the electrical stimulus required by the heart
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to perform its key pumping function [187], see Fig. 3.4. A well functioning CCS triggers

approximately 72 heartbeats/minute, 100000 heartbeats/day, 38 millions heartbeats/year, 2.4

billions heartbeats throughout an average human lifespan [187]. The CCS includes five major

elements:

1. The sinus-atrial node (SAN henceforth).

2. The atrio-ventricular node (AVN henceforth).

3. The His bundle.

4. The left and right branches.

5. The distal Purkinje fibres.

Figure 3.4: Cardiac conduction system. The yellow regions highlight the network of car-

diac cells that are responsible for the conduction of electrical stimuli that are periodically

released from the SAN. In a healthy heart, impulses orderly proceed from top-left, i.e., SAN,

to bottom-right before branching left and right to reach the terminals of the Purkinje fibres.

See appendix A for details about attributions and permissions.

Electrical impulses are released from the SAN which lie at the intersection between the right

atrial chamber and the SVC [187]. The impulse then proceeds through the myocardium, trig-

gering a rapid, sequential activation of myocytes which results in a simultaneous contraction of
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both the right and left atrial chambers [187]. At this point, the electrical impulse approaches

the AVN which serves as connector between the atrial and the ventricular sections of the CCS

[187]. The AVN, slowing down the rapid progression of the impulse, gives enough time to

the contracting upper chambers to pump the gathered blood into the ventricles [187]. Then,

the electrical impulse regains pace and spread across the ventricular myocardium through the

His bundle, the left and right branches and the distal Purkinje fibres [187]. These three ele-

ments of the CCS, forming the His-Purkinje system, are responsible for ventricular contraction,

inter-ventricular coordination and intra-ventricular coordination [187].

3.2.2 Action potential

Taking a more microscopic perspective on the CCS, we now discuss how electrical impulses

propagate from cell to cell. Adjacent myocytes require a structural connection which allow the

electrical impulse to transfer from a cell to another. This role is played by the gap junctions

described in section 3.1.2. Ionic currents originating in pacemaker regions, i.e., areas in which

cells are capable of triggering electrical impulses without external stimuli, travel through gap

junctions and activate other myocytes by altering their membrane potential.

The potential of a cellular membrane is the differential between its internal and external elec-

tric potential. Rapid and periodic changes in cells potential, known as action potential (AP

henceforth), see Fig. 3.5, are triggered by consequent activations and deactivations of ionic

currents across the cellular membrane [188, 189]. The AP of cardiac cells is mainly driven by

Na+, Ca2+ and K+ currents and follows a five stages cycle [188, 189]. The initiation of the AP

cycle is preceded by the terminal phase of the previous one. In this scenario, known as phase

4 of the AP cycle, the uneven distribution of ions, i.e., molecules or atoms with an electrical

charge stemming from a non-zero difference between the number of electrons and protons, over

the cell membrane ensures that resting myocytes preserve a stable negative potential [188]. The

resting potential spans between -80mV and -90mV in atrial and ventricular cells, -50mV and

-60mV in SAN cells, -60mV and -70mv in AVN cells, -90mV and -95mV in His-Purkinje cells

[188].
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Figure 3.5: Cardiac action potential cycle. Simple schematics of the AP patterns in

different types of cardiac cells. The diagrams show how the membrane potential (in mV, see

y-axis) varies in response to an incoming electrical stimulus. Each segment of the patters is

associated to a number denoting the corresponding phase of the AP cycle. This figure includes

images from Fig. 2(a) in [190], see appendix A for details about attributions and permissions.

When an electrical stimulus approaches a cardiomyocyte from a neighboring cell, i.e., through

the gap junctions embedded in the intercalated discs, or is automatically initiated, e.g., in the

SAN, we observe an increase in the membrane potential [188, 184]. If this membrane potential

exceeds a threshold, the AP cycle is triggered [188]. When this occurs, a sudden and large

increase in the membrane potential, i.e., an up-stroke, depolarizes the cell in what is known as

phase 0 of the AP cycle [188]. In atrial and ventricular cardiomyocytes and in the His-Purkinje

fibers this abrupt depolarization is caused by the inflow of Na+ current through Na+ channels

[188]. Conversely, the depolarization of SAN and AVN cells is primarily due the inflow of Ca2+

current through CA2+ channels [188]. This up-stroke is followed by a swift and transitory

decrease of the membrane potential towards 0mV [188, 184]. This early repolarization, known

as phase 1 of the AP cycle, is in part driven by a transitory outflow of K+ current [188, 184].

Next, the decrease of the membrane attains a plateau. This segment, known as phase 2, is by

far the longest phase of the AP cycle, i.e., its duration might be a multiple of 100ms, and is

characterized by an overall decline of membrane conductance to the majority of the ions and a

consequent equilibrium between polarizing and depolarizing ion currents [188, 184]. Finally, the

membrane potential leaves this plateau and undergoes an abrupt and large decline. In this final

segment, known as phase 3 of the AP cycle, a weak inflow of positive charges is exceeded by an

increasing outflow of K+ ions [188]. This imbalance prompts a swift decrease of the membrane

potential towards the typical values observed in phase 4, thus completing the repolarization of

the cell [188]. Myocytes that have not fully repolarized, i.e., their membrane potential has not
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returned to phase 4 levels yet, cannot excite in response of new stimuli coming from adjacent

cells. This unresponsive time window is referred to as refractory period.

Cells located in different regions of the heart might exhibit different AP patterns and duration

[189, 184]. This diversity stems from different expressions levels and/or features of Na+, Ca2+

and K+ ionic channels and it is paramount for preserving the healthy, unidirectional diffusion

of electrical impulses and the regular pacing of the heart [189].

3.2.3 Assessing the electrical activity of the heart

The electrical activity of the heart can be monitored and assessed through a diffused and

non invasive test known as electrocardiogram (ECG henceforth). In this procedure multiple

electrodes, i.e., wired sensors connected to a computer, are fixed to the patient’s chest and

limbs in order to capture the cardiac electrical activity within a fixed time window [191]. An

ECG system displays a “line” that tracks the dynamics of the voltage (y-axis) in time (x-axis)

and provides clinicians with the option of including a reference grid in the background which

is made of j × j squares, where j translates into 0.04s into the x-axis [192]. The baseline of

an ECG trace is known as isoelectric line and represents resting membrane potential [192]. A

regular ECG trace presents a sequence of deflections from the isoelectric line which captures

the electrical activity in different segments of the impulse propagation across the cardiac muscle

[192].

Fig. 3.6 shows the characteristic pattern of an ECG trace. The first deflection, known as P

wave, traces the progressive depolarization of myocytes lying in the atrial chambers [192]. The

inception of this wave is supposed to mark the depolarization of the SAN while the contraction

of the atrial chambers is assumed to start at its summit [192]. The P wave is followed by

the QRS complex, a sequence of “negative-positive-negative” deviations from the isoelectric

line which traces the depolarization of myocytes lying in the ventricular chambers [192]. This

sequence is followed by the T wave, the last deflection in the ECG trace which represents the

repolarization of the ventricles [192]. The introductory article of Becker [192] reviews the basic

procedures for the assessment of the ECG trace. Assuming that the trace is printed on the

afore discussed reference grid, i.e., time vs. voltage, we say that the heart rate is regular if the

distance between subsequent QRS complexes is constant [192]. When this occurs, the heart
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Figure 3.6: ECG trace. (a) Simple schematic of the ECG of a single pulse during SR. Deflec-

tions from the isoelectric line (black bold line) are denoted by the names of the corresponding

waves, i.e., P, Q, R, S and T. Colored segments represent time intervals between different phases

of the trace. (b) The ECG trace printed on a reference grid made of j × j squares, where j

translates into 0.04s into the x-axis [192]. See appendix A for details about attributions and

permissions for the images appearing in this figure.

rate, i.e., beats per minute, can be inferred by computing

heart rate =
300

n
, (3.1)

where n is the number of large squares between subsequent QRS complexes and 300 is the

number of adjacent large squares required to cover 60s in the x-axis [192].

The assessment of the regularity of the heart rate is usually the precursor of a broader analysis

of the ECG trace [192]. Some examples of ECG patterns which might reveal anomalies in the

CCS of the patient are:

• Heterogeneous or undetectable P waves might indicate that the pacing of the SAN has

been overtaken by other regions [192].
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• When the PR interval, see Fig. 3.6, exceeds its “usual” length, i.e., from 0.12s to 0.2s,

the examiner might suspect a delay in the penetration of the electrical impulse into the

ventricular chambers [192].

• When the QRS complex exceeds 0.1s the examiner might suspect ventricular hypertrophy,

i.e., enlarged ventricular chambers, or that the ventricular region located below the AVN

has become the initiator of ventricular depolarization [192].

• When the rate is irregular, the number of successive QRS complexes in 6s time win-

dows might reveal “slower than normal” heart rate, i.e., bradycardia, if less than 6 QRS

complexes are detected or “faster than normal” heart rate, i.e., tachycardia, if the count

exceeds 10 [192].

The analysis of the ECG is a common pathway to the detection of ongoing pathologies. Anoma-

lies in the electrical conduction of the heart undermine its correct functioning and might be life

threatening for the patient. The following sections provide a detailed overview of one of the

most common disease of the CCS, atrial fibrillation, introducing the reader to a broad spectrum

of aspects of one of the core topic of this dissertation.

3.3 Atrial fibrillation

3.3.1 Introduction

The propagation of electrical impulses discussed in section 3.2.1 is known as sinus rhythm (SR

henceforth); a term that is generally used to describe a heart in which depolarization period-

ically originates in the SAN and orderly propagates across the muscle. When this desirable

heart rhythm is disrupted the heart is affected by a cardiac disorder known as arrhythmia.

These anomalies in the heart rhythm might arise in the impulse generating region, i.e., SAN, or

in impulse propagating regions, i.e., atria and ventricles [193]. Another common approach to

arrhythmias classification is based on the effect that the underlying disease has on the pacing

of the heart: variants in which the heart rate declines are known as bradyarrhythmias while

variants in which the heart rate increases are known as tachyarrhythmias [193].

Atrial fibrillation (AF henceforth) is a diffuse cardiac arrhythmia in which the regular prop-

agation of electrical signals from the SAN is disrupted and replaced by fast and disordered
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waves of excitation meandering in the atria [172]. The incidence of AF correlates with patients’

age; spanning between 0.5% in quinquagenarians and 10% in octogenarians [172]. Available

data reveals of a steady increase of the AF incidence in the global population [194]. It is esti-

mated that 2.4% of the British National Health Service (NHS henceforth) budget is devoted to

this disease while Americans spend between 16-26 billions $ every year in AF-related expenses

[195, 196, 197, 198]. Existing literature reveal an increasing global incidence of AF [199, 200]

which might be jointly driven by aging populations, lifestyle changes and other risk factors

[197]. Data presented by Chugh et al. shows that estimated age-adjusted incidence of AF (per

100000 individuals a year) increased from 60.7 to 77.5 for men and 43.8 to 59.5 for women

between 1990 and 2010 [197]. The number of adult individuals affected by AF in the United

States is expected to at least double by 2050 [201, 197]. These dire statistics are accompanied

by reports of rising hospitalization [202] and mortality [197] rates.

In healthy individuals the SAN, acting as pacemaker for the electrical impulse, retains a rate

that varies between 60 beats per minute in complete rest and 180-200 beats per minute during

extreme physical exercise [172]. Conversely, cardiac cells excite between 400 and 600 times per

minute when the heart is affected by AF [172]. A person would have died shortly after the

onset of AF if this high frequency activity were able to fully transfer to the ventricles [172].

However, the restricting carrying capacity of the AVN forms a “bottleneck” for the incoming,

intense electrical stimulus, thus reducing the heart rate to an average of 150 pulses per minute

[172].

The compromised atrial contraction induced by AF promotes a sluggish blood flow in the atria

which in turn triggers the appearance of clots and thromboemboli [172]. The latter is prone to

spread to other organs, e.g., kidneys and brains; increasing the risk of infarction [172]. Thus, it

is not surprising that AF plays a primary act in the development of strokes [172]. In particular,

AF alone is the first cause of ischaemic strokes in over 75s [203, 172].

AF can be classified as paroxysmal when single events self-terminate within a week or persis-

tent when events do not self-terminate and survive for more than a week [204]. Eventually, AF

becomes permanent when it is not possible to undertake any medical action to reinstate SR

[204].
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3.3.2 Arrhythmogenesis

The mechanisms underlying the onset and maintenance of arrhythmias are classified in two main

families: anomalies in the origination of the electrical impulses, i.e., abnormal automaticity and

triggered activity, or disruptions and alterations in the electrical conduction, i.e., re-entry [205].

Anomalies in the origination of electrical impulses

Cardiomyocytes that are capable of generating action potential without being stimulated by

neighboring cells possess automaticity [205]. These periodic “self-excitations” are induced by

diastolic depolarizations that are created during phase 4 of the AP cycle [205]. SAN cells

exhibit automaticity and have the highest intrinsic firing rate, i.e., the number of excitations

per minute [205]. As a result, SAN orchestrates the periodic release of electrical impulses

when the heart is in SR while other pacemaking regions with lower firing rates are relegated

to a marginal role [205]. Anomalies in automaticity play a primary role in arrhytmogenesis

[205]. For instance, enhanced automaticity occurs when regions that are not normally capable

of unsolicited depolarization, e.g., atrial and ventricular cardiomyocytes, develop this feature

[206, 205]. Another anomaly occurs when pacemaker areas that are usually overdriven by the

SAN, i.e., their generative activity is nullified by the higher frequency impulses originating

from the SAN, cannot be reached by SAN-emitted impulses due to structural alterations of the

cardiac tissue [205]. These alterations, which often arise after infarct or ischaemia episodes, fail

to contain the propagation of electrical stimuli originating from these normally overdriven areas,

thus, an healthy SR is disturbed by the presence of additional stimuli [205]. This phenomenon

is known as parasystole [205].

After-depolarization (AD henceforth) is another anomaly in the origination of electrical impulses

characterized by an additional depolarization occurring during or immediately after the regular

AP cycle of a cardiomyocyte [205]. Early after-depolarization (EAD henceforth) delays or even

halt the gradual repolarization that takes place during phases 2 and 3 of AP cycle [205], see

Fig. 3.7 (a). Delayed after-depolarization (DAD henceforth) takes place in phase 4 of the AP

cycle, i.e., when the myocyte exits the refractory period that followed a previous excitation [205],

see Fig. 3.7 (b). Both EAD and DAD, creating positive changes in the membrane potential,

might hit the threshold level that initiates the regular AP cycle, thus triggering an additional

activity [205]. When this occurs, an internally solicited AP, i.e., the cell fires again without
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being stimulated by neighboring cells, is initiated and the propagation of this additional AP

results in a contraction of the cardiac muscle that is not induced by regular SR [205].

Figure 3.7: Schematics of after-depolarizations. The two panels show a stylized regular

AP cycle (pink lines) and typical alterations of this pattern (blue lines). These alterations

are triggered by a disorder known as after-depolarization, that is, the generation of additional

positive shifts in the membrane potential right after the excitation of a cardiomyocyte. These

variations might excite the cell again without any additional stimulation from the neighboring

cells. After-depolarizations occurring in phases 2 and 3 of the AP cycle are known as early

after-depolarizations, see panel (a), while after-depolarizations occurring in phase 4 of the AP

cycle are known as delayed after-depolarizations, see panel (b). This figure includes images

from Fig. 3(a)-(b) in [207], see appendix A for details about attributions and permissions.

Re-entry

Re-entry driven arrhythmias emerge when an active wavefront, i.e., an heading excited cell and

a tail of refractory cells, travels around an anatomical or functional obstacle to periodically

re-trigger the same region; forming a circuital activity known as re-entry circuit [205].

The concept of re-entry circuits developing around an anatomical obstacle, e.g., a scar, fibrosis

or a peculiar component of the cardiac bundle such as the PV, was first proposed in [208]

over 100 years ago, see Fig. 3.8. The authors observed the formation of circuital activity

while performing experiments on different animal tissues but fell short from hypothesizing the

arrhythmogenic properties of these motions [205]. Few years later, the works of Mines [209, 210]

corroborated the findings of [208] and identified re-entry circuits as a plausible mechanism of

arrhythmias [205]. These early works pinpointed the structural requirements for the formation

and maintenance of re-entrant activities:
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• The presence of an unidirectional block that forces the circuital motion of the wave of

excitation to proceed in one direction [205].

• The spatially fixed pattern hosting the circuital motion must be long enough to ensure

that cardiomyocytes complete their repolarization before they are reached by the next

wavefront [205]. This condition is necessary to avoid a collision between the head and the

tail of the wavefront, i.e., the excited cell heading the wave cannot trigger its refractory

neighbor that is still repolarizing from the last excitation, that will immediately terminate

the activity.

From these observations we can clearly observe that the maintenance of re-entry activities

results from the interplay between pathway length, conduction velocity and refractory period

[205]. Loosely, an anatomical re-entry can be sustained if

Lpath ≥ v × τ, (3.2)

where Lpath is the length of underlying, spatially fixed path, v is the conduction velocity and

τ is the duration of the AP [205, 211]. The right hand side of Eq. (3.2) is often referred to as

the cardiac wavelength λ = v × τ [211].

When a re-entry is established, myocytes that form the hosting region are cyclically activated

by a wave of excitation that permanently revolves within a spatially fixed pathways [172]. This

event disrupts regular SR and promotes non-planar electrical conduction across the cardiac

muscle. Arrhythmias can be either driven by a single, dominant re-entry circuit or by multiple

coexisting circuits occupying different regions of the muscle [172]. The groundbreaking works

of Mayer and Mines were accompanied by other seminal research, see [212], that advanced

the hypothesis that the formation of circuital activities might occur without the necessary

presence of anatomical obstacles [205]. In this case, a functional obstacle, such as a localized

“patch” of refractory tissue, forces the wave of excitation into an iterated circuital progression

around it. This assertion was later corroborated by empirical evidences gathered by Allessie

et al. [213, 214] who artificially induced tachycardia, i.e., an important form of arrhythmia,

in rabbit left atrium by releasing premature additional stimuli, i.e., immediately after the

refractory period of the most recent beat, from the central region of the tissue [205]. These

premature stimuli initiated circular motions that were preserved throughout the tachycardia

episode; showing that re-entry circuits may emerge in the absence of anatomical obstacles
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Figure 3.8: Schematics of the formation of an anatomical re-entry. (a) The electrical

stimulus (blue arrows) propagates from left to right through two adjacent and sporadically

connected fibers. (b) The electrical wave propagating in the upper fiber is terminated by a

unidirectional conduction block (red line), e.g., a cardiomyocyte fails to excite, therefore the

stimulus can only proceed in the branch that is not affected by the block. This event allows

the stimulus to leak back in the obstructed fiber from below; opening a new pathway that

was not accessible during regular conduction. If the length of this pathway (green highlighted

segment) exceeds the cardiac wavelength, see Eq. (3.2), the head of the re-entering stimulus

will not collide with cells that are still repolarizing from the last excitation that preceded the

conduction block. This allows to establish a re-entry circuit that is anchored to the stylized

triangular structure portrayed in panel (c).

and drive arrhythmias even in local regions of the cardiac muscle [213]. These observation

culminated into a theory known as leading circle. In this framework, an unidirectional block

triggers a circuital motion of the electrical stimulus which in turn creates centripetal and

centrifugal waves during its rotations [215]. Centripetal waves of excitation collide in a core

central region, thus creating a refractory area which act as a functional obstacle for the revolving

wave [215]. At the same time, centrifugal waves propagate across the tissue and annihilate any

other circuital activity anchored to larger circles, i.e., waves emitted by smaller circles are faster

[215]. Therefore, the term leading is used to highlight the fact that the smallest ongoing circle

inevitably dominates all the other circles, thus establishing itself as the sole driver of the AF

episode [215]. In line with the basic mechanisms of the anatomical re-entry, the leading circle

theory assumes that the “dimension” of a circle must be larger than or equal to the cardiac

wavelength, see Eq. (3.2), to avoid self-termination induced by wavefront-wavetail collisions

[215].
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3.3.3 Mechanisms of atrial fibrillation

Scientists and clinicians have been investigating AF for more than a century without reaching

a complete and unequivocal understanding of the mechanisms that govern its onset and main-

tenance [172, 173, 174, 175, 176, 33]. In this context, it is not surprising that AF research has

been theater of several debates and controversies. The most prominent argument is on whether

AF is preserved by local, spatially fixed springs of fibrillatory impulses or whether AF preserves

itself through the iterated collisions of electrical stimuli drifting across the atria [173, 175, 33].

The first predominant theory of AF was the multiple wavelets hypothesis introduced by Moe et

al. in 1964 [216]. The authors developed an in-silico discrete model of the atria and simulated

the propagation of electrical signals through the mimicked tissue. Computer-based simulations

shown that waves of excitation survive and randomly meander across the model grid even after

ceasing the artificial release of new stimuli [216]. These waves are “turbulent” as they progres-

sively fragment into multiple irregular activities that the authors compared to real AF dynamics

[216]. In line with empirical observations, the model shown that extending the refractory period

of the in-silico cardiac cells gradually terminates the ongoing self-sustaining activity [216]. The

cornerstone of this theory, i.e., AF can be maintained by self-sustaining meandering wavelets

that are not anchored to any specific region, has found supporting evidences in more recent

works [217, 218].

In the 90’s multiple works from Haissaguerre et al. [219, 220, 221] recognized that AF tends to

be triggered by a focal source and that these sources are often located in the myocardial sleeves

of the PV, a region that in spite of not being part of the cardiac bulk is reached by myocardial

tissues of the left atrium [222]. These findings have been corroborated in various subsequent

works, hence, the key role played by the PV in the onset of AF is to these days a widely accepted

fact [222]. In spite of these important progresses in understanding the genesis of AF, the nature

of the mechanisms governing the maintenance of this diffused arrhythmia remains one of the

most controversial and debated topic in the entire field, see Fig. 3.9. There are two conflicting

theories arguing on whether AF is driven and sustained by local (spatially fixed) sources of

new fibrillatory waves, or whether AF is self-sustaining from the interaction and fragmentation

of multiple meandering electrical wavelets in the atria [173, 175, 33]. Although this dispute

is yet to be resolved, recent evidence appears to strengthen the case for local drivers as the

primary mechanism of AF [223, 224, 225, 226, 227, 29, 30, 31, 174, 228, 229]. However, there is

debate about the mechanistic origin of local drivers: Some studies have identified the drivers as
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Figure 3.9: Classic theories of the mechanisms of AF. (a) AF (blue waves) is driven by

an ectopic focus (red circle), i.e., a region of cardiomyocytes outside the SAN which exhibit

automaticity. (b) AF is driven by a single spatially fixed re-entry circuit (red box). (c) AF is

driven by multiple wavelets (blue waves) meandering across the atria.

rotors [225, 226], whereas others have identified the drivers as focal points [224]. The concepts

of rotor and rotor-induced spiral waves, see Fig. 3.10, were introduced in [230, 231] and have

been increasingly used since then to describe a driver of fibrillation whose spinning activity

triggers curved vortices [232]. Although a rotor shares some commonalities with the leading

circle of Alessie et al. [213, 214], i.e., lack of anatomical obstacles and the absence excitable

cells between the front and the tail of the wave, there are multiple features that set this modern

concept of AF driver apart from the classic definitions of anatomical and functional re-entry:

• The theory of rotors emphasizes the relationship between wavefront curvature and con-

duction velocity [232]. In particular, concave wavefronts progress faster than planar

wavefronts, which are in turn faster than convex wavefronts [232].

• The core region of a rotor is an excitable tissue but the convex curvature of the wavefront

in this area is so pronounced, i.e., it exceeds a critical threshold, to “block” the stimulus

from entering it [232]. The absence of a refractory core region, which is indeed present in

both anatomical and functional re-entry, allows rotors to wander, i.e., its position might

change in time [232].

• The wavelength, i.e., the distance between wavefront and wavetail, changes with the

distance from the rotor [232].

Another important contribution to the debate on the mechanisms of AF came from a recent

work of Hansen et al. [29]. This article, which was later dubbed “an intriguing study with
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Figure 3.10: Schematics of a rotor. (a) Spiral waves around a rotor (red “*” symbol)

driving AF in a fictional region of the atria (underlying background). (b) Anatomy of a rotor.

We observe a wavefront (green line) of excited cardiomyocytes and a wavetail (orange line)

of refractory cardiomyocytes [232]. The distance between wavefront and wavetail is known as

wavelength (black segment) and the length of black arrows departing from the wavefront is

proportional to the conduction velocity of the electrical stimulus [232]. The rotor is indicated

by the black “*” symbol and is the “meeting point” of the wavefront and wavetail [232]. This

point is known as phase singularity while the excitable, yet impenetrable tissue at the center

of the rotor (cyan circle) is known as core region [232]. Note the relationships between the

curvature of the wave and the conduction velocity: the closer we get to the rotor, the more

curved becomes the wave, the lower the conduction velocity [232].

the potential to unify some of the previous discrepant observations” [32], has suggested that

both focal and re-entrant drivers may be explained by the presence of small re-entrant circuits

[29, 33]. Using high-resolution simultaneous optical mapping of the endocardium (inner heart

wall) and epicardium (outer heart wall) in explanted, diseased human hearts, the study shows

that stable transmural re-entrant circuits may project differently onto the endo and epicardium.

Projections typically appear as rotational activity on the endocardium and focal (breakthrough)

points on the epicardium. Hence, the apparently incompatible 2d projections onto the atrial

walls are consistent with a single underlying mechanism of localised re-entrant circuits in the

transmural region [29, 30, 31].

Questions concerning the underlying mechanism of AF are of particular importance because

they inform potential treatment strategies. Historically, treatment for AF has focused on

mitigating potential symptoms and lowering the risk of stroke through the use of rate control,

and anti-arrhythmic drugs [233]. However, these treatments do not “cure” AF. Surgical ablation
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strategies have been developed to destroy, or isolate, the regions of atrial muscle thought to be

responsible for initiating and sustaining AF [33]. If local drivers are responsible for AF, ablating

the focus of these drivers may terminate and prevent AF. If meandering wavelets underlie AF,

ablation strategies which minimise the space wavelets can move into may be preferable. To

these days, ablation still fails in a large subset of patients and AF re-occurs in many patients

who were initially free of AF after surgery. In the next section we examine in details the

current trends in the global incidence of AF and the spectrum of treatments that is available

to clinicians.

3.3.4 Treatments of atrial fibrillation

In line with other arrhythmias, the standard treatment protocols for AF are the administration

of specific drugs and surgical ablations [194]. However, the spectrum of available drugs has

been stagnating for more than a decade and the overall outcome of this approach has been

so far very poor [194, 234]. Common issues arising during the administration of AF-targeting

drugs are diffuse low tolerance, side effects and even increased mortality [235]. In spite of these

limitations, antiarrhythmic drugs usually remain the first option to treat both paroxysmal and

persistent AF and surgical procedures are eventually made available to those patients that fail

to respond to these treatments [235].

Ablations are surgical approaches in which clinicians annihilate the regions of the heart that are

thought to be responsible for the ongoing AF. The Cox maze surgery [236] has been the predom-

inant surgical approach until the advent of catheter ablation [237]. The Cox maze surgery is

characterized by a trade off between high effectiveness and an extremely demanding procedure

in which the patient undergoes an open heart operation [237]. This procedure has been subject

to several improvements whose success rates, i.e., fraction of individuals which do not present

evident AF symptoms on a given post-surgery window, approached 90% [238, 235]. However,

associated risks, technical requirements and high invasiveness overshadowed the effectiveness

of this procedure, paving the way for alternative surgical approaches [235]. In the last two

decades catheter ablation rapidly rose from an experimental alternative to Cox maze surgery

to become the standard surgical approach to AF [239]. This method relies on catheters, i.e.,

flexible and narrow tubes, reaching the cardiac muscle thanks to a carefully controlled pro-

gression through relevant blood vessels [240]. Catheters detect regions that are responsible for

the ongoing arrhythmia by tracking the electrical activity of the heart [240]. Finally, surgeons
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use the catheters feedback to detect and annihilate the driving regions by either freezing, i.e.,

cryoablation, heating, i.e., radiofrequency ablation, or lasering them [240]. These actions create

scars which obstruct the propagation of electrical impulses through the targeted regions in the

hope of halting the ongoing arrhythmic condition [240].

Recent data reveals that the administration of antiarrhythmic drugs exposes ≈ 17% of the pa-

tients to significant long term side effect whereas only ≈ 8% of the individuals who underwent

catheter ablation suffer similar complications [241, 239]. A recent work of Rottner et al. [239],

summarizing figures from previous analyses, reports that ≈ 80% of pulmonary vein isolation

operations, i.e., the most prominent catheter ablation strategy, on individuals affected by symp-

tomatic paroxysmal AF are successful after 5 years with this number falling around 60% when

the follow-up period is extended to 10 years. Furthermore, one quarter of patients affected

by persistent AF regain SR after one catheter ablation operation while multiple interventions

push the fraction of “cured” patients up to ≈ 68% in a median follow-up window of 7 years

[242, 239]. The recent CABANA trial, a study involving more than 2000 patients based in

several institutes across the globe, has the declared goal of “establishing the appropriate roles

for medical and ablative intervention for atrial fibrillation (AF)” [243]. Data from this large

experiment does not provide enough statistical evidence to conclude that catheter ablation

outperforms antiarrhythmic drugs in diminishing mortality and strokes occurrences, although

the adoption of catheter ablations results in significant reductions in hospitalization rates and

AF recurrence [244].

The numbers emerging from the afore discussed studies suggest that the current spectrum of

AF treatments needs major improvements and additions to combat the ever increasing burden

of this disease on our societies. Decent success rates in SR restoration from paroxysmal AF are

offset by grim numbers in persistent AF and significant risk of side effects in both drug-based

and surgery-based approaches. This picture is clearly entangled to the open controversies that

have been at the core of AF research for many decades and, in particular, to the fact we have not

reached yet an unequivocal consensus on the driving mechanisms of AF. Further understand-

ings of the genesis and maintenance of AF, technological advancements and the identification

of reliable markers for different variants of AF will provide tangible contributions to the ef-

fectiveness and safety of existing treatments, the establishment of novel approaches and the

correct coupling of patient features and treatment type [245, 246].
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3.3.5 Cardiac remodelling and atrial fibrillation

The progression of AF from paroxysmal to persistent is often associated with the idea that “AF

begets AF” which was proposed by Wijffels et al. [247] in an article published in Circulation

in 1995. The authors artificially induced an maintained AF in a dozen of goats, recording

significant changes in the electrophysiological properties of the subjected hearts. In particular,

artificial preservation of AF led to a pronounced reduction of the atrial effective refractory pe-

riod (AERP henceforth), a weakened adaptation of the AERP to higher heart rates and boosted

inducibility and stability [247]. Five out of twelve goats exhibited SR within four weeks from

the end of the experiment while the afore discussed electrophysiological variations appeared to

be reversible within seven days from the re-establishment of SR [247]. These seminal results

provided important evidences in support of the idea that the atria undergo electrophysiological

and structural changes which promote the progression of AF. Few years later, Franz et al. [248]

found that both AF and atrial flutter, i.e., another atrial arrhythmia, are responsible for a

significant electrical remodelling in the human atria. The authors performed cardioversion, i.e.,

clinical restoration of SR, in 20 chronically diseased human hearts (7 in AF and 13 in atrial

flutter), recording a significant shortening of the AP cycle duration in the right atrial chamber

even after a substantial time gap from the re-establishment of SR [248]. Another important

work from Daoud et al. [249] examined the effects of AF on AERP in the human heart. The

authors induced AF in 20 human hearts with no recorded structural issues, observing that even

a relatively short AF episode, i.e., minutes, can temporarily reduce the AERP for up to ≈ 8

min after the re-establishment of SR [249]. They reported that the propensity to re-induce

AF peaks around SR restoration and progressively decreases, together with the lifespan of

re-induced AF episodes, as the AERP reverts back to its control values, and used these obser-

vations as a basis for an intriguing theory of AF self-maintenance [249]. More recently, Walters

et al. [250] demonstrated that reversion of left atrium remodelling is associated with catheter

ablation of paroxysmal AF, i.e., “early ablation”, while significant continuation of left atrium

remodelling is associated with a developing, high-burden AF which is subject of medical man-

agement procedures, e.g., administration of anti-arrhythmic drugs. These observations support

the idea that early ablation might be essential to prevent the development of “self-reinforcing”

AF which might rapidly become persistent and hardly manageable [250].

The accumulation of fibrosis is an important structural development affecting the patient’s

susceptibility to AF [251, 252, 253]. Cardiac fibrosis consists in the excessive accumulation
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Figure 3.11: Healthy vs. fibrotic tissue. Movat-stain, i.e., a contrast enhancing technique,

highlighting different tissue types in human ventricle samples. The coloring allows us to de-

tect muscle tissues (red), collagens (yellow) and glycoproteins and proteoglycans (green-blue

spectrum) [263]. An healthy tissue is displayed in panel (a) while a fibrotic tissue is displayed

in panel (b). Both images have been extracted from the graphical abstract of [263], see ap-

pendix A for details about attributions and permissions.

of extracellular matrix proteins, i.e., a network of fibres which serve as a “hosting structure”

for cardiac cells, across the myocardium [254, 255], see Fig. 3.11(b). This proliferation can

be triggered by different causes, such as acute myocardial infarction, aging, pressure overload

induced by hypertension, alcohol consumption, diabetes and obesity [256, 257, 258, 259, 254].

The presence of fibrosis alters the topology of the myocardial tissue and influences the propaga-

tion of electrical stimuli by promoting anisotropy and creating both structural and functional

obstacles [260, 261, 262]. Therefore, it is not surprising that recent studies [29, 31, 252] have

identified the accumulation of fibrosis as a critical factor for the formation of re-entrant circuits

that drive AF [29, 31, 252]. For instance, Hansen et al. [29] artificially induced AF in 8 ex-vivo

right human atria and mapped the dynamics of the electrical signals through three high resolu-

tion cameras targeting different views, i.e., epicardium, endocardium and panoramic. Among

their major findings, the authors observed that AF is driven by transmural re-entrant circuits,

i.e., cyclical activity progressing through a “3D micro-anatomic tracks” [29], hosted by specific

regions of the tissue characterized by high accumulation of fibrosis and pronounced differences

in transmural fibers angles [29].
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3.4 Modelling atrial fibrillation

3.4.1 Overview of common approaches to the modelling of atrial

fibrillation

In the previous sections we have acknowledged that the AF landscape is still dominated by

major debates, such as the one on the underlying mechanisms of this diffused arrhythmia. Fur-

thermore, we have recognized that the ever increasing burden of AF is not effectively countered

by the current spectrum of available treatments as success rates have been hindered by the lack

of an unequivocal and comprehensive understanding of this disease. Although we are still far

from what could be considered a desirable scenario, it is undeniable that the understanding of

AF have been gradually improving for many decades [264]. In a recent survey [264], Trayanova

identifies some key drivers of these progresses in the diffusion of multilevel electrophysiological

experiments, i.e., from single animal cells to human cardiac tissues, and the ever growing body

of models which idealize a broad range of AF-related phenomena. In particular, models of AF

have been providing pivotal contributions and support to the formation of AF theories, integra-

tion of experimental results within an unified framework and, more recently, to the assessment

of therapies and enhancement of patients’ management [265, 264].

In this section we follow the aforementioned survey to introduce the major families of AF

models that have gradually emerged in the last 70 years.

Models of cellular elettrophysiology

These frameworks mimic the inward and outward flows of ionic currents through system of

differential equations [264]. The foundations of this approach were set in 1952 by Hodgking

and Huxley [266] in an article titled “A quantitative description of membrane current and its

application to conduction and excitation in nerve”. In this work the authors modelled the

electrophysiological properties of the squid giant axon by using differential equations, thus

introducing a new modelling paradigm that have been later expanded and modified to examine

other excitable tissues. Therefore, it is not surprising that a large fraction of more recent

elettrophysiological models of cardiac cells build on the Hodgking and Huxley framework [264].

In this group, Trayanova [264] identifies three influential models: i) Nygren et al. [267], ii)

Courtemanche et al. [268] and iii) Grandi et al. [269]. These models have been later improved,
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see [270, 271], and expanded to examine the “AF begets AF” theory [247], i.e., ongoing AF

triggers electrophysiological changes that promote the progress of this disease towards a chronic

state [264]. In recent years scientists have introduced elettrophysiological models that are not

reliant on the Hodgking and Huxley paradigm, see [272, 273], thus opening new pathways that

might inspire novel models of AF [264].

Cellular automata models

The CA paradigm presented in section 2.2.5 has been also adopted to model AF. The seminal

work of Moe et al. [216] introduced a CA model of the electrical propagation across a car-

diac tissue. The observations that the authors made on the behaviour of the models set the

foundations of the multiple wavelets hypothesis, see section 3.3.3. In recent years CA models

of AF have recaptured the interest of researchers after decades of decreased popularity [264].

Important works belonging to this “new wave of CA models of AF” are Correa de Sa et al.

[274], Alonso and Bar [275], Christensen et al. [25], Vigmond et al. [276] and Makowiec et

al. [277]. The intrinsic simplicity of CA models of AF prevents any detailed replication the

electrophysiological aspects of real cardiomyocytes, thus reducing the clinical relevance of this

approach [264, 20]. This limitation is balanced by important benefits, such as computational ef-

ficiency and the possibility of performing large scale simulations and robust statistical analyses

[264, 20].

Geometric and image-driven models

One recurrent feature of electrophysiological and CA models is the adoption of elementary bi-

dimensional topologies to mimic the atrial tissue [264]. On the contrary, geometric models rely

on more detailed representations of the atrium which typically comprise peculiar elements of

this region, e.g., PV, or adopt more complex tri-dimensional topologies [264].

Trayanova [264] proposes two different classifications of geometric models of AF. The first

one splits tri-dimensional models that overlook the role of the width of the wall surrounding

the atrium [278, 279] from those that encompass this feature [280, 281]. The second one

differentiates models adopting ideal topologies [282, 283, 28] e.g., a cube or a sphere, from

those relying on topologies derived from imaging of human and animal hearts [284, 285, 286].

The diffusion of image-based models of the human heart began with early studies [280, 287, 288]
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on the atrial geometry dataset2 until MRI [290, 285] and computer tomography [291] became

the most common channels for the acquisition of atrial images [264]. In recent years image-

based models have been also used to study the relationships between persistent AF and fibrotic

remodelling [264]. These pioneering frameworks [284, 285] rely on late gadolinium enhancement

MRI techniques [292] which are capable to image atrial fibrosis [264]. Nonetheless, the scarcity

of experimental records and limitations in the image acquisition process are still major hurdles

for the establishment of this nascent approach [264].

Models of atrial fibrillation in this dissertation

In this thesis we exclusively focus on CA models of AF. We start from the Christensen et al.

model of atrial fibrillation [25], a simple bi-dimensional automaton which allows to simulate

the propagation of electrical stimuli across a generic tissue. The model is the result of a collab-

oration between physicists, i.e., Christensen and Manani, and clinicians, i.e., Peters, within the

ElectroCardioMaths program at Imperial College London. The authors shown that the atrium

can be effectively conceived as a complex systems where interactions between components,

i.e., cardiomyocytes, and the topology of the underlying network, i.e., connections between

cells, might conspire to undermine SR and establish spatially fixed rotational activities which

drive AF. In this setting, AF is an emergent phenomena that cannot be predicted from the

mere knowledge of the microstructural components of the model. Section 3.4.2 examines the

Christensen et al. model [25] in details, thus offering the reader the opportunity to explore

an important exponent of the recent revitalization of CA techniques in AF modelling and to

contextualize the novelties proposed in this dissertation. This detailed introduction is followed

by multiple sections in which we present three originals models of AF that I have co-developed

during my doctoral studies at Imperial College London.

3.4.2 The Christensen-Manani-Peters model

Context

The Christensen-Manani-Peters (CMP henceforth) model of AF is a simple percolation based

model that investigates how the formation of re-entrant circuits is dependent on the decoupling

of neighbouring muscle fibres, through the action of fibrosis or otherwise [25]. In this CAM

2The atrial geometry dataset emerged from the “Visible Human project” [264], see [289] for details.
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the atrium is mimicked by a squared lattice in which nodes representing myocytes connect

longitudinally and vertically. Periodic planar impulses are released from pacemaker nodes

lying on the left edge of the grid and spread by activating adjacent resting nodes. This simple

transmission mechanism resembles the propagation of electrical impulses across the atrial tissue.

The development of fibrosis can be mimicked by reducing the probability of generating vertical

links between neighboring nodes. In particular, preserving a complete horizontal connectivity

while decreasing the fraction of vertical connections makes the distribution of node-to-node

connections anisotropic, thus capturing a distinctive feature of real cardiac fibrosis [260, 261,

262]. The model is not a fully realistic representation of the atria and it does not consider the

precise evolution and propagation of action potentials across the atrial tissue. However, the

model effectively demonstrates from basic principles how re-entrant circuits can form if fibrosis

accumulates in sufficient quantities in a given local area.

Model definition

The atrial muscle consists of tubiform cells (myocytes) of length ∆x
′ ≈ 100µm and diameter

∆y
′

= ∆z
′ ≈ 20µm [293, 294]. Myocytes are mainly connected longitudinally, composing dis-

crete fibres that sporadically connect transversally. The CMP model condenses this branching

network of anisotropic cells into an L×L square lattice of nodes [25]. A node represents a single

(or multiple) atrial cell(s). Nodes are longitudinally connected to their neighbours with prob-

ability ν∥ = 1 and transversally with probability 0 ≤ ν⊥ ≤ 1. This creates long arrangements

of nodes, mimicking the protracted, interlaced fibres in the atrium. This simplified representa-

tion of the myocardial architecture captures the anisotropic distribution of gap junctions [293].

Furthermore, it reproduces the dynamics of electrical impulses which mainly propagate longi-

tudinally (along single muscle fibres) rather than transversally (across multiple fibres) [295].

A cylindrical topology is obtained by applying open boundary conditions longitudinally and

periodic boundary conditions transversally.

Nodes follow a well defined electrical cycle characterized by three different states: resting (a

node that can be excited), excited or refractory (after exciting, the node cannot be excited for

the next τ time steps). This course mimics the membrane potential of real myocardial cells. At

a given time t, an excited node prompts the neighbouring resting nodes to become excited at

time t+ 1. An excited node at time t enters into a refractory state at time t+ 1. The duration

of the refractory period is τ time steps, see Fig. 3.12. In the CMP model, a fraction δ of nodes
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Figure 3.12: Basic dynamics of the CMP model. (a) Propagation of the wave of excitation

across a small region of the CMP lattice. Nodes are connected longitudinally with probability

ν∥ = 1 and transversally with probability 0 ≤ ν⊥ ≤ 1 . Excited nodes (white squares) continue

the propagation of the wavefront by activating their neighbouring resting nodes (black squares)

before entering into a refractory state (grey scale squares with yellow borders) for the next τ

time steps. Depending on the architecture of the region, the excitation can proceed forward,

backward and across fibres. (b) The full progression of a node through the three states of the

electrical cycle: resting (black), excited (white) and refractory (grey scale with yellow borders).

This figure has been extracted from [20], see appendix B.1 for details about attributions and

permissions.

are susceptible to conduction block. These nodes are identified at the beginning of a simulation

and are fixed in space. The probability that nodes that are susceptible to conduction block

fail to excite is arbitrarily set to ϵ = 0.05; the effect of varying this parameter is discussed in

section 3.4.2. This probability of failure refers to the probability that a node susceptible to

conduction block will not excite when prompted to do so by a neighbouring active node. This

leaves us with a very simple framework in which the fraction of transversal connections, ν⊥, and

the fraction of nodes that are susceptible to conduction block, δ, serve as control parameters.

For simplicity, we set δ = 0.01 and examine how the behavior of the system varies with ν⊥.

The effect of changing δ is demonstrated in subsection 3.5.4 and has been investigated in [296].
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The pacemaker (SAN) is placed on the left side of the 2D sheet and nodes lying on this edge

regularly excite every T time steps. The excitation propagates as a planar wavefront, mimick-

ing the coordinated contraction of the real atrial muscle. The parameters of the CMP model

reflect clinical observations of real human atrial tissues [297, 298, 29, 299, 293, 294]. Clinical

measurements are translated into model parameters, followed by a coarse-graining procedure

leading to a square lattice of size L = 200 nodes, pacemaker period of T = 220 time steps, and

refractory period of a node of τ = 50 time steps. A single timestep in the model corresponds to

approximately 3ms such that T = 660ms and τ = 150ms. This refractory period is relatively

short and corresponds to what may be seen clinically during burst pacing. The dynamics of

the model are maintained under changes of τ , but the transition from SR to AF takes place at

a different point in the coupling phase space. The longer (shorter) the refractory period, τ , the

smaller (larger) the coupling value, ν⊥, needs to be to induce AF [296].

The CMP model reveals that re-entrant circuits may emerge due to a combination of the elec-

trical signal propagating on the branching structure of a heart muscle network, the three-state

dynamics of nodes, and the occurrence of nodes susceptible to unidirectional conduction block.

These latter nodes may fail to excite in response to an excited neighbour with small probability

ϵ, stopping the regular propagation of the wavefront [25]. The wave of excitation proceeds

forwards in the adjacent fibre until it reaches a transversal connection, leaking back through

the fibre in which conduction has been previously blocked. For re-entrant circuits to emerge,

the segment between the re-entry point and the node that has previously failed to excite must

be long enough to prevent the backward propagating wave from being stopped by unresponsive

refractory nodes. This happens when the probability of transverse connections decreases, for

example, due to fibrosis. In the CMP model the formation of re-entrant circuits triggers AF.

These activities survive until the circuital motion of the wavefront is annihilated by a subse-

quent conduction block occurring within the path of the circuit (i.e., self-termination) or by

other waves spreading from the neighbouring regions, see Fig. 3.13.

Note, in the CMP model nodes are coupled with probability ν⊥ across the whole tissue. How-

ever, in the real atrium only a small patch of fibrosis may be necessary to decouple fibres and

induce a re-entrant circuit. Such small patches of fibrosis may be too small to see using current

MRI technologies [300], inhibiting effective treatment.
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Figure 3.13: The formation of a re-entrant circuit in the CMP model. The node

that is susceptible to conduction block is marked by a red square. (a) An incoming planar

wavefront (green arrows) reaches the susceptible node. (b) The node fails to excite (red cross),

blocking the progression of the wavefront in the lower fibre. The wavefront advances in the

upper fibre, reaching the node with a transversal connection to the lower fibre. (c) At this point,

the wavefront spreads both longitudinally and transversally, initiating a retrograde propagation

through the lower fibre. (d) If the path denoted by the black segment includes at least τ/2 nodes,

the re-entering wavefront will not encounter refractory nodes while propagating backward in

the lower fibre. This establishes a structural (i.e., spatially stable) re-entrant circuit in the

region surrounded by the blue rectangular box. When the conduction blocking node fails to

fire again, the re-entrant circuit is terminated. This figure has been extracted from [20], see

appendix B.1 for details about attributions and permissions.
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Theoretical CMP model results

The CMP model allows us to analytically compute the risk of developing AF with respect to the

fraction of transversal connections ν⊥, as shown in [25]. The risk is defined as the likelihood

that the L × L grid has at least one region that can host a simple re-entrant circuit. The

probability of having at least one transversal link on a given node is

pν⊥ = 1 − (1 − ν⊥)2 . (3.3)

Let ℓ be the distance (in number of nodes) between a node that is susceptible to conduction

block and the first node to the right which has at least one transversal connection. By making

use of Eq. (3.3), we find that the probability of ℓ being equal to k nodes is

P (ℓ = k) = (1 − pν⊥)kpν⊥ . (3.4)

A given region cannot sustain a re-entrant circuit if ℓ is strictly smaller than τ/2, see Fig. 3.13.

The likelihood of this event can be calculated by summing over the probabilities of ℓ from 0 to

τ/2 − 1,

P (ℓ < τ/2) =

τ/2−1∑

j=0

(1 − pν⊥)jpν⊥ = 1 − (1 − ν⊥)τ . (3.5)

Because the average number of nodes that are susceptible to conduction block is δL2, the risk,

R, of having at least one region that can host a re-entrant circuit is the complementary of the

probability that the segments departing from these nodes are shorter than τ/2,

R = 1 − (P (ℓ < τ/2))δL
2

= 1 − [1 − (1 − ν⊥)τ ]δL
2

. (3.6)

These equations have been derived in [25]. Eq. (3.6) provides a simple analytical tool to

estimate the risk of developing AF in the CMP model. The result indicates that the risk of AF

increases as the tissue becomes more decoupled/fibrotic, in agreement with the current clinical

understanding [301]. Likewise, the theory predicts that the risk of fibrillation increases as the

size of the atrial tissue increases, in agreement with clinical practice where left atrial volume is

used as a predictor of the risk of developing AF [302].

This theoretical result builds on the assumption that re-entrant circuits form from the failure of

a single conduction blocking node. However, this assumption does not account for all instances

in which AF is triggered in the model. For instance, the probability of triggering a re-entrant

circuit varies across the lattice depending on the architecture of the hosting region, see Fig. 3.14.

Notably, some re-entrant circuits may only activate if two nodes susceptible to conduction block

fail successively (i.e., in a single activation cycle).
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Figure 3.14: Critical structures in the CMP model. The black segment on top of each

structure represents the minimum distance (in number of nodes) between the relevant conduc-

tion blocking node (red squared border) and the first regular node to the right which has at

least one transversal connection for the structure to sustain a re-entrant circuit. The wavefront

direction is indicated by the green arrows. (a)-(b) Simple critical structures are triggered by a

single block of the incoming planar wavefront originating from sinus rhythm. These structures

might include multiple nodes that are susceptible to conduction block, increasing the probabil-

ity of self-termination. (c)-(f) The activation of complex critical structures requires a sequence

of conduction blocks of the planar wave front or waves of excitation not originating from sinus

rhythm. The probability of triggering these regions is much smaller than in (a)-(b). (c) The

presence of at least one transversal connection departing from the conduction blocking node

makes the activation more difficult as this node must fail to excite twice before prompting a

re-entrant circuit. (d) This structure cannot be triggered from sinus rhythm but it can be trig-

gered by a single block of a wave of excitation originating from elsewhere. (e)-(f) The activation

of these structures requires multiple blocks of the planar wavefront to occur in different nodes.

Examples of the evolution of each structure are shown in appendix D.1. This figure has been

extracted from [20], see appendix B.1 for details about attributions and permissions.
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These details indicate that the CMP theory represents an ideal case for AF driven by simple

re-entrant circuits only. The theory assumes that if a simple circuit exists, the tissue spends

100% of the time in AF. Therefore, the theory curve sets a limit on the maximum time the

model can spend in AF due to simple circuits only.

Model behavior

Local regions that are capable of hosting re-entrant circuits are called critical structures, see

Fig. 3.13. A critical structure is active (inactive) when it hosts (does not host) a re-entrant

circuit. In the CMP model, critical structures are classified according to the complexity of their

activation and deactivation mechanisms. Structures which can activate and terminate from the

failure of a single conduction blocking node from sinus rhythm are referred to as simple. This

includes cases where a critical structure contains multiple conduction blocking nodes, but only

one must fail to allow for the formation of a re-entrant circuit. All other configurations in which

the planar wavefront from sinus rhythm requires multiple conduction blocks to fail to form a

re-entrant circuit are referred to as complex. The latter class includes critical structures that

are only triggered by waves of excitation not originating from sinus rhythm (proceeding from

right to left on the lattice), see Fig. 3.14(d).

For large values of ν⊥, the model is in SR indefinitely. The high number of transversal con-

nections excludes the presence of regions that are critical for AF initiation and preservation

as there are no sections of length ≥ τ/2 without a transverse connection. When ν⊥ decreases,

for example due to increasing fibrosis [303], we observe a more pronounced branching structure

of the lattice which favours the spontaneous emergence of structures that can host re-entrant

circuits. This increases the risk of developing AF.

When ν⊥ is sufficiently small, increasing δ extends the time the system spends in AF. This

occurs because a larger fraction of nodes are susceptible to conduction block and this increases

the number of regions that can host a re-entrant circuit. However, the sensitivity of the system

to the fraction of conduction blocking nodes, δ, rapidly vanishes as ν⊥ increases, suggesting

that weak branching prevents the formation of critical structures independent of the fraction

of nodes that are susceptible to conduction block [296]. The probability that a conduction

blocking node fails to excite, ϵ, does not significantly influence the relationships between ν⊥

and the fraction of time the system spends in AF [296]. This implies that ϵ is mainly used to

set the time scale of the model. More precisely, for simple re-entrant circuits, we note that ϵ

98



does not appear in the derivation of the risk of AF in Eq. (3.6). This is because ϵ effects both

the probability that a simple re-entrant circuit activates and deactivates. If ϵ is reduced, it will,

on average, take longer for a simple re-entrant circuit to activate. However, once active, that

re-entrant circuit will take longer to de-activate than the equivalent circuit with a larger value of

ϵ. That means that ϵ determines the duration of paroxysmal AF episodes and the time between

paroxysmal AF episodes, but has a minimal effect on the overall risk of AF in the CMP model.

Likewise, ϵ has no effect on the period of any simple re-entrant circuits formed. However, if

circuits exist with an asymmetry between the probability of activation and deactication, ϵ may

play a role in the duration of individual fibrillatory events.

The length of the refractory period, τ , sets the minimum distance between the conduction

blocking node and the first regular node to the right which has at least one transversal con-

nection for the structure to sustain a re-entrant circuit, see Fig. 3.13 and Fig. 3.14. Given a

fixed value of δ, lowering τ increases the number of regions that can host re-entrant circuits,

increasing the time the system spends in AF.

In the CMP model, the system is defined to have entered AF if the number of active nodes per

time step a(t) exceeds 1.1 × L (220) nodes for T consecutive time steps,

pAF
CMP(t) =





1 if min([a(t− T ), . . . , a(t)]) ≥ 220

0 otherwise

(3.7)

where t can take integer values in the range t = T, . . . , S and S is the duration of the experiment

(in time steps) 3. This is a working definition of AF in the CMP model which has been derived

by inspection in previous work [25, 304, 296] and is not a unique choice. We have previously

tested that this definition of AF correlates well with what would be expected from a clinical

definition of AF [304]. This is shown in Fig. 3.15 where we plot (a) the number of active nodes

in the model over time, (b) the corresponding simulated electrograms, and (c) the classification

of whether the model is in AF or not according to our working definition of AF in the CMP

model. The figure shows that the number of active nodes during SR follows a regular pattern

with only small scale noise around the average number of active nodes. This average falls below

the practical definition of AF where we require more than 220 active nodes. The corresponding

electrograms are regular and consistent with SR pacing. When a re-entrant circuit forms, the

number of active nodes rapidly exceeds the threshold, and rapid, irregular activity is observed

in the electrograms. The activation frequency observed is significantly higher than expected in

3Note, it is coincidental in this case that T = 220 = 1.1L
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SR. This state is classified as being in AF according to our working definition. For more details

see [304]. We use Eq. (3.7) to study how the probability of inducing AF varies with the amount

Figure 3.15: The classification of AF in the CMP model. (a) The number of active nodes

over time. The dashed line indicates the AF threshold of 220 active nodes. (b) Simulated

electrograms derived from the CMP simulations. (c) The classification of whether the model is

in SR or AF over time. Blue lines indicate the model is in sinus rhythm, black lines indicate the

model is in AF. This figure has been extracted from [20] (which was in turn used with permission

from [304]), see appendices A and B.1 for details about attributions and permissions.

of coupling ν⊥ and compare this statistic with its theoretical estimations, see Eq. (3.6).

The definition used here is not unique and is not robust against changes in the pacing frequency

T . The definition is designed to measure whether nodes in the model are activated more

frequently than would be expected in sinus rhythm. This is based on the principle that if nodes

are being activated at a rate higher than the pacing rate, then there must a source of fibrillatory

wavefronts other than the SAN. A superior method would be to measure the average activation

frequency of nodes relative to the pacing frequency explicitly, rather than the number of active

nodes, since this would be more robust against changes in T . However, to be consistent with

previous work we use the existing definition. We stress that for fixed T , the two methods give

almost identical results. Both methods compare well with a clinical definition of AF where AF is

diagnosed from ECG or electrogram recordings, see Fig. 3.15. We do not generate electrograms

as standard in the CMP model since this significantly increases the computational burden of

100



the simulations.
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Figure 3.16: Relationship between the amount of coupling and the probability of

inducing AF. Phase diagram of the probability of inducing AF as a function of the fraction of

transversal connections ν⊥. The violet line represents the theoretical risk curve, see Eq. (3.6).

For each value of ν⊥, we perform 200 simulations of the CMP model and compute the average

probability of inducing AF (black square), see Eq. (3.7). The duration of each simulation

is S = 106 time steps. For both the model and the theory, we observe that the system never

(always) develops AF for ν⊥ ⪆ 0.2 (ν⊥ ⪅ 0.1). Within this interval, the probability of developing

AF rapidly increases as ν⊥ is lowered. For any value of ν⊥ between 0.1 and 0.2, the probability

of inducing AF in the CMP model (black) is always higher than in the CMP theory (violet).

This figure has been extracted from [20], see appendix B.1 for details about attributions and

permissions.

The probability of inducing AF in simulations of the CMP model is systematically higher than

in the CMP theory, see Fig. 3.16. These findings are somewhat surprising since the CMP theory

assumes the most favourable conditions for the emergence of AF from simple re-entrant circuits

only. We assert that this excess could be explained by the fact that re-entrant circuits in the

CMP model might have multiple mechanistic origins that are not accounted for in the CMP

theory. Furthermore, the CMP theory assumes that re-entrant circuits are triggered by single

unidirectional conduction blocks, that is, AF is exclusively driven by simple critical structures,

see Fig. 3.14.
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Figure 3.17: The spectrum of AF patterns in the CMP model. The number of excited

nodes per time step a(t) (black thin line) and its moving average ⟨a(t)⟩ calculated over T = 220

successive time steps (red solid line) in eight different simulations of the CMP model. All simu-

lations are generated with identical model parameters. The coupling value is set at ν⊥ = 0.11.

The system is in AF when the number of excited nodes per time step exceed 220 (blue dashed

line) for at least T time steps. The figure demonstrates the broad spectrum of AF persistence

that naturally emerges in the CMP model, from (a) sinus rhythm, through (b)-(g) various

forms of paroxysmal AF, to (h) fully persistent AF. The figures exhibit a range of different

event times, and asymmetries between the period of time in and out of AF. Subfigures (b),

(e) and (h) are dominated by short, intermediate, and long AF events respectively. Subfigures

(f) and (g) exhibit an interplay between short and intermediate, and intermediate and long

event times respectively. These figures demonstrate that complex behaviour can emerge at the

model macrostructure from specific details at the model microstructure, independent of the

parameters of the model. This figure has been extracted from [20], see appendix B.1 for details

about attributions and permissions.
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To better understand the discrepancy between theory and experiment, we look at the trace of

the number of active nodes in the model. AF is paroxysmal when this statistic exhibits large

fluctuations which prevent it from stabilizing above the AF threshold, i.e., the number of active

nodes frequently falls below 220 nodes with only short periods of high frequency activity. AF is

persistent when the number of active nodes consistently exceeds the AF threshold for extended

periods of time. If AF in the model has a unique mechanistic origin, we would expect tissues at

the same level of coupling to exhibit statistically similar behaviors in the number of the active

nodes over time. However, we find that this is not the case – there is significant heterogeneity

among systems characterized by the same parameters, e.g., the amount of uncoupling, or the

fraction of conduction blocking nodes.

In Fig. 3.17 all tissues are generated using the same parameters, with ν⊥ = 0.11. Tissue (a)

remains in SR indefinitely. Tissue (b) remains mostly in SR, with rare fibrillatory events on

the order of 103 time steps in the model. In real time, these events are on the order of 1s.

It is plausible that clinically, such short events may be interpreted as an ectopic beat rather

than AF. From tissue (c), through to tissue (g), we observe a spectrum of AF persistence. This

includes short frequent events in (c), rare intermediate events in (d), frequent intermediate

events in (e), a combination of short and intermediate events in (f), and long events with brief

interruptions in (g). Only in (h) do we see a permanent transition from short paroxysmal AF,

to persistent AF. The event shown in (h) is on the order of 30 minutes when converting to real

time. Repeating those simulations where persistent AF appears to last until the end of the

simulation, these simulations are extended to 109 time steps without the simulation reverting

to SR. In real time, these events are on the order of 1 month. For practical reasons, we have

not investigated events on timescales longer than 109 time steps. Note, that for visual clarity,

the example chosen in Fig. 3.17(h) is driven by a single dominant driver which may be defined

as AT rather than AF. However, in most cases, persistent activity is maintained for long time

periods with the presence of multiple competing drivers, see appendix D.3 for an example.
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3.5 The transition from paroxysmal to persistent atrial

fibrillation

Personal contributions

This section presents the paper “Understanding the transition from paroxysmal to per-

sistent atrial fibrillation” [20], published in Physical Review Research in June 2020. As

primary co-author, I played a primary role in every major aspect of this project:

• Understanding the relevant literature.

• Development of the underlying theory.

• Development of the computational infrastructure required to analyse the behavior

of the models.

• Management of computer-based simulations and data collection.

• Analysis and interpretation of computer-based simulations.

• Presentation of experimental results.

• Writing of the manuscript.

Note that an initial version of the mean-field model was introduced by Kishan Manani

in [296] while its continuous extension was derived by Tim Evans.

3.5.1 Context

This section presents the paper “Understanding the transition from paroxysmal to persistent

atrial fibrillation” [20], published in Physical Review Research in June 2020. The main goal of

this research, which I have led as main author, is to perform an in-silico study of the mechanisms

that allow AF to progress from an intermittent and short-lived condition, i.e., simple re-entrant

circuits arising and dying sequentially, to a persistent condition in which the system remains

in the fibrillatory state for extremely protracted time windows. By doing so, we address an

important shortfall of related works [25, 304] that revealed, but failed to explain, a significant

variability in the patterns of AF in samples with comparable microstructural properties, e.g.,
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the same fibrosis burden in Fig. 3.17. Starting from a mean-field model where we describe

AF as a simple birth-death process, we add layers of complexity to the model and show that

persistent AF arises from re-entrant circuits which exhibit an asymmetry in their probability

of activation relative to deactivation. As a result, different simulations generated at identical

model parameters can exhibit fibrillatory episodes spanning several orders of magnitude from a

few seconds to months. These findings demonstrate that diverse, complex fibrillatory dynamics

can emerge from very simple dynamics in models of AF.

3.5.2 Introduction

The variability in the persistence of AF in the CMP model has been studied previously in [304].

The authors focused on the relationship between the amount of uncoupling in the lattice (i.e.,

ν⊥) and the features of the developed AF in 32 independent experiments. In agreement with

clinical observations [305, 306], they report high degrees of heterogeneity in the progression

to persistent AF and in the amount of uncoupling required for AF to emerge. Similarly to

Fig. 3.17, they observe very different AF patterns across systems characterized by the same

amount of uncoupling, asserting that the emergence of re-entrant circuits is subject to the local

distribution of transversal connections, not the global amount of coupling, i.e., ν⊥. However,

the authors do not satisfactorily explain how and why different AF patterns emerge from the

microstructure of the CMP model.

The findings presented in Fig. 3.16 and Fig. 3.17 provide two important pieces of evidence

against the assumption that AF is exclusively driven by simple re-entrant circuits. First, they

show that the probability of inducing AF is systematically higher in the CMP model than in

the CMP theory, see Fig. 3.16. Second, they reveal different activation patterns do not appear

consistent with simple structures activating and deactivating with fixed rates. Individual events

exhibit a spectrum of lifetimes before reverting to SR, from seconds to months. This motivates

us to assess whether different mechanistic origins of AF are effectively present in the CMP

model and how they eventually relate with the progression to persistent AF from paroxysmal

AF.

In the following sections, we take up these challenges by removing layers of complexity from

the CMP model. This allows us to derive simpler frameworks in which we can examine whether

re-entrant circuits have different mechanistic origins and how the features of these activation

processes influence the development of AF.
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In section 3.5.3, we start with the simplest approach by removing all the spatial elements

of the CMP model. This is done by condensing the CMP model into a MF model in which

complex critical structures and interactions between re-entrant circuits (i.e., wave collisions) are

neglected. This simple framework allows us to study AF under the assumption that fibrillation

is exclusively driven by independently activated simple re-entrant circuits. We show that the

MF model systematically underestimates the probability of inducing AF and the persistence of

AF.

In section 3.5.4 we dissect this discrepancy by reintroducing the spatial elements of the CMP

model while carefully controlling the placement of nodes susceptible to conduction block. This

prevents the formation of complex critical structures. The main advantage of this controlled

CMP model (cCMP) over the simpler MF model is that it allows us to quantify how different

activation mechanisms contribute to AF emergence and maintenance. Like the MF model, the

cCMP model underestimates the probability of inducing AF and the persistence of AF with

respect to the CMP model. However, the cCMP model does not increase the time in AF relative

to what is found in the MF model with the exception of very small fluctuations explained by

differences in individual event times.

Finally, we confirm that the difference in the probability of inducing AF and the persistence

of AF between the CMP and cCMP models stems from the contribution of complex re-entrant

circuits which exhibit an asymmetry between the probability of activating and deactivating a

re-entrant circuit. These complex structures may only require a single failure from a conduction

blocking node to initiate, but multiple failures to terminate, resulting in long individual event

times. Additionally, these structures may be coupled as part of a larger critical structure such

that the termination of a re-entrant circuit anchored to a specific sub-structure immediately

initiates a new re-entrant circuit in a coupled sub-structure. We demonstrate these mechanisms

explicitly and show that as the probability that a node is susceptible to conduction block is

lowered, the spatial density of conduction blocking nodes falls to the extent that multiple failing

nodes are not required for the termination of a re-entrant circuit. As a result, the time the

CMP and cCMP models spend in AF collapse onto a single curve. This demonstrates that an

increase in the local density of conduction blocking nodes is highly proarrhythmic.
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3.5.3 A mean-field representation of the Christensen-Manani-Peters

model

Discrete-time Markov chain model

In the CMP model, critical structures activate and deactivate to sustain AF. Initially, the sys-

tem is in SR as planar waves of excitation released from the SAN (pacemaker) propagate on

the lattice. The motion of the planar waves is disrupted now and then by conduction blocks

occurring across the grid. At some point in time, a conduction block forms the initial re-

entrant circuit. This re-entrant circuit cannot maintain AF indefinitely because it will either

self-terminate or be terminated by waves spreading from the surrounding regions. However, its

circuital motion intensifies the model activity, generating disorganized, high-frequency activa-

tion wavefronts that spread across the lattice. When the system enters this state, non-planar

waves of excitation spreading from the active re-entrant circuit reach dormant critical structures

at a much higher frequency than the pacemaker waves. This initiates a chain of asynchronous

activations and deactivations of different critical structures located across the lattice, protract-

ing the current AF episode until the complete disappearance of re-entrant circuits brings the

system back to SR.

In the CMP model, it is unclear whether these interactions between simple critical structures

are the only drivers of AF. In particular, the results discussed in Fig. 3.16 and Fig. 3.17 moti-

vate us to examine whether other activation mechanisms drive AF and how differences between

paroxysmal and persistent AF emerge. The simplest approach to this problem is to derive a

framework in which fibrillation is solely driven by independently activated simple re-entrant

circuits and to compare AF-related statistics against the CMP model.
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Figure 3.18: The CMP model is condensed into a mean-field (MF) model of AF. (a)

Simple critical structures are mapped into particles which can take two distinct states: active

(i.e., hosting a re-entrant circuit, blue path) or inactive. We enforce the following assumptions:

i) the location (spatial positioning) of a particle is irrelevant, ii) all particles activate with rates

ϵ/T when the system is in sinus rhythm and ϵ/⟨ℓ⟩ when the system is in AF, iii) all particles

deactivate with rate ϵ/⟨ℓ⟩, iv) all particles have the same length ⟨ℓ⟩ and v) particles can change

their states at any time step. (b) Simple critical structures (black filled rectangles) found in

the CMP lattice are condensed into particles (black filled circles). (c) The evolution of the MF

system is driven by N independent particles that activate and deactivate with probability p,

and q respectively, depending on the current state of the particle and the system. This figure

has been extracted from [20], see appendix B.1 for details about attributions and permissions.
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To do so, we translate the features of the CMP lattice into a simple MF model of AF in which N

particles independently turn on and off. For a one-to-one comparison, the number of particles,

N , is directly observed from the number of simple critical structures present in the CMP lattice

at a given level of coupling. The fact that simple critical structures are characterized by a few

well defined architectural features allows us to systematically inspect the grid and detect each

region falling into this category.

In the MF model, the system is represented by a simple Markov chain. At a given time t, the

state of the chain is the number of active particles Na(t), such that t : Na(t) = {0, 1, . . . , N}.

When Na(t) = 0, the system is defined as being in SR where any existing critical structure has a

chance to be triggered every T time steps (pacemaker frequency). On the other hand, Na(t) ≥ 1

is defined as the MF model exhibiting AF. In this case, the length of active re-entrant circuits

sets the frequency (in time steps) at which inactive critical structures can be triggered. For

the sake of simplicity, we assume that particles have the same length ⟨ℓ⟩ corresponding to the

average length (in number of nodes) of the simple critical structures tracked across the CMP

lattice. At any time step, inactive particles activate with rate p and active particles deactivate

with rate q, see Fig. 3.18.

Activation rates change depending on the state of the system, mimicking the fact that the

presence of at least one re-entrant circuit significantly increases the frequency at which dormant

critical structures can be triggered. It follows that p and q are given by:

p =





ϵ
T
, if Na = 0,

ϵ
⟨ℓ⟩
, if Na > 0,

(3.8a)

q =
ϵ

⟨ℓ⟩ . (3.8b)

The probability Pi,j of transitioning from i to j active particles is analytically derived,

Pi,j =

min{i,N−i}∑

k=0

B(i, k, q)B(N − i, j − i+ k, p) if j ≥ i (3.9a)

Pi,j =

min{i,N−i}∑

k=i−j

B(i, k, q)B(N − i, j − i+ k, p) if j < i (3.9b)

where B(N, k, r) =


N
k


 rk(1 − r)N−k is the binomial distribution yielding the probability of

getting exactly k successes in N trials when the probability of success is r [296].

This simple model allows us to calculate the same AF-related statistics that one can compute
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in simulations of the CMP model. For instance, we can easily adapt Eq. (3.7) to the MF model

pAF
MF(t) =





1 if Na(t) ≥ 1,

0 otherwise,

(3.10)

where t = 1, . . . , S and S is the duration of the experiment (in time steps). In addition, we

are interested in measuring the time the system spends in AF as a function of the amount of

coupling ν⊥. In the MF model, this statistic corresponds to the ratio between the number of

time steps in which at least one particle is active and the duration of the experiment

TAF
MF = S−1

S∑

t=1

pAF
MF(t). (3.11)

In the MF model, the spatial elements of the CMP model are neglected to prevent the po-

tential formation of re-entrant circuits from collisions between multiple waves of excitation.

Furthermore, the correspondence between the numbers of simple critical structures and system

particles excludes any eventual contribution from complex critical structures. The number of

tracked simple critical structures reflects, to a good extent, the key architectural properties of

the CMP lattice, namely, the amount of coupling, i.e. ν⊥, and the fraction of nodes that are

susceptible to conduction block, i.e. δ. Pegging the number of particles to the number of simple

critical structures allows us to calibrate the MF model with the CMP model. To compare the

MF model with the CMP model, we define the time in AF for the CMP model equivalently to

Eq. (3.11),

TAF
CMP = S−1

S∑

t=1

pAF
CMP(t), (3.12)

where a(t) is the number of active nodes at time step t. The MF model spends significantly

less time in AF than the CMP model, see Fig. 3.19. This may be because the neglected

spatial features of critical structures, such as different lengths and asynchronous activation and

deactivation, have a significant role in AF emergence and maintenance. However, an enhanced

version of the MF model, see next paragraph, reintroduces these omissions and indicates that

these changes have no noticeable effect of the time the MF model spends in AF.

Enhanced discrete-time Markov chain model

The phase diagrams discussed in Fig. 3.19 reveal significant differences between the CMP and

MF models as the latter underestimates the time in AF. One may assert that this discrepancy
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Figure 3.19: Relationship between the amount of coupling and the time in AF. Phase

diagram of the time in AF as a function of the fraction of transversal connections, ν⊥, for the

CMP (black) and MF (blue) models. For each value of ν⊥ we perform 200 simulations of the

CMP model and measure the time in AF over S = 106 time steps, see Eq. (3.12). For each

simulations of the CMP model we derive the associated MF model, see Fig. 3.18, and compute

the time in AF according to Eq. (3.11). The time the system spends in AF is significantly

higher in the CMP model (black) than in the MF model (blue). Sharp transitions in the time

in AF occur around the threshold values ν∗⊥ ≈ 0.11 (CMP, black dashed line) and ν∗⊥ ≈ 0.09

(MF, blue dashed line). This figure has been extracted from [20], see appendix B.1 for details

about attributions and permissions.

stems from a poor replication of the interactions between re-entrant circuits, and in particular

from the exclusion of the non-spatial features of critical structures (e.g. particles are assumed to

have the same length) from the MF model. In this section, we provide further evidence against

this hypothesis by showing that modelling various non-spatial features of critical structures

does not mitigate the differences between the CMP and MF models. To do so, we introduce

an enhanced version of the MF model (eMF) in which each particle retains the length of the

associated critical structure and changes its state at specific time steps, depending on the

overall configuration of the system. The purpose of the eMF is to indicate that the non-spatial

simplifications in the MF model are not responsible for the discrepancy in the time in AF

between the MF model and the CMP model.
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In the eMF model, the system is represented by the state vector P (t) = (p1(t), . . . , pN(t)),

where pj(t) ∈ {0, 1}, j = 1, . . . , N is the state of the jth particle at time t and N is the number

of particles corresponding to the simple critical structures found across the CMP lattice. When

pj(t) = 1 (pj(t) = 0), the jth particle is active (inactive) at time t. The number of active

particles at time t is

Na(t) =
N∑

j=1

pj(t). (3.13)

In line with the original MF model, the system is in SR when Na(t) = 0 and in AF when

Na(t) > 0. The jth particle pj(t) can change its state at a specific time t∗j . We set the first

switching time for each particle as t∗j → Uj, where Uj, j = 1, . . . , N is a uniformly distributed

integer random variable in [1, L]. This mimics the first planar wave front released from the

pacemaker reaching critical regions at different time steps due to their different locations. As

soon as the simulation time t matches t∗j , the jth particle changes its state with probability ϵ.

Independently of whether the jth particle has changed its state or not, its next switching time

t∗j is updated

t∗j →





t∗j + min
p:p(t+1)=1

ℓp, if Na(t+ 1) > 0 and pj(t+ 1) = 0,

t∗j + ℓj, if Na(t+ 1) > 0 and pj(t+ 1) = 1,

t∗j + T, if Na(t+ 1) = 0,

(3.14)

where t + 1 indicates that the update is based on the characteristics of the system observed

immediately after the eventual state change of the jth particle. When Na(t + 1) = 0, the jth

particle will attempt to switch its state in T time steps. This mimics SR in the CMP model

where the planar wave front released from the SAN reaches a critical structure every T time

steps. When Na(t+1) > 0, particles try to switch their states more frequently. This reflects the

intense activity (e.g. number of active nodes per time step) observed in AF episodes occurring

in the CMP lattice.

In the eMF model, the length of the shortest active particles dictates the period between two

consecutive attempts to activate a dormant region. For instance, the jth particle that turns

(or remains) off at time t∗j = t will attempt to activate again at time

t∗j = t∗j + min
p:p(t+1)=1

ℓp, (3.15)

where the final term is the length of the shortest active particles at time t + 1. This mimics

the fact that in the CMP model the length of a re-entrant circuit determines the frequency at

112



which nodes forming the hosting critical structure emit waves.

The eMF model enhances the replication of the interactions between simple critical structures

by capturing potentially important spatial features that have been excluded from the original

simplified MF model. The goal of this framework is to assess the contribution of the non-spatial

features of critical structures to the significant discrepancies between the CMP and the MF

models, see Fig. 3.19. We find that the phase diagram of the time in AF in the eMF model

is perfectly compatible with the one derived from the MF model, see Fig. 3.20. This suggests

that adding further layers of complexity to capture every feature of the interactions between

simple critical structures is unlikely to reconcile the statistics obtained from the CMP and the

MF models.
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Figure 3.20: Relationship between the amount of coupling and the time in AF. Phase

diagram of the time in AF as a function of the fraction of transversal connections ν⊥ for the

CMP (black), MF (blue) and eMF (orange) models. We use the parameters of the CMP model

(i.e., N , ϵ, and ⟨ℓ⟩) and the lengths of the tracked simple critical structures (i.e., ℓp1 , . . . , ℓpN )

to calibrate the MF and eMF models. The phase diagrams of the MF and eMF models are

perfectly compatible. Both models significantly underestimates the time in AF with respect

to the CMP model. These results suggest that the spatial structure of the CMP model is

responsible for the excess time the CMP model spends in AF compared to the MF model, and

not the non-spatial simplifications of the MF model. Sharp transitions in the time in AF occur

around the threshold values ν∗⊥ ≈ 0.11 (CMP, black dashed line), ν∗⊥ ≈ 0.09 (MF, blue dashed

line; eMF, orange dashed line). This figure has been extracted from [20], see appendix B.1 for

details about attributions and permissions.
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Continuous approximation

The MF model can be extended to the continuous time case (cMF), providing us with a frame-

work in which the time in AF can be computed analytically. Let p̃(k, t) be the probability of

observing k active simple re-entrant circuits at time t. When the interval between two consec-

utive time steps ∆t is sufficiently small (i.e., ∆t → 0), we have at most one event (activation

or de-activation) per interval. In these settings, the dynamics of p̃(k, t) are described by the

following master equation

dp̃(k, t)

dt
= p(N − k + 1)p̃(k − 1, t) − p(N − k)p̃(k, t)

+ q(k + 1)p̃(k + 1, t) − qkp̃(k, t) for k > 1 (3.16a)

where the first two terms are associated with an activation process k − 1 7→ k and k 7→ k + 1

transitions, respectively, while the last two are associated with k + 1 7→ k and k 7→ k − 1

transitions, respectively. Because the activation rate is different when the system has no active

particles, see Eq. (3.8a), we need to take special care of the k = 1 and k = 0 cases. If the term

p0 represents the activation rate when the system has no active particles, then

dp̃(1, t)

dt
= p0Np̃(0, t) − p(N − 1)p̃(1, t)

+ 2qp̃(2, t) − qp̃(1, t), for k = 1, (3.16b)

dp̃(0, t)

dt
= − p0Np̃(0, t) + qp̃(1, t), for k = 0. (3.16c)

We enforce the boundary conditions that p̃(k, t) = 0 for k < 0 and k > N . We will find the

steady state solution p̃(k) = lim
t→∞

p̃(k, t) where the derivatives on the left-hand side of Eq. (3.16)

are zero by the ansatz

p̃(k)=




A
(
N
k

) (
q
p

)N−k

+Bδk,0 for k=0, 1, . . . , N,

0 for k<0 or k>N,

(3.17)

where δi,j is the Kronecker delta function. By inserting the ansatz into Eq. (3.16a), we confirm

that it solves the steady state equation for k > 1. However, in our case it simplifies further as

p = q = ϵ/⟨ℓ⟩, see Eq. (3.8a), so q/p = 1. We can determine the two constants A and B by

requiring that Eq. (3.17) solves Eqs. (3.16b)-(3.16c) together with the normalization constraint:

inserting the ansatz into Eq. (3.16c), recalling p = q, we find

0 = −p0AN − p0NB + qAN (3.18)
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Figure 3.21: Relationship between the amount of coupling and the time in AF. Phase

diagram of the time in AF as a function of the fraction of transversal connections ν⊥ for the

CMP (black), the MF (blue) and the cMF (green) models. We use the parameters of the CMP

model (i.e., N, ϵ and ⟨ℓ⟩) to calibrate the cMF model and calculate the time in AF according

to Eq. (3.22). The phase diagrams for the MF and the cMF models are perfectly compatible.

Both models significantly underestimate the time in AF with respect to the CMP model. Sharp

transitions in the time in AF occur around the threshold values ν∗⊥ ≈ 0.11 (CMP, black dashed

line), ν∗⊥ ≈ 0.09 (MF, blue dashed line) and ν∗⊥ ≈ 0.09 (cMF, green dashed line). This figure

has been extracted from [20], see appendix B.1 for details about attributions and permissions.

implying that

B = A

(
p

p0
− 1

)
. (3.19a)

Note that p = p0 ⇒ B = 0, that is, p̃(0) does not have a special status but when p ̸= p0 ⇒
B ̸= 0, and B is an extra contribution to p̃(0), see Eq. (3.17). We now require normalization,

that is,

1 =
N∑

k=0

p̃(k) = A2N +B. (3.19b)

Solving Eqs. (3.19) for A and B we find

A =
1

2N + p/p0 − 1
, (3.20a)

B =
p/p0 − 1

2N + p/p0 − 1
, (3.20b)
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yielding

p̃(0) =
p/p0

2N + p/p0 − 1
. (3.21)

Having obtained the analytical solutions, the fraction of time the system spends in AF for the

cMF model is given by

1 − p̃(0) =
2N − 1

2N + p/p0 − 1
. (3.22)

The time in AF for the cMF model is shown in Fig. 3.21. It is interesting to contrast this

result with a simple birth-death process where p = p0. The time in AF is shown for the simple

birth-death process and for the cMF calibrated to the CMP model, p/p0 = T/τ = 4.4, in

Table 3.1. The results indicate that for N = 0, neither model enters AF. As N is increased, the

time in AF is initially much higher in the birth-death process than the cMF, but this difference

vanishes as N becomes large. Only when N → ∞ does the model spend 100% of the time in

AF. Since N must be finite in the CMP model, this indicates that the cMF cannot explain

persistent AF.

N 0 1 2 3 4 5 10 ∞
p/p0 = 4.4 0 0.185 0.405 0.614 0.773 0.876 0.996 1

p/p0 = 1 0 0.5 0.75 0.875 0.938 0.969 0.999 1

Table 3.1: Time in AF in the cMF model for different combinations of p/p0 and N .

We observe that for small N the time in AF is significantly higher when the ratio p/p0 is small.

These differences vanish as N increases.

3.5.4 The role of complex critical structures

The controlled CMP model

The MF models presented in section 3.5.3 allow us to study AF under the assumption that

fibrillation is exclusively driven by independently activated simple re-entrant circuits. We have

shown that every MF variant systematically underestimate the probability of inducing AF

and the persistence of AF. This result clearly hints at the presence of additional mechanisms

through which AF emerges and persists in the original CMP model. The problem of detecting

the variety of activation mechanisms and disentangling their roles in the patterns of AF can
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be approached in two ways. We may attempt to devise a detection algorithm to identify all

simple and complex critical structures located across the lattice and assess their contribution to

the phase diagrams in Fig. 3.19. However, the wide variety and complexity of these structures

poses a significant challenge with no easy method to verify that all circuits have been detected.

A more straightforward approach involves deliberately constructing simple re-entrant circuits

by controlling the placement of conduction blocking nodes across the lattice, referred to as

the controlled CMP model (cCMP). For simplicity, we achieve this by identifying the isolated

segments of length ≥ τ/2 in the lattice and note which nodes in the segment, if susceptible to

conduction block, would form a simple re-entrant circuit consistent with those simple structures

shown in Fig. 3.14. A fraction δ of these nodes are set to be susceptible to conduction block.

All other nodes are not susceptible to conduction block. This leads to a special CMP lattice in

which AF is driven by simple re-entrant circuits only since conduction blocking nodes are only

found in simple critical structures and not across the lattice as a whole.

To compare the cCMP and CMP models, we make a copy of the cCMP lattice and randomly

place conduction blocking nodes across the lattice as a whole with probability δ – this model is

equivalent to the regular CMP model. We simulate the two models and compare the probability

of inducing AF and the time in AF. In this scenario, the eventual differences in AF related

statistics quantify the contribution of complex critical structures to AF persistence and mainte-

nance. The probability of inducing AF and the time in AF are significantly higher in the CMP

model than in the cCMP model, see Fig. 3.22. This indicates that local regions with complex

activation dynamics (e.g. multiple conduction blocks) provide a tangible contribution to AF

emergence and maintenance. However, the cCMP and MF models do not show a significant

difference in the time spent in AF, with the exception of small fluctuations above and below

the critical coupling value, ν∗⊥.

The small differences between the MF and cCMP models can be understood as a consequence

of the interaction between multiple active critical structures. By definition, the MF and cCMP

models contain the same number of potential critical structures (or particles), N . In the MF

model, particles activate independently of any other particles (with the exception of changes in

the absolute rate of activation). Conversely, in the cCMP model high frequency waves emitted

from a given re-entrant circuit may suppress the activation of new re-entrant circuits. There-

fore, at low ν⊥ < ν∗⊥ where there are many simple critical structures, the time spent in AF

is slightly higher in the MF model than in the cCMP model since the presence of multiple
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Figure 3.22: Comparison of the main AF statistics in the cCMP, CMP and MF

models. Phase diagrams of (a) the probability of inducing AF and (b) the time in AF as a

function of the fraction of transversal connections, ν⊥, for the CMP (black), cCMP (red) and

MF (blue) models. Both statistics are significantly higher in the CMP model than in the cCMP

and MF models. The probability of inducing AF is the same in both the cCMP and MF models

since the number of particles in the MF model is taken from the cCMP model. Hence, if the

cCMP has at least one critical structure, the MF model also has at least one particle. For both

the cCMP and MF models, the probability of a structure/particle activating approaches 1 as

the simulation time is extended. The time in AF in the MF model is slightly higher than in the

cCMP model for ν⊥ ⪅ 0.1. In contrast, the cCMP model marginally overtakes the MF model

for ν⊥ ⪆ 0.1, see appendix D.4. Sharp transitions in the time in AF occur around the threshold

values ν∗⊥ ≈ 0.11 (CMP, black dashed line), ν∗⊥ ≈ 0.10 (cCMP, red dashed line) and ν∗⊥ ≈ 0.09

(MF, blue dashed line). This figure has been extracted from [20], see appendix B.1 for details

about attributions and permissions.
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simultaneous re-entrant circuits is not suppressed in the MF model, see appendix D.4.

In the reverse case at ν⊥ > ν∗⊥, the cCMP slightly exceeds the MF due to slight differences

in the rules of activation and deactivation. More precisely, a critical structure only has one

opportunity to activate, or deactivate, in a given pacing cycle with probability ϵ in the cCMP

model. However, particles can activate in the MF model every timestep with probability ϵ/T .

This results in the cCMP model spending marginally longer in AF if the number of potential

simple re-entrant circuits is small, see appendix D.4.

Critical structures with asymmetric activation

Since the spatial components of the CMP model do not account for the difference in the time

spent in AF between the MF and CMP models, we note that the only remaining difference

between the cCMP and CMP models is the distribution of conduction blocking nodes. By con-

struction, the cCMP and CMP models contain the same number of simple critical structures.

Therefore, some higher order critical structures must exist which rely on conduction blocking

nodes which cannot form critical circuits by themselves, but which enhance the time spent in

AF.

Returning to Fig. 3.17, we draw particular attention to subfigures (b), (c), (d) and (f). In

Fig. 3.17(b), we see an isolated number of very short events. Given the duration of the ob-

served AF events, let us assume these dynamics are driven by a simple re-entrant circuit. With

T = 220, τ = 50 and ϵ = 0.05, the time for a single inactive re-entrant circuit to activate is

approximately 4400 time steps. Similarly, once active, the time for a single active re-entrant

circuit to deactivate is approximately 1000 time steps. This implies that, on average, from

a single simple re-entrant circuit we expect to see a transition from SR to AF and back to

SR in approximately 5400 time steps. For a simulation lasting 106 time steps, this suggests

a single simple re-entrant circuit might generate on the order of ∼ 185 individual fibrillatory

events. Such behaviour is visible in Fig. 3.17(c), but Fig. 3.17(b) only exhibits 5 events during

this time span. This suggests that, although the probability of an active re-entrant circuit

terminating is consistent with the presence of a simple re-entrant circuit, the probability of

activating a re-entrant circuit is significantly suppressed. This implies the critical structure

present in Fig. 3.17(b) requires multiple successive failures of conduction blocking nodes to

activate, but only one to fail once active for the circuit to terminate. Examples of complex

structures with these properties are described in Fig. 3.14.
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We now consider Fig. 3.17(d) where we observe a small number of isolated fibrillatory events

similar to those shown in Fig. 3.17(b), implying the presence of a limited number of re-

entrant circuits. However, unlike Fig. 3.17(b), the lifetimes of individual fibrillatory events

in Fig. 3.17(d) are significantly longer than the ∼ 1000 time steps predicted for a single sim-

ple re-entrant circuit. This suggests that the re-entrant circuit in Fig. 3.17(d) has both a

suppressed activation rate, and a suppressed deactivation rate relative to a simple re-entrant

circuit. In these cases, multiple re-entrant circuits must fail simultaneously for AF to be ter-

minated, extending the lifetime of individual episodes. If we assume that the re-entrant circuit

in Fig. 3.17(d) requires two successive failures for the circuit to terminate, this would imply an

average fibrillatory event duration of ∼ 20000 time steps. This demonstrates that a range of

different re-entrant circuits can exist, at the same set of model parameters, which result in a

spectrum of AF event durations.

The example given in Fig. 3.17(d) requires two successive (in the same activation cycle) failures

of conduction blocking nodes. However, we observe that in some cases, such as Fig. 3.17(h)

activity persists for durations approaching 106 time steps. For fibrillatory events to last this

duration, circuits must form which require more than two successive failures of conduction

blocking nodes to terminate.

Inspecting the CMP model, we identify two structural mechanisms by which re-entrant circuits

can form with asymmetric activation rates such that the probability of entering AF exceeds

the probability of returning to sinus rhythm once AF has been initiated. The two mechanisms

are as follows: (1) Self-contained critical structures where the number of cell failures required

to initiate the structure is less than the number of failures required to terminate the structure.

An example of such a structure is shown in Fig. 3.23. (2) Coupled critical structures whereby

a fibre can be shared between multiple possible adjacent sub-structures such that when a re-

entrant circuit has formed, its termination immediately initiates a new re-entrant circuit in

a neighbouring fibre. Depending on the structures coupled, these circuits can require a vast

number of cell failures for the activity to be terminated and for SR to be restored. An example

of such a structure is shown in Fig. 3.24. In Fig. 3.23, a critical structure is initiated (not

from sinus rhythm), which requires the successive failure of two conduction blocking nodes to

activate. However, once active, four successive failures are requires to terminate the re-entrant

circuit. This is because even if a single conduction blocking node fails to excite, secondary

pathways exist such that re-entry can move around the conduction blocking region unimpeded.
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Figure 3.23: The formation of a complex re-entrant circuit with asymmetric acti-

vation and deactivation rates. (a) An excitation (white cell; not from SR) emerges from

below the part of the CMP lattice in question, and propagates in the direction indicated by the

green arrows. (b) The excitation is terminated by two conduction blocking nodes (red crosses),

but the excitation successfully continues to the left of the lattice region. Refractory cells are

shown in grey-scale with a yellow border. (c)-(d) The excitation branches to the adjacent fibre,

propagates to the right, and branches back to the lower fibre forming a re-entrant circuit (blue

box). (e)-(h) The re-entrant circuit is terminated from the successive failure of four conduction

blocking nodes. Hence, this complex circuit requires two failures to initiate and four failures

to terminate, resulting in long, persistent AF episodes. The full evolution of this structure is

shown in appendix D.2. This figure has been extracted from [20], see appendix B.1 for details

about attributions and permissions.
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Figure 3.24: The coupling of multiple re-entrant circuits such that the termina-

tion of one circuit immediately activates a secondary circuit. This coupled behaviour

suppresses the probability that activity terminates in the CMP model. Colours as described

previously. (a) A wavefront enters a region of the CMP model from SR. (b)-(f) Two succes-

sive failures of conduction blocking nodes result in the initiation of a re-entrant circuit in the

lower two fibres. (g) Activity propagating through the top fibre is blocked by the failure of a

conduction blocking node. (h)-(i) The failure of both conduction blocking nodes in the central

fibres allows the wavefront to re-enter the top fibre, forming a new re-entrant circuit. In this

process, the termination of the initial re-entrant circuit has initiated a secondary re-entrant

circuit, rather than restoring sinus rhythm. In total, two cell failures initiated the re-entrant

activity, but activity has not been terminated after three additional cell failures. The full evo-

lution of this structure is shown in appendix D.2. This figure has been extracted from [20], see

appendix B.1 for details about attributions and permissions.
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Only if all secondary pathways are blocked does the circuit terminate.

In Fig. 3.24, individual critical structures are coupled by sharing common segments. While an

individual fibre may not have a higher probability of activation than termination, the coupled

structures have the property that if one structure is terminated from a succession of conduction

blocks, one of the coupled critical structures in the adjacent fibres can immediately initiate.

Note, the probability of any of the sub-structures terminating is not fixed. Some critical struc-

tures may require only one cell failure to terminate, whereas other structures may persist in the

presence of multiple successive cell failures. Through the inspection of many instances of the

CMP model, there does not appear to be any clear limit to how many individual subregions

can be coupled together in such a way that the termination of a given sub-structure doesn’t

initiate a new re-entrant circuit. If a large enough number of critical structures are coupled,

and if some of those critical structures have asymmetric activation rates as shown in Fig. 3.23,

individual fibrillatory events can become, to all practical purposes, indefinite. In a sample of

one hundred simulations at very low coupling, ν⊥ = 0.05, every simulation is observed to enter

AF, and of those simulations, not a single case returns to sinus rhythm within 106 time steps.

Such observations suggest that, particularly at low coupling, coupled structures with very low

termination probabilities dominate the CMP model.

To emphasise the extent to which these mechanisms can enhance the probability of persistent

AF, Fig. 3.25 shows the number of active cells for a simulation which requires a small number

of conduction blocks to activate, but at least 5 successive failures to terminate. In such situa-

tions, AF can be maintained for durations in excess of 109 time steps. This indicates that with

simple dynamics and rules, the CMP model is capable of exhibiting fibrillatory events which, if

converted into real time, can span anywhere from seconds to months for the same set of model

parameters. A common feature in the complex critical structures we have identified is that

their activation and deactivation relies on the failure of multiple conduction blocking nodes

within a small critical region. This suggests that the formation of these structures should be

dependent on the local density of conduction blocking nodes, δ. In Fig. 3.26 we plot the phase

diagrams for the probability of inducing AF in the cCMP and CMP models at different values

of δ. As δ increases (decreases) the spatial density of conduction blocking nodes in the cCMP

and CMP models increases (decreases). Fig. 3.26 demonstrates that at large δ, the CMP model

is significantly more likely to enter AF than the cCMP model. However, this difference disap-

pears as the spatial density of conduction blocking nodes is lowered. This indicates that the
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Figure 3.25: Protracted AF episode. A simulation of the CMP model for 109 timesteps at

ν⊥ = 0.05. Persistent AF is maintained throughout the simulation. Converted into real time,

this corresponds to an AF event of at least 1 month in duration. This figure has been extracted

from [20], see appendix B.1 for details about attributions and permissions.

dominant contribution to the difference in the probabilities of inducing AF comes from these

special re-entrant circuits with asymmetric activation and termination rates as opposed to the

special case shown in Fig. 3.13 where only one failure is required to initiate and terminate a

re-entrant circuit.

3.5.5 Discussion and outlook

The persistence of AF is one of the key factors determining the likelihood of a successful ab-

lation [33]. However, at a microstructural level, it is not clear what determines whether a

patient will exhibit paroxysmal or persistent AF [307, 305]. Better understanding the causes of

persistent AF may, in the future, improve the success rate of ablation or inspire new potential

treatment methods.

The CMP model is a simple, percolation based model of AF where re-entrant circuits form

when adjacent muscle fibres decouple [25]. The model is not a fully realistic representation

of atrial electrophysiology. However, the model, and its extensions, have offered explanations

for a number of key observations from clinical AF research. This includes the diversity of AF

persistence at comparable levels of fibrosis [304], the distribution of re-entrant circuits in the

left and right atria [308], and the observation that re-entrant circuits preferentially form near
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Figure 3.26: The effect of varying the fraction of nodes that are susceptible to con-

duction block on the probability of inducing AF. Phase diagrams for the probability

of inducing AF in the CMP model (black) and the cCMP model (red) as a function of the

coupling probability, ν⊥. Each subfigure is for a different value of δ, the fraction of nodes that

are susceptible to conduction block. In general, the figures indicate that reducing δ reduces

the risk of AF. This is consistent with the theoretical risk shown in Eq. (3.6). Additionally,

the figures indicate that as δ is reduced, the excess risk of entering AF in the CMP model

relative to the cCMP model reduces until both the CMP and cCMP models collapse onto the

same curve. This indicates that at high δ, the density of conduction blocking nodes in the

lattice is sufficiently high such that complex re-entrant circuits, see Fig. 3.23 and Fig. 3.24,

have a noticeable contribution to the risk of entering AF in the CMP model. However, as the

density of conduction blocking nodes is reduced, the probability that two conduction blocking

nodes are sufficiently close to form a complex re-entrant circuit becomes vanishingly small. As

a result, the risk of entering AF is dominated by simple re-entrant circuits that require only a

single cell failure to induce AF. Consequently, the risk of entering AF in the model coincides

with the cCMP risk where all critical structures are simple re-entrant circuits. This figure has

been extracted from [20], see appendix B.1 for details about attributions and permissions.
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the endocardium (inner heart wall) rather than the epicardium (outer heart wall) in paroxysmal

AF [229, 29]. Additionally, the 3D extension of the CMP model, see section 3.7, suggests a

natural explanation for the lowering success rate of ablation as AF becomes more persistent

[308]. Despite these findings, the precise dynamics at the microscopic level of the CMP model

were not fully elucidated – until now it was not clear how the model is capable of showing the

full diversity of AF persistence.

In these sections, we have focused on better understanding the microscopic dynamics of the

CMP model, specifically with the aim to understanding which microscopic interactions are re-

sponsible for the emergence of persistent AF. By dissecting the model into its constituent parts,

we have shown how the formation of complex re-entrant circuits which have a large probability

of activating, but a significantly smaller probability of terminating accounts for the difference

between the CMP model and the MF/cCMP models. Once activated, these drivers exhibit a

wide spectrum of AF event lifetimes from, in real time, a few seconds to months. This spectrum

reflects the broad range of AF subtypes exhibited by the model at the same model parameter

values, from paroxysmal to persistent AF.

To identify the emergence of persistent re-entrant circuits, we first derived a MF model of AF,

neglecting the spatial components of the model and interactions between coexisting drivers.

MF approaches are well established in physics for simplifying the study of high dimensional

random processes [309]. These models have been used extensively across numerous interdis-

ciplinary field including in the study of epilepsy in neuroscience [310, 311, 19]. Given the

qualitative similarities between epilepsy and cardiac fibrillation, it is surprising that MF mod-

els are not widely used in computational cardiac electrophysiology.

Our MF model demonstrates that the essential features of AF remain if spatial structure and

driver interactions are neglected. However, the MF model significantly underestimates the time

spent in AF relative to the CMP model, and it does not explain the emergence of persistent

AF. Only by reintroducing spatial structure can these observations be explained.

Re-introducing spatial structures in the controlled CMP model where we carefully control the

initiation of simple re-entrant circuits, we have shown that the density of conduction blocking

nodes plays a key role in the time the CMP model spends in AF. At high densities, the CMP

model spends significantly more time in AF than the cCMP model. However, as the density

of conduction blocking nodes is reduced only simple structures, like those found in the cCMP

model, can form in the CMP model. As a result, the time in AF converges for the cCMP and
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CMP models.

It is important to stress that the results presented here are for a highly simplified physics

model of AF. The scope of the CMP model is highly specific, focusing on the emergence of

re-entrant circuits from the accumulation of fibrosis in the atria. We use a cellular automata

in our modelling approach which limits the realism of the dynamics in our model, but which

recent research has suggested may be preferable to detailed continuous models when studying

the effects of local heterogeneity in the cardiac microstructure [312], e.g. due to fibrosis. The

model is both structurally and topologically simplified - we do not account for variation in

fibre orientation (as in [229]), nor do we consider the real topology of the atria (as in [308]).

Additionally, we do not consider variations in the action potential which are present in models

which study the ionic currents across gap junctions [313].

However, the value of such a simple model should not be underestimated. Cellular automata

are very computationally efficient, allowing for a statistical analysis not easily achieved in more

complex models. Likewise, the model has very few key parameters, with re-entrant circuits

emerging, and the diversity of AF persistence being explained, by the variation in a single cou-

pling parameter, ν⊥. This gives clarity to any results, avoiding ambiguity as to which model

features are responsible for the emergence and maintenance of AF. Finally, although the CMP

model itself may not represent a fully realistic atrial electrophysiology, the extensions of the

CMP model to 3D and to a real topology are bringing the model closer to clinical relevance.

However, naturally, these adaptations complicate model analysis. Hence, understanding the

dynamics of simple models is essential to fully understanding the behaviour of the more com-

plicated adaptations for which the CMP model is a precursor. Models such as the CMP model

have significant potential in hypothesis generation and will play an increasingly important role

in bridging the gap between clinical and computational electrophysiology – such work is al-

ready going on in the ElectroCardioMaths centre at Imperial College London, as well as in

other groups.

Given that “AF begets AF”, finding ways to treat and prevent persistent AF is a key priority

in AF research. In these sections, we have studied the microstructural basis for the emergence

of persistent AF in the CMP model. We have shown that persistent AF can arise from the

formation of re-entrant circuits with an asymmetry in their probability of activation relative to

the probability of termination. These circuits, once active, may drive AF for anywhere from a

few seconds to months.

127



Future work should focus on validating the results obtained here in structurally realistic models

of AF, derived from experimentally acquired fibre maps. If successful, this approach may sug-

gest the regions of the atria most susceptible to the formation of persistent re-entrant circuits,

and hence, may suggest suitable targets for ablation in persistent AF.

3.6 Increased gap-junction coupling terminates myocar-

dial fibrillation by optimising phase singularity me-

ander - an insilico study

Personal contributions

This section presents the paper “Increased gap-junction coupling terminates myocardial

fibrillation by optimising phase singularity meander - an insilico study” [26], which we

expect to submit in mid 2022. As primary co-author, I played a primary role in every

major aspect of this project:

• Understanding the relevant literature.

• Development of the underlying theory.

• Development of the computational infrastructure required to analyse the behavior

of the models.

• Management of computer-based simulations and data collection.

• Analysis and interpretation of computer-based simulations.

• Presentation of experimental results.

• Writing of the manuscript.

Note that the phase-singularities detection algorithm was previously described and used

in [314].

128



3.6.1 Context

This section presents the paper “Increased gap-junction coupling terminates myocardial fibrilla-

tion by optimising phase singularity meander - an insilico study” [26] which is due for submission

in mid 2022. Altered gap-junction coupling through the infusion of the experimental drug Roti-

gaptide has been shown to organise and, in some cases, terminate myocardial fibrillation [27].

The scope of this work is to expand on these clinical evidences in a novel cellular automata

model of myocardial fibrillation in which the tissue is modelled as a bi-dimensional lattice and

nodes representing cardiac cells may connect longitudinally and diagonally. Using this model,

and supported by an experimental rat-model, we demonstrate that the continuous spectrum

of myocardial fibrillation can be explained by the interplay of two parameters - (i) the degree

and distribution of myocardial fibrosis, and (ii) the sensitivity of cells to depolarisation. Our

investigations suggest that a unique region of parameter space exists where the probability

of myocardial fibrillation terminating is maximised. In this region, the fraction of excitable

myocardial tissue is low, but not minimised. Counter-intuitively, this region is where the frac-

tion of excitable tissue per phase singularity is maximised. Likewise, the meander of the most

stable phase singularities in this region is maximised. This suggests that increased coupling

terminates myocardial fibrillation by restricting the possible paths of phase singularities in such

a way that prevents rotational drivers from stabilising spatially and forces them to meander

across the tissue where they collide with other drivers or boundaries.

3.6.2 Introduction

Since the 1960s, multiple mechanisms have been proposed for the maintenance of atrial fib-

rillation (AF henceforth) and ventricular fibrillation (VF henceforth), with clinical and com-

putational evidence supporting several, seemingly incompatible, hypotheses. Originally, the

multiple meandering wavelet hypothesis was introduced whereby depolarising wavefronts break

up into wavelets and propagate chaotically throughout the atrial tissue, with no underlying or-

ganised drivers of fibrillation [216, 315]. These wavelets generate further wavebreak leading to

sustained chaotic activity. In contrast, organised rotational drivers (RDs), anchored to hetero-

geneities in the myocardial tissue or around phase singularities (PSs), have been proposed as a

competing mechanism of myocardial fibrillation [29]. Although both mechanisms have accrued

substantial supporting evidence, there is still widespread disagreement in the electrophysiology
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community as to the primary mechanism for sustaining myocardial fibrillation [175].

Recently, Handa et al. have presented new evidence for a continuous spectrum of fibrillation

mechanisms from disorganised multiple wavelets to highly organised RDs in an experimental

rat-model [27]. By applying optical mapping techniques to explanted, Langendorff-perfused

rat hearts, they demonstrate that by modulating the degree of gap junction (GJ henceforth)

coupling and/or the severity and type of fibrosis model, the mechanism of fibrillation can tran-

sition between highly disorganised chaotic propagation to highly organised stable re-entry. In

the former, where GJ coupling is reduced through the action of carbenoxolone (CBX hence-

forth) [316], no stable PSs are identified, whereas in the latter, where GJ coupling is increased

through the action of rotigaptide (RTG henceforth) [317], a small number of stable PSs dom-

inate the electrical activity of the myocardium with individual drivers persisting for up to 40

rotations. Analogous results are observed in the absence of gap-junction modulation but where

the severity of left ventricular fibrosis is varied. At high fibrosis burden (∼ 25%), no stable RDs

are observed. Contrastingly, at low fibrosis burden (∼< 10%), stable, long lived PSs indicate

the presence of persistent RDs.

These results suggest that a continuous spectrum of fibrillation maintenance mechanisms exist,

spanning disorganised chaotic propagation to organised stable re-entry, mediated by two key

electroarchitectural properties, (i) the degree of gap junction coupling, and (ii) the type and

severity of accumulated fibrosis in the myocardium.

As part of the investigations into the experimental rat model, it was found that in some cases

(5/11 hearts) increasing the degree of GJ coupling at the highest doses of RTG resulted in VF

organising to ventricular tachycardia (VT henceforth) before self-terminating. Why VF self-

terminates under the action of RTG is not clear. Experimentally answering this question is not

easy. The self-termination of VF is a rare event occuring only in a subset of the experimental

rat hearts, and taking place on timescales much longer than is feasible using current optical

mapping techniques. Experimentally, the self-termination of VF was observed between 5 and

15 minutes after the infusion of RTG, with the duration of the termination event spanning less

than 1 second (in some cases less than 0.1 seconds). In contrast, it is difficult to produce optical

mapping recordings of explanted Langendorff-perfused hearts lasting longer than 10 seconds.

Hence, capturing the self-termination of VF using optical mapping is difficult. This motivates

the use of computational modelling to study the termination of VF through the action of RTG.

Given the rarity of termination events in myocardial fibrillation, we opt to model increased gap
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junction coupling in a phenomenological manner, focusing on the essential properties rather

than precise electro-mechanical details. For this reason, the lattice-based models we study

produce qualitative rather than quantitative analysis results.

3.6.3 Model

Overview

We have developed a simple phenomenological, lattice-based model of myocardial fibrillation

focusing only on the essential qualities of fibrillation dynamics and excluding many higher order

effects, following similar approaches developed previously in [25, 295, 28]. The model focuses

on the percolation-based discrete propagation of charge through a discontinuous lattice, remi-

niscent of myocardial tissue decoupled through the action of fibrosis. There is some evidence

that models with discrete charge propagation are preferable over more complex models, which

assume a functional synctium, in the case of discontinuous myocardial tissue where fibrosis has

decoupled adjacent muscle fibres [312, 277]. Other insilico studies which have used similar,

discrete lattice based models include [318, 319, 320] in the context of multiple wavelet reentry

ablation, and [321] for the study of the stochastic onset and termination of fibrillation.

The basic rules of the model are summarised in Fig. 3.27. The primary benefit of a lattice-

based model is its computational efficiency allowing for the analysis of rare events across large

parameter spaces. Critically, the simplicity of this model means that results are qualitative

rather than quantitative.

Implementation

Given our continued lack of understanding regarding the action of GJ enhancers like Rotigap-

tide, we focus on the essential aspects of how conduction is altered under GJ modulation. This

is achieved by focusing on two key parameters in our lattice-based model: (i) the cell-to-cell

coupling probability, ν , and (ii) the cell excitation threshold charge, Qth. The former models

the probability that two neighbouring nodes are electrically connected and is used to simulate

the accumulation of diffuse fibrosis. The latter models the excitability of cells, with cells being

more likely to depolarise as a function of the input charge as the excitation threshold is reduced.

We condense the tissue into a 2-dimensional hexagonal lattice comprising Lx×Ly nodes repre-

senting cardiac cells. Nodes are placed in Ly adjacent fibers and each fiber includes Ly equally
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Figure 3.27: A schematic detailing the key rules of the discrete fibrillation model.

Each hexagon represents a cell or group of cells. Hexagons are connected to each of their nearest

neighbours independently with probability (the static coupling parameter), or disconnected

with probability 1 − ν. In any given time step a cell is either at rest (black), fully depolarised

(white), or repolarising (grey with yellow border). Each active cell in the model splits one unit

charge (on an arbitrary scale) equally between each of its connected neighbours at rest. Active

and refractory cells receive no charge. Each cell which receives charge will depolarise in the

next timestep with probability π(Q, k,Qth), which is a function of the received charge, Q, a

fixed threshold charge, Qth (the dynamic coupling parameter) and a constant k, see Eq. (3.23).

This figure has been extracted from [26], see appendix B.2 for details about attributions and

permissions.
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Figure 3.28: Node states sequence in the hexagonal lattice. In any given time step a cell

is either at rest (black), active (white), or repolarising (grey). This figure has been extracted

from [26], see appendix B.2 for details about attributions and permissions.

distanced nodes. In our experiment, the lattice is initialised of size 70 × 120 cells. This corre-

sponds to approximate tissue dimensions for the rat hearts in lab experiments of 1.4cm×2.4cm.

Hence, each cell in the model has an approximate linear scale of 0.2mm when converted into

real space.

Nodes connect horizontally and diagonally, i.e., north-west, north-east, south-west, south-east,

with probability ν. We enforce open boundary conditions on both the left and right edges of

the grid and periodic boundary conditions on both the top and bottom edges of the grid. The

latter implies that nodes lying in the lowermost (uppermost) fiber can be connected to nodes

lying in the uppermost (lowermost) fiber. This setup allows to mimic the cylindrical topology

of the real human heart [25]. Nodes can take three different states: resting, excited and refrac-

tory. A resting node represents a dormant cell that is able to excite as soon as it is reached by

a wave of excitation. A refractory node represents a cell that cannot respond to further stimuli

for some time after its last excitation. This cycle mimics the membrane potential pattern of

real cardiac cells, see Fig. 3.28. In a given simulation, the lattice is initialised with a fixed value

for the cell-to-cell coupling, ν, and the excitation threshold, Qth. This represents a tissue at a

fixed point in the gap junction coupling space.

At any time t the (i, j)-th node carries an electrical charge Q(i, j, t) ≥ 0. The (i, j)-th node

that has received a strictly positive charge,i.e., Q(i, j, t) > Q(i, j, t−1), from neighbouring sites

that were active at time t− 1 activates with probability:

π(Q(i, j, t), k, Qth) =
1

1 + e−k(Q(i,j,t)−Qth)
, (3.23)

where k is a positive constant. When nodes activate, their charge is set to Q(i, j, t) → 1. An

active node transfers its charge Q(i, j, t) = 1 to its resting neighbours by distributing it in equal

fractions. This implies that as soon as we enter time step t + 1, the (i, j)-th node that was

active at time t has lost its charge, i.e., Q(i, j, t+ dt) → 0 and enters the refractory state while

its resting neighbouring sites have increased their charges by 1/N(i, j, t), where N(i, j, t) is the
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number of resting neighbours of the (i, j)-th node at time t.

When the (i, j)-th node excites at time t the duration of its next refractory period is

τ(i, j) = max{τmin, τmax

(
1 − βe−

t−rt(i,j)
γ

)
} + 1, (3.24)

where τmin, τmax, β and γ are positive constants and rt(i, j) < t is the last time step in which the

(i, j)-th node entered a resting state. This approach was initially proposed in [321] to model the

relationship between the current action potential duration and the previous rate of excitation.

Each simulation is assigned a unique pseudo-random seed. At time t = 0 a wave of excitation is

released in the left edge of the lattice. This automatically excites every node lying on this edge,

triggering a planar propagation towards right which is governed by the afore discussed charge

transferring mechanisms. This wave is then released periodically with time invariant frequency

of T time steps. This pacing activity is temporarily intensified to induce fibrillation within the

time interval [t∗1, t
∗
2] , where 0 < t∗1 < t∗2. In this window, the regular pacing from the left edge

coexists with a supplementary periodic release of waves spreading from a pre-determined, small

region of the lattice with higher pacing frequency T ∗. Finally, the regular pacemaking stops at

time t∗3 ≥ t∗2 and the electrical activity is monitored until spontaneous termination or a final

time t∗4 ≥ t∗3 if it becomes self-sustained.

For each point in coupling space, if fibrillation can be sustained regularly for short periods after

initiation, new simulations are generated until N independent samples exist (each with their

own random seed) in which fibrillation is successfully sustained.

For each of the N simulations generated in which fibrillation is sustained, activation maps are

generated and phase processed to derive statistics regarding the number, position and behaviour

of phase singularities in the tissue. For computational reasons, the time window over which

each simulation is phase processed is relatively short (1000 time steps), allowing for a larger

total number of simulations.

For each of the phase processed simulations, a second simulation is generated with the identical

random seed which is allowed to evolve for up to 105 time steps. For each extended simulation,

we record whether or not fibrillation self-terminates.

Phase processing is carried out using a custom Matlab (MathWorks, Massachusetts, USA)

script as described previously [314]. This method used in silico is identical to the approach

used for the experimental rat hearts. For an in depth analysis of the experimental rat model

and discussions regarding the spectrum of organisation for myocardial fibrillation, see [27].

Further limitations of our approach are presented in section 3.6.6 while the calibration of the
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model parameters is discussed in appendix E.1.

3.6.4 Results

Insilico spectrum of myocardial fibrillation

Fig. 3.29 shows a phase diagram for the gap junction coupling parameters at which fibrillation

is inducible in the insilico model. The number of phase singularities, their lifetime, and the

degree to which they move across the tissue varies widely across the parameter space. The grey

boundary indicates the region of parameter space beyond which the tissue is not sufficiently

coupled (either static, low, or dynamic, high Qth) to allow for sustained activation. Note, this

boundary can be extended by including a pacemaker-like feature in the insilico model which

prevents the model from self-terminating due to the absence of ephaptic coupling. This feature

has been omitted in the current work given its lack of relevance to the self-termination of

fibrillation at high coupling.
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Figure 3.29: The probability of inducing fibrillation in the insilico model. Greyscale

indicates the region in which fibrillation is not inducible while the colorscale represents the

probability of inducing fibrillation across the coupling space (ν,Qth). This figure has been

extracted from [26], see appendix B.2 for details about attributions and permissions.

Close to the percolation boundary, PSs are short lived and move around erratically, implying the
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absence of long-lived stable drivers. Conversely, as the degree of static and dynamic coupling in

the model is increased, the degree of spatial and temporal organisation of PSs increases in the

model. This is summarised in Fig. 3.30 where we present characteristic snapshots of the phase

processed activation maps in the insilico model alongside a schematic detailing the spectrum of

organisation for myocardial fibrillation. Fig. 3.31 shows the statistics for the phase processed

simulations across coupling space. Fig. 3.31(a) shows the average duration of the observed PSs.

Fig. 3.31(b) shows the spatial density of the dominant driver frequency in the insilico model (i.e.,

the fraction of tissue at the modal activation frequency). Fig. 3.31(c) presents the dominant

driving frequency of fibrillation while Fig. 3.31(d) presents the total number of PSs identified

over the phase processed simulation period. All measures are shown on an arbitrary scale from

the minimum to maximum observed value for a specific statistic. Fig. 3.31 demonstrates that

Dynamic & structural gap junction coupling
High 

Coupling

Low

Coupling

Figure 3.30: Spectrum of organisation in myocardial fibrillation with corresponding

phase processed examples from the insilico model. The black (white) points indicate

clockwise (anticlockwise) phase singularities. This figure has been extracted from [26], see

appendix B.2 for details about attributions and permissions. The top illustrative panel has been

used with permission from [27], see appendix A for details about attributions and permissions.

as the degree of coupling in the insilico model is increased, PSs become longer lived, dominate

a larger fraction of the myocardial tissue, drive at higher frequencies, and reduce in their

total number. With the exception of the final observation, these phase singularity statistics
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Figure 3.31: Phase processing statistics from the in the insilico model. (a) The average

lifetime of the recorded phase singularities. (b) The density of the dominant frequency. (c)

The dominant frequency. (d) The total number of phase singularities identified over a fixed

time window. Scale normalised. Greyscale indicates region where fibrillation is not inducible,

see Fig. 3.27. This figure has been extracted from [26], see appendix B.2 for details about

attributions and permissions.

correspond well to what is observed experimentally.

Experimental data reports very few PSs at low coupling, before a sharp increase in the number

of PSs at moderate coupling. In the insilico model, see Fig. 3.31(d), there is a hint of the

initial increase in the number of PSs when moving from low to moderate coupling, however, in

general we observe an increased number of PSs as we approach the grey, low coupling percolation

boundary. This appears to be in conflict with the experimental findings, however, it is critical

to stress that this observable is highly sensitive to the lifetime threshold set for identifying phase

singularities. With reference to the average PS lifetimes shown in Fig. 3.31(a), the number of

PSs identified at low coupling will increase (decrease) significantly if the lifetime threshold for

the identification of a PS is lowered (increased). This accounts for the large number of phase
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singularities identified at low coupling in the insilico, but not experimentally.

Combining the observations in Figs. 3.30 and 3.31, the model effectively demonstrates that

increasing the degree of gap junction coupling organises fibrillation such that long-lived rotors

are the dominant underlying mechanism of fibrillation. In contrast, a reduction in the degree of

gap junction coupling disorganises fibrillation such that long lived rotors do not drive fibrillation.

In this state, the activity observed more closely resembles the multiple wavelet hypothesis.

Between these two states exists a continuous spectrum of myocardial organisation.

Spontaneous termination of myocardial fibrillation at high cell to cell coupling

After initiation, simulations in the insilico model can be extended for long durations to assess

the probability of fibrillation spontaneously self-terminating. Fig. 3.32(a) shows the probability

that fibrillation is sustained to the end of the simulated period (105 time steps, or ca. 40s).

This duration can be extended but serves little practical purpose and limits the total number

of simulations that can be generated.

Two regions are apparent where the probability of fibrillation terminating is non-zero. The

first, bordering the grey, low coupling percolation boundary is associated with conduction

block from a lack of cell-to-cell coupling and arises in the model due to the absence of ephaptic

coupling [322]. The second region at higher coupling is found at approximately ν > 0.7 and

0.2 < Qth < 0.35. This region is separated from the low coupling termination region and may

be thought of as arising from increased cell-to-cell coupling in the model. The low coupling ter-

mination region correlates well with short-lived, unstable PSs as shown in Fig. 3.31. However,

the high coupling termination region does not appear to be associated with any of the observ-

ables shown in Fig. 3.31, nor with the probability of inducing fibrillation shown in Fig. 3.29.

Figs. 3.32(b) and 3.32(c) show two observables which correlate well with the high coupling

termination region, although we note the correspondence is not perfect and other factors likely

contribute as well towards spontaneous self-termination of fibrillation. Fig. 3.32(b) shows the

fraction of quiescent tissue per phase singularity (FQT/PS) which is maximised in the high

coupling termination region. This result is somewhat counterintuitive since this ratio can be

maximised by either maximising the amount of quiescent tissue in the model or by minimising

the number of phase singularities. The latter is intuitively sensible, however, the former appears

to conflict with the critical mass hypothesis which suggests that sustained fibrillation is more

likely if the ratio of the refractory wavelength to tissue volume is significantly below one [211],
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which is associated with a significant fraction of the tissue being in the quiescent state during

fibrillation. However, this initial response oversimplifies the problem. Looking at the fraction of
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Figure 3.32: The probability of fibrillation being sustained for the full duration of

the extended simulation presented alongside relevant statistics. (a) The probability

that a simulation is sustained for 105 time steps (ca. 40s real time). Two regions are identifiable

where there is a non-zero probability of fibrillation spontaneously self-terminating. The first

is at the boundary of the phase space (bordering grey cells) and is termination associated

with the failure of wavefront propagation due to very low cell to cell coupling. The second

region of termination is observed for ν > 0.7 and 0.2 < Qth < 0.35. This region does not

appear to correlate with any of the simple statistics presented in Fig. 3.31. The two measured

statistics which appear to most accurately predict the region of self-termination from increased

coupling are (b) the fraction of quiescent tissue per phase singularity and (c) the degree of

phase singularity meander for the most stable PS. See Fig. 3.30 for colormap. This figure has

been extracted from [26], see appendix B.2 for details about attributions and permissions.

quiescent tissue (FQT henceforth) at different points in coupling space (see SM), we note that

in the high coupling termination region, the FQT is already significantly lower than at the low

coupling percolation boundary. However, the FQT is higher than at maximum coupling (ν = 1,

Qth = 0) where the spontaneous termination of fibrillation is rare. Analogously, the number of

PSs observed, see Fig. 3.31, also reduces as coupling is increased. However, the FQT and the

number of PSs do not appear to reduce at the same rate with increased coupling. Therefore,

since the number of PSs reduces much faster than the FQT in the area approaching the high

coupling termination region, the FQT/PS ratio is maximised, despite a low FQT relative to

the low coupling region.

This, however, does not explain why the FQT/PS ratio is associated with the spontaneous ter-

mination of fibrillation. Fig. 3.32(c) shows the degree of PS meander, measured as the standard

139



deviation of the PS location coordinate, of the most stable PS, i.e., the PS with the lowest stan-

dard deviation for the PS location coordinate, for simulations at different points in coupling

phase space. Like Fig. 3.32(b), the minimum PS meander (MinPSM henceforth) correlates

well with the high coupling termination region and almost perfectly with the region in which

the FQT/PS ratio is maximised. This gives a plausible explanation for why the spontaneous

termination of fibrillation is maximised in this region.

Firstly, termination at high coupling is associated with the number of PSs going to zero. There-

fore, it follows that a small number of initial PSs are more likely to self-terminate than a larger

number. Secondly, if the fraction of depolarised tissue in the model is small, the space into

which long-lived PSs can move is highly restricted, offering the PSs a limited number of paths to

follow. However, in the region in which the FQT/PS is maximised, the paths which can be fol-

lowed by PSs are restricted while also covering the largest fraction of myocardial tissue possible

relative to other points in phase space. In doing so, PSs are prevented from spatially stabilising,

but wavefronts also have insufficient tissue to move into to allow for new wavebreak and the

formation of new PSs. As a result, existing PSs meander significantly, colliding with each other

or with tissue boundaries, thus terminating fibrillation. However, if the number of PSs and the

FQT are both minimised, but in such a way that does not maximise the FQT/PS ratio, PSs

are excessively stable and do not meander sufficiently to enable PSs to collide with each other

or boundaries, thereby sustaining fibrillation. It is important to note that the MinPSM is used

as a predictor rather than the average or maximum PS meander, since this corresponds to the

most stable PSs which are the hardest to terminate. All other PSs which are longer lived are

like to self-terminate more easily given their greater spatial variance. Although the mean PS

meander shows some correlation with the probability of fibrillation self-terminating, this statis-

tic is significantly less discriminatory than the MinPSM. To illustrate these arguments further,

Fig. 3.33 shows the survival curves for the probability of sustaining fibrillation over time for (a)

the FQT/PS ratio, (b) the MinPSM, and independently, (c) the FQT and (d) the number of

PSs. For each panel, simulations have been filtered according to the average PS lifetime (> 300

time steps) to exclude simulations which terminate at the low coupling boundary. Within each

panel, the filtered simulations have been split into quartiles, sorted by the statistic of interest.

In this respect, the survival curve for quartile 1 in Fig. 3.33(d) includes the 25% of simulations

with the smallest number of PSs, and quartile 4 is the survival curve for the 25% of simulations

with the largest number of PSs.
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Figure 3.33: Survival curves for the probability of sustaining fibrillation over time.

The survival curves are grouped by (a) the fraction of quiescent tissue per phase singularity, (b)

the minimum phase singularity meander, (c) the fraction of quiescent tissue, and (d) the number

of phase singularities. In all panels, simulations have been grouped into quartiles according to

the observable in question. This figure has been extracted from [26], see appendix B.2 for

details about attributions and permissions.

Fig. 3.33 demonstrates that, in line with the expectation from Fig. 3.32, the survival curves fall

off the fastest when the FQT/PS ratio and the MinPSM are maximised. Similarly, Fig. 3.33(d)

shows that the self-termination of fibrillation becomes less likely as the number of PSs increases,

although the effect is weaker than in Figs. 3.33(a) or 3.33(b). Of most interest is the behaviour

observed in Fig. 3.33(c) where we see that the time to termination is maximised at an inter-

mediate value of the FQT.

Fig. 3.34 expands this view by plotting the probability of sustained fibrillation against each

of the statistics shown Fig. 3.33. Each point corresponds to a single point in coupling space

(averaged over 100 simulations) and is coloured according to the average PS duration to indi-

cate the approximate location of each point on the coupling phase space shown in Fig. 3.31.
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Simulations with very low probabilities of being sustained (shown in dark blue) correspond to

those which terminate at low coupling due to the lack of ephaptic coupling. In Figs. 3.34(a)

and 3.34(b), all points in phase space which sustain fibrillation for all 100 simulations are at

low FQT/PS ratios and low MinPSM. Conversely, all points in phase space at larger FQT/PS

and MinPSM values have a non-zero probability of fibrillation spontaneously self-terminating.

Compare that to Figs. 3.34(c) and 3.34(d) where in both cases, a general trend is observed that

the spontaneous termination of fibrillation is more likely as the FQT or the number of PSs is

decreased. However, in contrast to Figs. 3.34(a) and 3.34(b), there are points in phase space

where spontaneous termination is never observed across the full spectrum of low to high FQT

and PS number values.

In summary, the insilico model suggests that the self termination of myocardial fibrillation from

increased GJ coupling may be due to Rotigaptide organising fibrillation such that the fraction

of quiescent tissue per phase singularity is maximised, but while ensuring that both the frac-

tion of quiescent tissue and the number of observed phase singularities are independently small.

This restricts the possible paths into which PSs can move and prevents PSs from stabilising

spatially, forcing even the most stable PSs to meander and increasing their probability of a

collision with other PSs or tissue boundaries.
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Figure 3.34: The probability of sustaining fibrillation as a function of different fac-

tors. (a) The fraction of quiescent tissue per phase singularity, (b) the minimum phase singular-

ity meander, (c) the fraction of quiescent tissue, and (d) the total number of phase singularities.

Each point represents a set of simulations at fixed ν and Qth. Points are coloured according

to the average lifetime of phase singularities to illustrate approximately the position of the

simulations on the coupling phase spaces shown in Fig. 3.31. The points marked in dark blue

correspond to those simulations where PSs are very short lived and fibrillation terminates due

to low cell to cell coupling. This figure has been extracted from [26], see appendix B.2 for

details about attributions and permissions.

3.6.5 Discussion

Despite extensive research, there is still significant disagreement in the cardiac electrophysiol-

ogy community as to the predominant mechanism maintaining myocardial fibrillation. Some

researchers argue that fibrillation is driven by the disorganised, chaotic propagation of multiple

re-entrant wavelets, whereas others argue that spatially organised (focal) mother rotors drive
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fibrillation, with re-entrant wavelets emerging as a secondary consequence of the driving rotor.

Both theories have been researched extensively and have accumulated substantial supporting

evidence. Therefore, it has been reasonably suggested that both mechanisms may play an im-

portant role in fibrillation dynamics and may co-exist, rather than conflict, on a continuous

spectrum of spatial and temporal organisation [27].

Conceptually, considering the coexistence of these two mechanisms is important when deciding

which ablation strategies are optimal for the treatment of myocardial fibrillation. In the case

of the multiple re-entrant wavelet mechanism, ablation strategies inspired by Cox’s Maze pro-

cedure [236] and informed by the critical mass hypothesis have been developed to maximise the

probability of wavelet extinction and collision with tissue boundaries [319, 318]. Although these

strategies have been successful in-silico, there is so far little clinical evidence that the addition

of linear ablation lines increases ablation success rates in patients with persistent fibrillation

over traditional PVI ablation.

In the case of focal drivers of fibrillation, targeted local ablation strategies have been devel-

oped which aim to destroy the core of a re-entrant driver, thereby terminating fibrillation [323].

Although these strategies showed promise initially, more recent evidence puts into doubt the

effectiveness of these approaches [324].

The failure of mechanism specific ablation strategies for myocardial fibrillation puts us on un-

sure footing. Evidence exists that both organised and disorganised re-entry are crucial to the

maintenance of fibrillation, yet strategies to disrupt these mechanisms have failed. One plausi-

ble explanation for this seemingly paradoxical situation may be the apparent failure to consider

how treatment strategies for multiple re-entrant wavelets affect the dynamics of focal driver re-

entry, and likewise how localised ablation strategies targeting focal drivers may impact the

production of new re-entrant wavelets. For example, studies investigating the optimal place-

ment of linear ablation lines often state that ablation lines must connect to a tissue boundary to

avoid the creation of a topological hole [319]. By connecting to a tissue boundary, the ablation

line increases the rate of wavelet destruction by increasing the ratio of the tissue boundary

length to area. However, if a linear ablation line doesn’t connect to a tissue boundary, this line

can become an anchor for spatially organised macro-reentry [33].

Such considerations suggest that the development of mechanism specific treatment strategies

is not complete without a careful consideration of how these treatments will impact other po-

tential mechanisms of fibrillation. It is possible that certain treatment strategies may only be
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effective in certain regions of coupling space (and consequently at certain levels of fibrillatory

organisation), but that the same strategies will be ineffective after myocardial remodelling.

Pharmacological treatments for fibrillation have the benefit that they are able to alter the

electrical properties of the myocardium (albeit for a transient time period) in a manner not

achievable by ablation and may terminate myocardial fibrillation without invasively damaging

the myocardium. Even if pharmacological cardioversion fails, these treatments may change the

electro-phenotype of the fibrillation dynamics and may improve a clinicians ability to identify

specific structural substrates to which re-entrant drivers anchor, potentially improving the suc-

cess rate of ablation in such scenarios.

Numerous drugs have been developed and tested for the prevention and cardioversion of my-

ocardial fibrillation [325], however, these drugs have failed to achieve widespread use due to a

combination of a lack of efficacy and serious cardiac and extra-cardiac side effects. In the case of

Class I antiarrhythmic agents (sodium channel blockers such as Propafenone and Flecanaide),

cardioversion is achieved by reducing cell excitability and reducing conduction velocity, thereby

(it is believed) destabilising rotors [325]. Similar strategies are deployed by multiple ion channel

blockers such as Amiodarone. If cardioversion can be achieved using gap junction enhancement,

drugs such as Rotigaptide may avoid some of the dangerous side-effects of existing antiarrhyth-

mic treatments. Initial evidence suggests that Rotigaptide (and its successor Danegaptide) are

not associated with the same dangerous side-effects as other pharmacological treatments of

fibrillation [317, 326].

In previous studies, Rotigaptide has been investigated for its ability to inhibit the initiation of

myocardial fibrillation [327, 328] and its effect on the success of, and energy required for DC

cardioversion [329]. However, the potential of Rotigaptide and related gap-junction enhancers

for pharmacological cardioversion has not been extensively tested, possibly because the pre-

dominant belief so far has been that gap junction enhancement stabilises re-entrant drivers,

thereby sustaining fibrillation and preventing the self-termination of individual drivers.

Mechanisms for the stability of reentrant drivers and rotor drift have been investigated exten-

sively [330], although not to our knowledge in the context of gap junction modulation. Two

previous studies have noted the spontaneous termination of fibrillation after gap junction en-

hancement with Rotigaptide [331, 27]. In particular Takemoto et al. note that Rotigaptide

results in the “considerable meandering and drift [of a reentrant driver] in favor of its early

self-termination by collision with the anatomical boundaries” [331]. This is consistent with,
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and an important validation of, the insilico results in our current study. However, Takemoto et

al. offer no clear mechanistic explanation for why Rotigaptide enhances spiral-wave meander

and how this mechanism may be affected by the electroarchitectural phenotype of myocardial

fibrillation.

In the current study, we have applied a simple insilico model to study the spontaneous ter-

mination of myocardial fibrillation. Computational models have a strong history in cardiac

electrophysiology research, having played an important role in studying a wide range of dif-

ferent problems. Models have generated new hypotheses for the mechanisms of myocardial

fibrillation, such as the original Moe model which illustrates the multiple wavelet hypothesis

[216], and have been used for in-silico drug trials to test potential pharmacological treatments

for AF and VF [332]. Similarly, recent developments in the creation of personalised heart mod-

els [333] have enabled the testing and implementation of personalised ablation strategies based

on patient specific fibrosis patterns [286]. Although these models are certainly no replacement

for experimental and clinical research, computational modelling is effective at studying prob-

lems which, for technological, ethical or economic reasons, may be out of reach using current

experimental methods.

Computational models in cardiac electrophysiology span a range of different complexities and

purposes. At their most complex, personalised heart models take a fully integrative approach

- these models aim to carefully reproduce realistic behaviour at various scales from the subcel-

lular to organ level [333]. For instance, these models may aim to model realistic ion-channel

dynamics while also integrating realistic organ topology and tissue deformation. Additionally,

patient specific data acquisition, from MRI or otherwise, may be used to integrate realistic

fibrosis patterns or tissue defects. However, the complexity of these models comes at great

computational cost. As a result, such models are limited in the duration of fibrillatory activity

they can study, or the number of simulations they can process for a range of different input

parameters [313, 333]. A side effect of such complexity is that these models struggle to study

phenomena which take place on much longer timescales than the feasible simulation timescale,

often around 30s real time.

An alternative to high complexity personalised models are simple abstract models which sim-

plify several aspects of the electrophysiological problem and focus on understanding the role of

a small number of key parameters. These models are limited in their realism and are therefore

often not suitable for quantitative problems, but they may still have valuable qualitative in-
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sights. A major benefit of these approaches is that their greater simplicity significantly reduces

computational complexity. As a result, feasible simulation timescales are much longer and a

far wider range of input parameters can be studied [321].

We hypothesise that the spontaneous termination of myocardial fibrillation in our model from

increased spiral-wave meander is made possible by simultaneously reducing the number of driv-

ing phase singularities and by reducing the fraction of quiescent tissue in the myocardium, but

in such a way that maximises the area of quiescent tissue per phase singularity. In doing so,

enhanced gap-junction coupling enables spiral wave meander and termination by (i) restricting

the possible paths phase singularities can move into by limiting the fraction of quiescent tis-

sue in the myocardium, (ii) preventing the opportunity for new wavebreaks, and (iii) allowing

sufficient quiescent tissue such that phase singularities are not able to stabilise spatially. How-

ever, perhaps dissapointingly, is this action appears counter-acted if the myocardial substrate

is sufficiently fibrotic. Under such conditions, fibrillation rarely self-terminates, with rotational

drivers anchoring to lines of block.

Importantly our study highlights that this effect is not achieved with equal efficacy for different

electromechanical phenotypes of fibrillation. Qualitatively, we observe significant differences

in the probability of spontaneous cardioversion at different fibrosis burdens or gap junction

conductances. Unfortunately, a detailed quantitative understanding of how Rotigaptide may

induce spontaneous cardioversion is beyond the scope of the current work. Given the safety of

Rotigaptide relative to other anti-arrhythmic treatments, prioritising relevant clinical research

towards answering these questions should be a key goal for the future.

3.6.6 Limitations

Model Limitations

The insilico model presented here is limited in its physiological realism and should only be

used for qualitative insights into fibrillation dynamics. The model focuses on computational

efficiency to ensure simulations can be generated which are sufficiently long in real time and

cover an appropriate region of parameter space. This also allows an analysis of the robustness

of results to changes in the model parameters. To achieve sufficient computational efficiency,

the model simplifies a number of features present in electro-physiologically realistic models of

fibrillation. For a detailed discussion of the experimental limitations of the rat model, see [27].
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Rate-dependent effects

The model simplifies, or omits, a number of rate-dependent features common in other models of

cardiac electrophysiology. Firstly, the model does not explicitly account for conduction velocity

restitution. This is a limitation of the lattice based approach where the microscopic wavefront

velocity is fixed to one lattice spacing per time step [321]. Implicitly, the observed macroscopic

conduction velocity in the model is naturally modulated by changes in the coupling parameters

such that at very low coupling the observed conduction velocity is significantly slower than at

high coupling. At a microscopic level, for the purposes of initiating and sustaining fibrillation,

we can qualitatively account for the effect of conduction velocity restitution by merging action

potential restitution and conduction velocity restitution into a single curve which simulates the

restitution of the refractory wavelength. By doing so, the restitution curve for the refractory

wavelength with fixed conduction velocity is treated as identical to the restitution curve for

when conduction velocity is variable.

Other rate dependent effects which are not considered in the model are the formation of elec-

trical alternans, or spatial variance in the action potential duration. In the case of the former,

such dynamics do not naturally emerge in lattice based models and would require explicitly

rules to force cells to produce alternans. This limitation is not easily resolved within the current

framework and may be accounted for in future work with more realistic model of fibrillation

is such models can achieve sufficient computational efficiency. However, this effect may not be

particularly to our current work given that Rotigaptide is known to suppress the formation of

electrical alternans [328].

Structural Limitations

The insilico model is a structurally simplified representation of the real myocardium. Topologi-

cally, the model tissue is a 2-dimensional pipe with hexagonal lattice cells. This ensures that all

regions of the model tissue are treated equally, avoiding bias in the results arising from structural

inhomogeneity. Such bias cannot be avoided in a tiling on a topological sphere. Additionally,

the tissue does not include orifices to represent key blood vessels, although the pipe topology

does ensure that the tissue contains electrically discontinuous boundaries (such as those that

may be present at the end of the muscular sleeves extending into the pulmonary veins). Given

the focus of this paper on the pharmacological impact of Rotigaptide on fibrillation termina-

tion, such simplifications are reasonable. However, investigations into the topological aspects
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of reentry must reintroduce these omitted features.

When modelling fibrosis, the approach taken is spatially uniform and probabilistic, with each

connection between neighbouring cells exhibiting the same occupation probability across the

tissue. This assumption of uniformity is not a fully realistic representation of fibrosis accumu-

lation in the real myocardium, but acceptable as a first approximation for modelling diffuse

fibrosis having been used in a number of previous studies [28, 277, 275]. Such an approach is

not suitable in the case of highly clustered compact fibrosis. Given the structural simplicity

of the model, region specific fibrosis patterns cannot be applied to the model which is topo-

logically simplified. Regarding the spatial inhomogeneity of fibrosis, the probabilistic nature of

bond occupation means that there is a small amount of spatial inhomogeneity built into the

model. Computationally, it is known that increased inhomogeneity is proarrhythmic, but that

qualitatively fibrillation dynamics are similar to more uniform fibrosis deposition [334]. Greater

spatial inhomogeneity in the fibrosis distribution can be accounted for in future work.

3.6.7 Conclusion

Despite extensive debate, there is still widespread disagreement in the cardiac electrophysiology

community as to the primary mechanism of myocardial fibrillation [33]. Our recent experimen-

tal rat model provides evidence that these two mechanisms are in fact not distinct, but lie on

a broader spectrum of fibrillatory mechanisms with variable spatial and temporal organisation

[27].

In the rat model, the gap junction enhancer Rotigaptide was shown to increase the spatial and

temporal organisation of fibrillation and, in some cases, result in the spontaneous termination

of fibrillation. Using a simple in-silico model, we have shown that increased structural and

dynamic coupling of gap junctions can terminate fibrillation by maximising the meander of the

most stable phase singularities.

Given the qualitative nature of these results, it is essential that further experimental evidence

is gathered to support these findings and better understand the electro-architectural condi-

tions of the myocardium under which gap-junction enhancement may result in the spontaneous

termination of myocardial fibrillation.
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3.7 Unified mechanism of local drivers in a percolation

model of atrial fibrillation

Personal contributions

This section presents the paper “Unified mechanism of local drivers in a percolation

model of atrial fibrillation” [28], published in Physical Review E in December 2019. As

secondary co-author, I only played a primary role in specific aspects of this project:

• Understanding the relevant literature.

• Development of the underlying theory.

• Writing of specific segments of the manuscript.

I do not take any credit for any other aspect of this project in which I have not played a

signficant role.

3.7.1 Context

This section presents the paper “Unified mechanism of local drivers in a percolation model of

atrial fibrillation” [28], published in Physical Review E in December 2019. The main goal of

this research is to extend the original CMP model [25] to a three dimensional CAM lattice and

assess whether this more complex, yet realistic topology would reveal meaningful insights on

the ongoing debate on the mechanisms of AF. Our model shows spontaneous emergence of AF

that strongly supports, and gives a theoretical explanation for, the key clinical observations,

i.e., diversity of activation, reported by Hansen et al. in [29]. We show that the difference

in surface activation patterns is a direct consequence of the thickness of the discrete network

of heart muscle cells through which electrical signals percolate to reach the imaged surface.

In line with the original CMP model, our model naturally follows the clinical spectrum of AF

spanning SR, paroxysmal AF, and persistent AF as the decoupling of myocardial cells results in

the lattice approaching the percolation threshold. This allows the model to make the prediction

that, for paroxysmal AF, re-entrant circuits emerge near the endocardium, but in persistent

AF they emerge deeper in the bulk of the atrial wall. If experimentally verified, this may go

towards explaining the lowering ablation success rate as AF becomes more persistent.
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3.7.2 Introduction

In section 3.3.3 we have discussed a recent work of Hansen et al. [29] with “the potential to

unify some of the previous discrepant observations” [32] on the mechanisms of AF maintenance.

This study has suggested that both focal and re-entrant drivers may be explained by the

presence of small re-entrant circuits [29, 33] and that stable transmural re-entrant circuits

may project differently onto the endo- and epicardium. These projections typically appear as

rotational activity on the endocardium and focal (breakthrough) points on the epicardium.

Hence, the apparently incompatible 2d projections onto the atrial walls are consistent with a

single underlying mechanism of localised re-entrant circuits in the transmural region [29, 30, 31].

Leading clinicians have called for further work “to confirm and extend these observations”[32].

In the following sections, we develop a percolation based model of AF initiation in pursuit of

this goal. Our aim is to understand the origin of the AF mechanism, how it changes as AF

becomes more or less persistent, and how this effects the success rate of ablation. We take a

physics approach to modelling, focusing on the essential features of the phenomenon as opposed

to the fine details. This is much simpler than more biophysically realistic models and allows

for concrete predictions based on large scale statistics not accessible in a laboratory setting.

The model generates activation wavefronts that propagate in a 3d medium mimicking the

complex discrete fibre structure of the atria. AF emerges spontaneously via the formation

of spatially stable but temporally intermittent 3d re-entrant circuits when the fibre network

decouples, e.g., through fibrosis or fatty infiltration [335]. The model predicts that these circuits

should have a minimum length of 12.5 mm, comparable with the 15 mm quoted in [29]. Re-

entrant circuits are quasi-1d with isolated fibres that have a width of around 2 mm, making

their identification with clinically available mapping technologies difficult [336].

Our results demonstrate how 3d re-entrant circuits emerge and how they are distributed in the

heart wall when the coupling between cells is lowered, closely matching key clinical observations

reported by Hansen et al. in [29]. The observed activation patterns fundamentally change as

a function of the depth from the imaged surface to the driving re-entrant circuit. If this depth

is large, we observe focal (breakthrough) activity. If this depth is small, we observe re-entrant

or rotational activity.

The model predicts that the drivers of paroxysmal AF are located near the endocardium whereas

the drivers of persistent AF are uniformly distributed through the atrial wall. Consistent

with clinical experience, the former are more easily ablated than the latter. We test this by
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numerically simulating focal ablation. We find that ablation lesions that do not penetrate the

full depth into the tissue are significantly less likely to destroy a re-entrant circuit in persistent

AF than in paroxysmal AF. Additionally, we show that in persistent AF, even if ablation

successfully destroys a local source, the existence of multiple co-existing circuits prevents the

global termination of AF.

3.7.3 Model definition

We consider a simplified Lx × Ly × Lz pipe topology of the atria with open boundaries in x

and z, and periodic boundaries in y. Nodes are connected longitudinally to their neighbours

in the x direction with spatial frequency ν∥ and transversely, in the y and z directions, with

frequency ν⊥, see Fig. 3.35(a). Once the network is defined at the start of a simulation, it is

fixed for the remainder of the simulation.

Each node takes one of three states: resting, where the node can be excited by an active

neighbour, excited, or refractory, where for τ time steps after excitation a node cannot be re-

excited, see Fig. 3.35(b). We define the SAN as nodes at the boundary, x = 0, which excites

every T time steps. These settings are identical to those in the original 2D CMP model, see

section 3.4.2 and Fig. 3.12. Model parameters Lx = Ly = 200, Lz = 25, T = 220 and τ = 50

are informed by clinically observed values, see section F.1 in appendix F.1. The model results

are robust against changes in these parameters. In line with the original CMP model [25], a

small fraction of nodes, δ, are susceptible to conduction block. With probability ϵ, these nodes

fail to activate when their neighbours excite. When the SAN excites in normal conduction,

wavefronts are initiated at x = 0 and propagate smoothly in the +x direction and terminate at

x = Lx. However, re-entrant circuits can form when nodes are sufficiently decoupled, through

fibrosis [276, 337], or otherwise, such that the shortest closed loop from a node back to itself is

partially isolated from the remaining tissue, and the path length, in units of propagation time,

exceeds the refractory period τ , see Fig. 3.36. The formation of these re-entrant circuits drive

fibrillatory activity [25, 295].

3.7.4 The spatial distribution of re-entrant circuits

Hansen et al. [29] finds that re-entry activity is typically observed on the endocardial surface,

whereas focal points are often found on the epicardial surface. Additionally, there is much
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Figure 3.35: Extending the CMP lattice to three dimensions. (a) The excitation wave

propagates across neighbouring nodes. Nodes are connected longitudinally with frequency ν∥

and transversally (along y and z directions) with frequency ν⊥. At time t, the red bordered

node is resting. At time t + 1, the node activates in response to the stimulus coming from its

neighbour to the left. At time t+2, the red bordered node becomes refractory and the excitation

wave activates the two nodes in resting state to which it is coupled. The node to the left of

the red bordered node cannot be excited as it is in a refractory state. (b) Temporal dynamics

of a node. Each node sequentially passes across three distinct states: resting (black), excited

(white) and refractory (grey scale). This figure has been extracted from [28], see appendix B.3

for details about attributions and permissions.
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Figure 3.36: Three-dimensional visualization of an AF driver located in the bulk of

the atrial tissue. The black path represents the connectivity structure between the nodes.

In this particular example we observe that longitudinal connections are more frequent than

transverse connections (y and z directions), representative of re-entrant circuits that can be

observed when ν∥ is substantially larger than ν⊥. This figure has been extracted from [28], see

appendix B.3 for details about attributions and permissions.

stronger longitudinal coupling on the endo- than the epicardial surface. To test whether fi-

bre orientation can account for the distribution of activation patterns observed clinically, we

consider a homogeneous and inhomogeneous model. In the homogeneous model all nodes are

connected to their neighbours with the same frequencies, ν∥ and ν⊥. In the inhomogeneous

model, the variation in fibre direction changes with depth. Here we fix the average decoupling

of nodes, ν̄ = (2ν∥ + 4ν⊥)/6 and vary linearly the average fibre angle, ∆θ = tan−1(ν⊥/ν∥), in

each layer from ∆θENDO = 24◦ at the endocardium (z = 0) to ∆θEPI = 42◦ at the epicardium

(z = 24). These values are taken from clinical data [31]. The introduction of fibre inhomogene-

ity into the model results in re-entrant circuits preferentially anchoring to the endocardium.

An example of this can be seen in Fig. 3.37 which shows a cross-section of the model activation

patterns from the endocardium to the epicardium. A re-entrant circuit is shown anchored to

the endocardium, with the activation wavefronts propagating from one end of the circuit to

the epicardial surface and emerging as a focal breakthrough point. The phase spaces for the

risk of entering AF for the homogeneous and inhomogenous models are shown in Fig. 3.38. For

large values of the coupling parameters (no fibrosis) the model exhibits SR indefinitely. As the

coupling reduces, a small number of re-entrant circuits can form. Here we observe paroxysmal

AF with intermittent episodes of irregular activity. As the coupling is even further reduced,
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(a)

(b)

(c)

(d)

x

z

24

0

(epi)

  (endo) 

Figure 3.37: Different projections of the same re-entrant circuit. A cross-section of the

model during AF showing a close-up of the x-z plane (fixed y coordinate). The cross-section

has been chosen to align with a re-entrant circuit. Arrows indicate the movement of wavefronts.

The top (bottom) surface of each panel corresponds to the epicardium (endocardium). A re-

entrant circuit can be seen near the endocardium with (a) activity moving around an isolated

fibre, (b/c) re-entering the isolated fibre, and (d) emitting fibrillatory waves from the left end of

the isolated fibre. Fibrillatory activity spreads from the endocardium to the epicardium through

the complex fibre structure of the model. This results in a wide variety of possible breakthrough

patterns on the epicardial surface. When viewed from the endocardium, re-entrant activity will

be clearly visible since the isolated fibre lies along the endocardial surface. When viewed from

the epicardial surface, the wavefronts propagating from the re-entrant circuit may emerge as a

single breakthrough point, or as multiple breakthrough points simultaneously. Scale: 100 × 25

nodes. This figure has been extracted from [28], see appendix B.3 for details about attributions

and permissions.
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the model enters persistent AF where, once AF has been initiated, the model will never return

to SR without external intervention. These results are consistent with recent evidence showing

that local drivers anchor at or near fibrotic lesions [226], with fibrosis increasing the number of

re-entrant regions, and the time spent in AF [338]. In the homogeneous model the endo- and
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Figure 3.38: Emergence of AF at different fibrosis burdens. The average time spent in

AF for the (a) homogeneous and (b) inhomogeneous models. Both models show a transition

from SR at large coupling (0% AF time) through paroxysmal AF (0% < AF time < 100%) to

persistent AF (100% AF time). The grey parameter regions, indicate coupling parameters be-

low the percolation threshold, and are thus irrelevant to clinical AF. (a) Homogeneous coupling

parameters, ν∥ and ν⊥. Blue: SR, red: persistent AF. The white transition region corresponds

to paroxysmal AF. Guidelines of positive (negative) gradient indicate constant ∆θ (ν̄). (b)

Inhomogeneous coupling parameter, ν̄, risk curve (red graph). There is no AF for ν̄ ≳ 0.4. De-

creasing ν̄ associated with decoupling nodes, there is a transition from SR through paroxysmal

AF to persistent AF. Inset: Histograms showing the distribution of re-entrant circuits driving

AF for paroxysmal AF (top) and persistent AF (bottom) as a function of depth z from the

endocardium. Drivers cluster in the sub-endocardial region (z = 0) for paroxysmal AF but are

uniformly distributed across the bulk for persistent AF. This figure has been extracted from

[28], see appendix B.3 for details about attributions and permissions.

epicardium are equivalent, and we find that in paroxysmal AF, the majority of drivers form

equivalently on either surface, whereas for persistent AF, the majority of drivers form in the

bulk and not on the surfaces, see Fig. F.1 in appendix F.2.

The inhomogeneous model breaks the symmetry between the endo- and epicardium. Here we

find that in paroxysmal AF, drivers form preferentially near the endocardial surface, with very
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few drivers forming on the epicardial surface and almost none in the bulk of the atria, see

Fig. 3.38(b), inset 1. However, in persistent AF, drivers are uniformly distributed throughout

the atrial wall, see Fig. 3.38(b), inset 2. Hence, as AF becomes more persistent, the average

position of drivers moves away from the endocardium and into the bulk of the atrial wall.

The variation in fibre orientation is the only asymmetry between the endo- and epicardium

and is therefore responsible for the asymmetry in the re-entrant circuit depths. Because the

method by which re-entrant circuits form is fully local [339], the presence of an isolated fi-

bre at one point in the tissue is independent of the tissue elsewhere in the model. Therefore,

the results are robust against different choices of fibre orientation and tissue thickness that

may be associated with the left or right atria [340], and show that re-entrant circuits will first

emerge on the surface with the strongest longitudinal coupling, see Figs. F.2 and H.2 in ap-

pendix F.2. Visualizing the activation patterns in the inhomogeneous model on the surfaces

at z = 0 (endocardium) and z = 24 (epicardium), we observe activation patterns consistent

with those discussed in [29]. In Fig. 3.39, the left (right) panel shows the activity when viewed

from the endocardium (epicardium). For the activation maps, electrical activity spreads across

the tissue from point (1) through point (2), but is blocked from reaching the isolated fibre at

point (4). The activity loops around the isolated fibre and re-enters the fibre at point (3).

This back-propagating excitation passes through point (4) before re-exciting point (1) which

sustains the re-entrant circuit. Viewing the same region from the epicardium does not show

the same re-entry activity. Instead, the excitation emerges as a point source indicated by a

star. The surface activity driven from the atrial bulk will typically appear as a breakthrough

point, as opposed to re-entry activity. A cross section of the activation patterns from endo- to

epicardium are shown in Fig. 3.37.

3.7.5 The relationship between ablation success rate and fibre cou-

pling

To study the effect of local ablation in the model, we identify the first location at which a

re-entrant circuit forms. A new simulation with the identical structure is generated and the

nodes at the identified location are destroyed, mimicking focal ablation, up to a prespecified

depth, see section F.3 in appendix C for details. This process is repeated until the locations

of the first 10 identified re-entrant circuits are ablated. This allows us to study (a) the global

success rate of ablation as a function of ν̄ by measuring the probability that ablation prevents
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(a)

(b)

Figure 3.39: Clinical vs. insilico activation maps from both the endo and epi perspec-

tives. (a) An activation map adapted with permission from [29] showing re-entry activity from

sub-endo imaging and a focal source on the sub-epi side with four marked reference points.

(b) The equivalent for our model. Smoothing has been applied to images for clarity. Red:

excited nodes, blue: resting nodes, other: refractory nodes. This figure has been extracted

from [28], see appendix B.3 for details about attributions and permissions. The top illustrative

panels have been used with permission from [29], see appendices A and B.3 for details about

attributions and permissions.

AF emerging anywhere in the tissue, and (b) the local success rate of ablation as a function of

the ablation depth z, by measuring the probability that an ablation, that does not penetrate

the full depth into the tissue, destroys the re-entrant circuit at a given location.
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Figure 3.40: Ablation success rates as a function of fibre coupling and depth. (a)

The global success rate of full depth focal ablation if the first re-entrant circuit location is

destroyed (single focal ablation (SFA), circles), and if the first ten locations are destroyed

(multiple focal ablations (MFA), crosses) as a function of the coupling parameter, ν̄. The

dashed line indicates the coupling value below which all simulated tissues harbour re-entrant

circuits. (b) The local success rate of a single focal ablation of destroying re-entrant circuits at

the ablation site as a function of the ablation depth, z, for tissues with high coupling, ν̄ = 0.33

(plus) and low coupling, ν̄ = 0.27 (down triangle). The dashed (dot-dashed) lines correspond

to the cumulative sum of the re-entrant circuit depth probabilities for ν̄ = 0.33 (ν̄ = 0.27).

This figure has been extracted from [28], see appendix B.3 for details about attributions and

permissions.

Fig. 3.40 shows the global and local success rate of ablation in the model. Globally, Fig. 3.40(a)

indicates that the success of ablation exhibits phase transition-like behaviour. At low coupling,

focal ablation consistently fails to terminate fibrillation, independent of the number of ablation

lesions. Above a transition coupling value, the ablation success rate rapidly increases with

increased coupling. The success rate is higher if multiple ablations are applied. The results

indicate that focal ablation is increasingly ineffective as AF becomes more persistent. However,

despite the fact that ablation fails globally, Fig. 3.40(b) indicates that locally, ablation does
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successfully destroy the targeted re-entrant circuits if the ablation is transmural. For non-

transmural ablation, ablation has a much higher local success rate at high coupling values -

half depth ablation has a success rate of 90% (50%) at high (low) coupling. A direct comparison

between transmural and non-transmural ablation is shown in Fig. F.4 in appendix F.3. The

activation maps shown demonstrate that for re-entrant circuits anchored to the endocardium,

a shallow ablation is sufficient to destroy the re-entrant circuit. However, for re-entrant circuits

anchored to the epicardium, non-transmural ablation may fail to destroy the re-entrant circuit

driving AF.

3.7.6 Discussion and outlook

These model observations are directly compatible with recent clinical findings that identified

rotational activity from endocardial mapping in patients with paroxysmal AF [339, 225], and

another clinical observation identifying focal activity in patients with persistent AF from epi-

cardial mapping [224]. Moreover, our model offers a natural explanation why ablation is more

successful for paroxysmal than persistent AF. Studies have shown that ablation lesions become

smaller as they penetrate further into the tissue from the endocardial surface, and that abla-

tion struggles to penetrate more than 2 mm into the atrial wall [341] which can be up to 7 mm

thick [29]. Hence, because the average driver position moves deeper into the atrial wall as

AF becomes more persistent, ablation lesions need to be more accurately positioned and they

must penetrate further into the tissue, restricting ablation efficacy. The model suggests that if

the atria are sufficiently fibrotic, re-entrant circuits are so numerous that focal ablation cannot

terminate AF, even with multiple ablation lesions, see Fig. 3.40(a).

Our model is much simpler than alternative biophysically realistic models [313, 333]. We do not

account for rate dependent effects in the action potential propagation, although we expect this

to play a minimal role in the development and maintenance of structural re-entrant circuits.

This has the benefit that we are able to perform unparalleled statistical analyses to fully explore

the differences between paroxysmal and persistent AF, but at the cost of electrophysiological

realism. As a result, our model focuses purely on the initiation and maintenance of AF from

micro-anatomical re-entrant circuits and not on AF initiated or maintained by other methods

such as cardiomyocyte automaticity or the formation of rotors and scroll waves. These mecha-

nisms are best studies using alternative models.

In our model, we consider general structural properties such as the difference in fibre orientation
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between the endo- and epicardium, but we do not explicitly account for specific anatomical fibre

bundles in the real heart or differences between the left and right atria. Therefore, with the

current framework, we cannot explain why local drivers are found more frequently in the left

atrium than in the right atrium [223, 226]. However, in a proof of concept work where we have

adapted the current methods for use with a real atrial fibre map, re-entrant circuits do appear

to form preferentially in the left atrium [308]. Additionally, we observe circuits forming in a

number of key locations suspected for their role in the formation of local drivers in persistent

AF, including the sleeves of the PVs, the posterior atrial wall, and the atrial appendages [342].

To address these limitations and verify the results presented here, we propose a potential ex-

perimental test and a number of suggested model developments. Firstly, adapting the model to

a realistic atrial topology with an integrated fibre structure will allow us to refine the predic-

tions made here and make concrete statements about different regions of the atria and specific

anatomical structures. This includes investigating which atrial regions are especially prone

to the formation of re-entrant circuits and testing whether these correlate with known clini-

cal data. We have taken the first steps to adapt the current model to a realistic atrial fibre

structure in [308]. Currently, both the model presented here and the adapted model consider

the role of local decoupling of muscle fibres, simulating the action of diffuse interstitial fibrosis

or fatty infiltration. However, more pronounced global decoupling may occur in regions with

compact fibrotic lesions. Future versions of the model should consider a full range of potential

fibrosis patterns when analysing the emergence of re-entrant circuits.

As a potential experimental verification of our results, we propose following the methods set

out in [29]. Using explanted Langendorff-perfused animals hearts with a diffuse fibrosis model

at different levels of fibrotic burden, simultaneous endo- and epicardial optical mapping may be

used to assess how the distribution and depth of micro-anatomical re-entrant circuits changes

with increasing fibrotic burden. As the fibrotic burden is increased, our model would predict an

increase in the number of observed drivers, and a reduction (increase) in the ratio of re-entrant

drivers to focal drivers seen on the endocardium (epicardium).

The overarching aim was to create the simplest possible bio-inspired model that displays the

variety of clinically observed activation patterns [29], and can exploit large scale statistics

to make concrete predictions not accessible in a laboratory setting. The model is consistent

with the typical evolution of AF from SR through paroxysmal AF to persistent AF. More-

over, combined with the clinical observations in [29], our model gives substantial evidence for
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the proposed unifying mechanism of local drivers in AF, suggesting a potential resolution to

long-standing debates. Complementing this finding, we predict that the inhomogeneity in fibre

orientation causes the average depth of drivers to move away from the endocardium and into

the bulk of the atrial wall as AF becomes more persistent, potentially explaining why ablation

is less successful for persistent AF than for paroxysmal AF, if experimentally verified. This

insight is the first of its kind and may have key clinical implications.

Work is currently underway on adapting the model to realistic atrial fibre maps with the hope

that this may be able to identify re-entrant circuit risk regions clinically on a personalised basis

[343, 344].

3.8 Summary of the chapter

Cardiac fibrillation is a diffused arrhythmia in which the healthy planar propagation of electri-

cal waves is disrupted and replaced by fast and disorganized electrical activities drifting across

regions of the cardiac tissue [172]. In spite of over a century of research there is no unequivocal

consensus on the mechanisms that drive the onset and maintenance of this disease [172, 173, 174,

175, 176, 33], hence the generally poor outcomes of the available surgical treatments [28] and

a steadily increasing burden across the globe [172, 194, 195, 196, 197, 198, 199, 200, 201, 202].

In this chapter we have examined the emergence of cardiac fibrillation from the microstruc-

tural interplay of cardiac cells, electrical activities and underlying topology. We started from

an introduction to the basic structural and functional aspects of the human heart. Next, we

discussed the cardiac conduction system and the electrophysiology of cardiac cells. These in-

troductory paragraphs led us to a detailed presentation of atrial fibrillation. In particular, we

have discussed its onset, maintenance mechanisms, available treatments and its interactions

with and alteration of the cardiac structure. This section is followed by an overview of the

major modelling paradigm adopted in cardiac fibrillation research and a deep dive into the

Christensen-Manani-Peters model [25], a simple model of atrial fibrillation in which the atrial

tissue is conceived as a simple bi-dimensional lattice where nodes mimic cardiac cells connect-

ing longitudinally and eventually transversally and electrical charges periodically propagate

across the lattice according to predefined cell-to-cell interactions rules. This work served as a

baseline for the novel research presented in the remaining sections of this chapter. First, we

discussed the transition from paroxysmal to persistent atrial fibrillation in the Christensen-

Manani-Peters model [20]. In this work, we dissected the original model by removing its spatial
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component, i.e., the space between critical structures that might host fibrillation-driving ac-

tivities, and controlling the placement of nodes that are susceptible to conduction block. This

led to a mean-field model in which critical structures requiring single conduction blocks are

condensed into particles independently activating and deactivating with fixed probability and

an intermediate model in which the spatial components are re-introduced while the placement

of dysfunctional nodes is controlled to avoid the formation of critical structures that require

multiple failures to activate and deactivate [20]. We found that both models underestimate

the average time that the original model spends in fibrillation at any degree of fibrotic bur-

den, observing that this discrepancy stems from the fact that the original model allows for the

presence of critical structures in which the probability of activation exceeds the probability of

deactivation due to peculiar topological features of the surrounding region [20]. This led us to

conclude that the activity and interplay of simple critical structures is not sufficient to explain

the onset of persistent fibrillation which instead requires “resilient” drivers hosted in regions

characterized by asymmetric birth-death probabilities [20].

Second, we have assessed recent clinical evidences [27] highlighting how high dosages of gap-

junction enhancer drug Rotigaptide induced a transition from ventricular fibrillation to ven-

tricular tachycardia which culminated in self-termination events in a subset of experimental rat

hearts. To do so, we developed a bi-dimensional model of myocardial fibrillation in which nodes

may connect longitudinally and diagonally [26]. In this framework, we described the continuous

spectrum of fibrillation, i.e., the transition between multiple disorganized circuital drivers to

organized drivers revolving around phase singularities, by studying how the dynamics of the

model change within a bi-variate parameters space based on i) the accumulation of fibrosis and

ii) the degree of responsiveness of cardiac cells to incoming electrical stimuli [26]. Considering

the region in which the probability of termination is maximised, we observed that the fraction

of excitable tissue, i.e., responsive to electrical stimuli, per phase singularity and the meander of

the most stable phase singularities are also maximised [26]. The topology of this region, being

characterized by increased cell-to-cell coupling, mimics the effect of Rotigaptide infusions, thus

suggesting that this gap-junction enhancer drug terminates myocardial fibrillation by averting

the spatial stabilization of phase singularities which in turn are forced to drift across the tissue

and eventually collide with other drivers or tissue boundaries [26].

Finally, we have examined recent clinical evidences supporting a new theory of atrial fibrillation

in which long-lasting antagonistic driving mechanisms, i.e., rotational and focal drivers, may
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co-exist as mere surface projections of transmural circuital activities [29, 30, 31, 32, 33, 28].

In this context, we introduced a tri-dimensional extension of the Christensen-Manani-Peters

model in which the atrial bulk is modelled by a more realistic cubic topology where neighbor-

ing nodes may connect longitudinally and transversally, i.e., within the same bi-dimensional

sheet, but also to nodes belonging to adjacent sheets [28]. We assessed the dynamics of the

tri-dimensional lattice and observed that paroxysmal episodes are driven by rotational activities

near the endocardium whereas persistent episodes are driven by activities that are distributed

across the entire lattice [28]. In line with the aforementioned clinical evidences, these drivers

project as rotational activities when the lattice is observed from the endocardium and as focal

point when the lattice is observed from the epicardium [28]. We replicated the effect of ablation

procedures on the lattice topology, i.e., by disabling existing connections among neighboring

nodes, to find that success rates are related to the fibrotic burden [28]. In particular, iterated

lesions hardly terminate fibrillation in highly fibrotic tissues as the uniform spatial distribution

of drivers prevents ablation from reaching all the activities that are responsible for the ongoing

fibrillatory episode [28]. As coupling increases, drivers tend to concentrate nearby the reachable

endocardial surface thus boosting the success rates of ablation procedures [28].
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Chapter 4

Emergent correlations and price

formation in financial markets

4.1 Introduction

This chapter shifts our attention to financial markets. These systems act as marketplaces where

individuals or firms buy and sell a broad range of financial instruments. These interacting par-

ticipants are remarkably heterogeneous and can be classified according to a broad range of

criteria, such as their nature, e.g.. humans vs. algorithms, size, e.g., retails vs. institutionals,

strategic behavior, e.g., trend-followers vs. arbitragers vs. macro, and goals, e.g., short-term

speculations vs. long-term investments. In these days the same financial instrument can be

simultaneously traded in several competing venues located across the globes. Furthermore,

these venues are likely to adopt different designs and rules, such as trading hours, priority rules

for the execution of buy/sell orders bearing the same price, minimum price increment, trading

fees, among many others. In this setting, financial markets inevitably form a truly complex

ecosystem in which a large number of participants interact across a myriad of venues around the

globe while sophisticated technology enables rapid data transmissions and algorithmic-driven

fast paced trading. On an academic perspective, such ecosystems raise interesting challenges

attracting researchers from different fields.

In my doctoral studies I had the opportunity to investigate financial markets within two dif-

ferent research groups: Prof. Misako Takayasu laboratory at Tokyo Institute of Technology

in Japan and Prof. Fabrizio Lillo group at Scuola Normale Superiore in Pisa. At the Prof.
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Misako Takayasu laboratory, we have studied how a macroscopic statistical property of foreign

exchange markets, i.e., the time-scale dependent cross-correlations between price fluctuations,

unfolds from interactions among market participants. We have developed an agent-based model

where a market is populated by an arbitrary number of trend-following market makers, i.e.,

they continuously post a bid and an ask price and re-adjust their pricing according to recent

trends [34]. In our ecology we included three independent markets, i.e., market makers acting

on a given venue are not affected by events unfolding in other venues, and a special trader,

known as the arbitrager, who trades opportunistically by submitting buy and sell orders across

the three venues to exploit any misprice that guarantee risk free profit [34]. By doing so, the ar-

bitrager causes three synchronous price changes and trend-following market makers will in turn

re-adjust their prices in the direction of these changes, thus creating transient and simultaneous

price trends across the three venues [34]. Simulations of this ecology shows that the interplay

between arbitrage and trend-following strategies generates pronounced cross-correlations be-

tween price changes in different markets which resemble those observed in real trading data

[34]. These statistical regularities are the consequence of an alteration in the probability of

observing two markets moving in the same/opposite direction caused by the transient and it-

erated synchronizations triggered by the arbitrager [34].

The goal of my collaboration with Prof. Fabrizio Lillo group is the development of new frame-

works to better understand the relationships between demand/supply imbalances, market liq-

uidity and price formation. In this thesis I present the first of the two research projects emerged

from this collaboration. We introduced a framework in which price fluctuations are character-

ized by the product of demand/supply imbalances, i.e., the order flow imbalance, and the

current liquidity of the market, i.e., the price impact coefficient [37]. In this setting, the price

impact coefficient is written as the product of an intraday pattern, a daily level and a stochas-

tic autoregressive component and is estimated via Kalman filter on trading data of multiple

securities traded on NASDAQ [37]. This leads to a novel high-frequency state-space model in

which price impact is conditionally estimated “on the fly” and price fluctuations are driven

by the product of the latest price impact coefficient and the order flow imbalance generated

by recent orderbook events [37]. The model suggests that at high frequency time-scales price

impact becomes auto-regressive and more dependent on recent orderbook dynamics while the

linear relationships between order flow imbalance and price fluctuations established by Cont et

al. [36] weakens as the discrete nature of price increments becomes more and more relevant
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[37].

This chapter is organized as follows. Section 4.2 introduces the reader to the theoretical founda-

tions of financial markets and discusses in detail the two major approaches to the organization

of financial trades. Section 4.3 provides an overview of Market Microstructure, an interdis-

ciplinary field focusing on agent-to-agent and agent-to-environment interactions in financial

markets. In particular, we expand on the concepts of market liquidity and the price impact of

trades. Section 4.4 discusses three important models of financial markets that have influenced

and inspired the research presented in this chapter. Section 4.5 presents an agent-based model

of the foreign exchange market which describes the formation of cross-currency correlations

[34]. Finally, section 4.6 introduces a new statistical model of securities prices which provides

insights on the non-trivial relationships between demand/supply imbalances, market liquidity

and price formation [37].

Before closing this introductory section, I need to mention two books that have played an

important role in my formation as an aspiring financial markets scholar:

• Trades, quotes and prices: financial markets under the microscope by J.P.Bouchaud,

J.Bonart, J.Donier and M.Gould.

• Market liquidity by T.Focault, M.Pagano and A.Röell.

These texts masterfully discuss several topics in Market Microstructure and, more importantly,

allow to examine this field under the Physics (Bouchaud et al.) and Economics (Focault et al.)

perspectives. I found these books really enriching for my gradual penetration into this research

area, hence, it is not surprising that several introductory paragraphs in the forthcoming sections

build on these works.
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Note

This chapter includes text and images that have been extracted, with any eventual al-

teration and extension, from articles I have co-authored [34] and [345]. This material

appears in the following subsections:

• 4.2.3 (from [34])

• 4.4.3 (from [34])

• 4.5 and related subsections (from [34])

• 4.6 and related subsections (from [345])

Details on copyrights, permissions and personal contributions to [34] and [345]-[37] are

reported in appendices B.4 and B.5, respectively.

Note that for copyrights reasons material appearing in section 4.6 is extracted from

[345], which is the latest pre-print preceding [37], i.e., the published version.

4.2 Scopes and organization of financial markets

4.2.1 Introduction

A financial market is a venue in which multiple individuals and firms meet in order to buy

and sell, for a variety of reasons, financial instruments such as stocks, bonds, currencies, com-

modities and other asset classes [21]. A key purpose of financial markets is the facilitation of

financial transactions, i.e., a buyer and a seller agree to exchange a financial instrument at

a given price, by maintaining and improving infrastructures and tools that allow investors to

interact with each other. The dynamics of financial markets are driven by the co-existence

of the antagonistic goals of sellers, who aim to sell assets at the highest possible price, and

buyers, who aim to buy assets at the lowest possible price [21]. In this setting, it is clear that

none of the two sides can attain their optimal outcome. For instance, sellers are very likely to

withdraw their requests to sell products if buyers were given the power to set the prices [21].

This matching scheme would be characterized by long lasting negotiations in which the parts

would need to adjust their desired prices until a satisfactory compromise is found; delivering a
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market characterized by few sporadic transactions resulting from extenuating mediations [21].

Regulators and market designers are tasked with developing and improving the organization,

governing rules and infrastructure of financial markets to avoid such an undesirable scenario.

In this quest, their goal is the creation and preservation of “high quality” trading activity

characterized by the rapid execution of trading requests, low transactions costs and prices that

reflect the “fair” value of the traded instruments.

The “ideal market” portrayed in various financial theories is characterized by i) the continuous

participation of every participant, i.e., everyone contribute to the formation of the price, ii)

prices that fully reflect the “fundamental value” of the traded instrument, i.e., a “theoretical

and fair” value that is not affected by exogenous mechanisms, and iii) the absence of any tangi-

ble effect of a participant’s activity into other participants [346]. In a recent book [346], Focault

et al. explain that the unattainability of such a perfect system lies in two “real world” facts that

might push actual prices away from the fundamental value. First, only a fraction of potential

participants act in the market at any time, hence, prices emerging from the submissions of their

buy and sell requests reflect a subset of “views” [346]. As a result, equilibrium prices result-

ing from the interplay between buy and sell requests of active traders might diverge from the

prices that we would have observed under the ideal assumption of complete participation [346].

Second, information is asymmetric in the sense that certain participants might have access to

superior information about forthcoming events that will affect the price of a traded instrument

[346]. This implies that some orders bear meaningful information, e.g., a trader buys because

she has private knowledge about a positive future event, while others do not, e.g., a trader sells

because she needs cash to pay the house mortgage, hence, noise and information are entangled

in the same order flow [346]. In this setting, participants’ intentions are gradually deciphered

by other traders as the trading activity progresses through the day, hence, equilibrium prices

emerging when participants are still unable to completely “interpret” the order flow are more

likely to diverge from the fundamental value [346].

Stuck in the “real and imperfect” world, regulators and market designers have experimented

different approaches to the organization of financial trades, see Fig. 4.1, with the aim of pre-

serving a fair and smooth trading activity [21]. The following paragraphs further expand on

this topic by surveying the two most important solutions that exchanges across the globe have

adopted to organize financial transactions.

169



Figure 4.1: Different approaches to the organization of financial interactions. (a)

“Open outcry” is a voice-signs based interaction method used by buyers and sellers who physi-

cally operate in a designated arena known as “pit”. The picture portraits the pit at the Chicago

Board of Trade, i.e., a Chicago-based trading venue, in the early 90s. (b) In the last decades

electronic trading has gradually overtaken physical trading by allowing traders to buy and sell

financial instruments through a dedicated online system, often known as trading platform. The

picture shows a practitioner maneuvering an electronic trading system at the Deutsche Börse,

i.e., a Frankfurt-based trading venue. See appendix A for details about attributions and per-

missions.

4.2.2 Quote driven markets

Until the turn of the millennium a large number of financial markets adopted a quote-driven

scheme. In this setting, designated institutions, known as market makers, dealers or specialists

depending on the context, provided liquidity to the markets by maintaining buy and sell prices

on a broad range of traded instruments [21]. The trading activity proceeds through iterated

auctions led by market makers. First, authorized market makers are obliged to quote, i.e., pub-

licly reveal, the bid price bt and ask price at at which they are currently committing to buy and

sell the traded instrument together with the associated volumes V b
t and V a

t , i.e., the maximum

number of units they wish to buy/sell at the quoted prices [21]. These commitments are known

as orders and the distance between quotes st = at− bt is known as bid-ask spread. The quoting

process plays a primary role in these markets as the revealed quotes offer a plausible valuation

of the traded instrument that is immediately available to every regular market participant [21].

Traders react to this “signal” by submitting orders bearing prices that are very likely to be

aligned with those disclosed by market makers [21]. When demand and supply are revealed,

i.e., the market maker and regular traders have posted their orders, the auction enters its sec-
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ond phase. In this segment, the market maker mandate is to derive a clearing price p∗ and a

cleared volume q∗ from the current demand and supply and, ultimately, to accept or reject this

outcome [21]. Upon acceptance, a subset of submitted orders is satisfied and a total volume of

q∗ is exchanged at price p∗, thus concluding the auction.

This discussion highlights how a fair and continuous liquidity provision in quote-driven markets

is guaranteed through mandates that oblige specific firms, i.e., market makers, to perform these

tasks in return for exclusive benefits [21]. In particular, market makers are allowed to set a

positive spread between their quotes which compensates them for the risks and costs involved

in liquidity provisions, namely, processing costs, inventory risk, i.e., the risk of depreciation of

the owned financial instruments, and adverse selection, i.e., the risk of transacting against a

trader who has access to superior information on future market dynamics [347].

Fig. 4.2 illustrates the typical organization of quote-driven markets. The outer layer portrays

the retail segment in which regular market participants interact with designated market makers

by submitting buy and sell orders in response to the displayed quotes [346]. The inner layer

portrays the wholesale segment, also known as inter-dealer market, in which market makers

manage their inventory exposures by exchanging units of the traded financial instrument with

each other [346].

4.2.3 Order driven markets

In the early 1990s the diffusion of computers, together with advancements in the fields of

information and communications, prompted exchanges seeking wider participation and lower

trading costs to consider electronic platforms, i.e., remote computerized submission of buy and

sell requests, as a viable alternative to physical quote driven markets [348]. This drastic shift

in the organization of financial trades necessitated a new approach to price discovery, i.e., the

mechanisms through which a plausible evaluation of the traded instrument is periodically made

available to market participants, which has traditionally relied upon market makers’ quoting

[348]. This call led to the diffusion of online platforms where traders submit buy and sell orders

for a certain asset through an online computer program. Unmatched orders, e.g., a request to

buy at a certain price that has not found so far a compatible request to sell, await for execution

in electronic records known as limit order books (LOBs henceforth), see Fig. 4.3. The current

state of the LOB can be publicly monitored in real time, hence, the price discovery process is

now governed by the interplay of orders submissions, cancellations and matching rather than
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Figure 4.2: Schematics of a quote-driven market ecology. Regular market participants

(black agents) examine the bid and ask quotes displayed by the designated market makers

(colored agents) before picking their favourite dealer and submit their orders (dotted black

lines). At the same time, market makers have access to an exclusive “institutional” market,

i.e., the inter-dealer market (central rectangle), in which they can manage their inventory by

trading with each other. Usually, the exchanged volume, i.e., the number of exchanged units,

in inter-dealer markets vastly exceed the one exchanged in retail markets [346].

market makers’ quoting [348]. In this setting, liquidity becomes “self-organized” as any market

participant can dynamically act as liquidity provider by submitting price-bearing orders, i.e.,

they post a price at which they buy or sell a number of units of the traded instrument, or as

liquidity taker by submitting orders with no specified price, i.e., they immediately match the

best available order on the other side of the LOB [349]. This implies that market makers are

now more integrated with regular market participants as they maintain and adjust orders on

both the buy and sell side of the LOB [21].

By submitting an order, traders pledge to sell (buy) up to a certain quantity of a given asset for

a price that is greater (less) than or equal to its limit price [350, 351]. The submission activates
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a trade-matching algorithm which determines whether the order can be immediately matched

against earlier orders that are still queued in the LOB [351]. A matching occurs anytime a

buy (sell) order includes a price that is greater (less) than or equal to the one included in a

sell (buy) order, see Fig. 4.4. When this occurs, the owners of the matched orders engage in

a transaction. Orders that are completely matched upon entering into the system are called

market orders. Conversely, orders that are partially matched or completely unmatched upon

entering into the system, i.e., limit orders, are queued in the LOB until they are completely

matched by forthcoming orders or deleted by their owners [351]. The limit order with the best

Figure 4.3: Schematic of a LOB and related terminology. At any time t the bid price

bt is the highest limit price among all the buy limit orders (blue) while the ask price at is the

lowest limit price among all the sell limit orders (red). The bid and ask prices are the best

quotes of the LOB. The mid point between the best quotes mt = (at + bt)/2 is the mid price.

The distance between the best quotes st = at− bt is the bid-ask spread. The volume specified in

a limit order must be a multiple of the lot size ς, which is the minimum exchangeable quantity

(in units of the traded asset). The price specified in a limit order must be a multiple of the

tick size δ, which is the minimum price variation imposed by the LOB. The lot size ς and the

tick size δ are known as resolution parameters of the LOB [350]. Orders are allocated in the

LOB depending on their distance (in multiples of δ) from the current best quote. For instance,

a buy limit order with price bt − nδ occupies the (n + 1)-th level of the bid side. This figure

has been extracted from [34], see appendix B.4 for details about attributions and permissions.

price (i.e., the highest bid or the lowest ask quote) is always the first to be matched against

a forthcoming order. The adoption of a minimum price increment δ forces the price to be

discretized, hence the same price can be occupied by multiple limit orders at the same time.

As a result, exchanges adopt an additional rule to prioritize the execution of orders bearing the
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same price. A very common scheme is the price-time priority rule which uses the submission

time to set the priority among limit orders occupying the same price level, i.e., the order that

entered the LOB earlier is executed first [351]. An alternative to this rule is the pro-rata priority

which assigns a fraction of the matched volume to each limit order involved in the match [21].

The share assigned to each limit order corresponds to the ratio between the volume specified

in the order and the total volume queued at that price level [21].
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Figure 4.4: Simple LOB dynamics. The grid displays different events (left column) and their

effects on the LOB (right column). (a) The submission of a sell market order (red circle), i.e., an

order which does not include a limit price, prompts an immediate match with the “first in the

queue” buy limit order (blue square). This event consumes part of the volume available at the

best bid quote but does not alter the current mid price mt. (b) The same event discussed in (a)

occurs when lower volumes are available at the current bid best quote. The match between the

sell market order and the last buy limit order available at bt prompts a negative price change.

(c) Order deletions also contribute to the evolution of the LOB. In this example, a positive

price change is induced by the deletion of the last sell limit order available at at.
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4.3 Introduction to Market Microstructure

4.3.1 Overview

Market Microstructure is a rather young discipline which studies the microscopic mechanisms

of financial trading, e.g., agent-to-agent or agent-market structure interactions, and offer addi-

tional insights on the origins of extensively documented, yet not well understood macroscopic

and mesoscopic emergents in financial markets [21]. This definition, which paraphrases the

one that Bouchaud et al. [21] gave in their recent book, fits very well in the complex systems

framework as it emphasises the bottom-up approach, i.e., understand microscopic dynamics

to understand macroscopic phenomena, that characterizes this discipline. A more “economics-

oriented” definition is the one provided by O’Hara in her 1995 book Market Microstructure

Theory :

“Market Microstructure the study of the process and outcomes of exchanging assets

under explicit trading rules. While much of economics abstracts from the mechanics

of trading, microstructure literature analyzes how specific trading mechanisms affect

the price formation process.” (M.O’Hara 1995, from [352].)

In this extract we can clearly observe how the author emphasizes the differences between Eco-

nomics and Market Microstructure, i.e., “While much of economics abstracts from the mechanics

of trading” [352], and identify the understanding of the price formation process as the key ob-

jective of this discipline.

Market Microstructure attracts the interest of people and entities with different backgrounds,

mandates and objectives:

• Industry practitioners, such as traders, seeking insights on how to improve and optimize

their strategic decisions by better understanding the structure of the environment they

operate in [21].

• Regulators and market designers which are responsible for the improvement and preser-

vation of trading venues characterized by “smooth” trading and fair prices [21]. As

highlighted by Bouchaud et al. [21], the diffusion of algorithmic trading, the relentless

pace of the trading activity and the occurrence of sudden extreme price swings, i.e., flash
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crashes, are typical examples of contemporary challenges that regulators cannot handle

without a comprehensive understanding of Market Microstructure.

• Academics who investigate this field from many different perspectives, such as economists,

physicists, mathematicians and computer scientists.

Until the 1990s this nascent field has mostly concentrated on theoretical topics revolving around

the relationships between ordinary participants and market makers - a somehow unsurprising

fact since the then predominant quote driven markets were driven by the interactions between

these two types of agents, see section 4.2.2. For instance, seminal works from this period in-

vestigated the factors behind the positive spreads between market makers’ buy and sell quotes

[347] and introduced models that provide pivotal insights on how prices assimilate information,

the impact of the order flow on prices and the influence of adverse selection on market makers’

decision [38, 133].

During the years before the turn of the millennium markets began to organize the trading

activity in LOBs while computational resources and granular data sets i.e., records of the

full sequence of trading events, were becoming more accessible. These dynamics conspired to

“revolutionize” Market Microstructure, promoting new research approaches, such as computer-

based simulations [22, 35], and raising novel issues that are intimately related to the adoption

of LOBs, such as optimal execution [353]. Strikingly, these trends have captured the interest of

several research communities that were not traditionally interested in financial markets, thus

transforming this discipline into a truly interdisciplinary field lying at the intersection between

financial economics, physics, mathematics, statistics and computer science.

In the following sections we introduce some of the most important topics in Market Microstruc-

ture. A complete coverage of this field is outside the scope of this dissertation, hence, we limit

our discussion to those topics that are related, to different extents, to the original research that

is presented in this thesis.

4.3.2 Market liquidity

In the context of financial trading, liquidity can be defined as the capability of rapidly satisfying

buy and sell requests at prices that are very close to the consensus price of the traded instrument

[346]. In line with this definition, Wyart et al. conceive a liquid market as a venue in which

investors “are able to convert cash into stocks and vice-versa nearly instantaneously whenever
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they choose to do so” [349].

In practice, one can analyze the costs of trading as a proxy for the “illiquidity” of the market

[346]. Trading costs can be split in two groups: i) explicit costs, accounting for transaction

taxes, brokerage fees, trading fees and other costs, and ii) implicit costs, corresponding to the

difference between the effective execution price, i.e., the price at which a trader buys or sells

an instrument, and a “reference” price at which transactions would have been settled in an

ideal, perfectly liquid market [346]. It is common to assume that the the mid price recorded

at the submission of the order is a satisfactory proxy for the reference price [346]. As implicit

costs are substantially higher than explicit costs, it is sensible to simplify the assessment of

market liquidity by focusing on the former and neglecting the latter [346]. The most simple

and intuitive approach to the quantification of implicit costs of trading is measuring the current

bid-ask spread, i.e., the distance between the current bid and ask quotes or any similar variants,

as it informs market participants on what would be the cost of instantaneously buying and re-

selling the traded instrument [346]. For instance, the implicit cost of buying is at − mt, see

Fig. 4.3 for details, while the implicit cost of re-selling is mt − bt, hence, the sum of these costs

equates to the bid-ask spread st = at − bt. It is easy to observe that the costs of these two

actions increase as the effective buy and sell prices, i.e., at and bt, diverge from the reference price

mt. Besides spread-based measures, examples of alternative less trivial metrics for quantifying

implicit costs are the volume weighted average price (VWAP henceforth) and price impact-

based approaches, i.e., measuring the effect of an order on market prices, see [346] for details.

In the previous sections we have seen that positive bid-ask spreads are a fundamental hallmark

of both quote driven and order driven markets. This fact indicates that, regardless the rules

governing financial interactions, liquidity providers want to be compensated for the risks and

costs associated with this task. Hence, wider spreads and lower liquidity gradually emerge as

liquidity provision becomes more and more risky. In the next section we further explore this

topic by developing a better understanding of the impact that trades have on the price of a

financial asset.

4.3.3 Price impact of trades

A basic fact in market microstructure is that market orders contribute to price movements [21].

To better appreciate this, let us consider the idealized LOB displayed in Fig. 4.3 and imagine

the arrival of three consecutive sell market orders. This sequence of events would completely
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consume the liquidity available at the current best bid quote bt and partially the one available at

the subsequent price level, thus triggering a mid price decrement of δ/2. This trivial experiment

illustrates the notion of price impact, a central topic for both practitioners and academics that

are focused, for a variety of reasons, on modern electronic markets [21]. For instance, a wealth

manager that needs to incrementally submit buy orders notice that the price impact of the

first segment of the submission, i.e., market orders that trigger price increments by consuming

liquidity on the ask side of the LOB, forces subsequent orders to be executed at a worse price,

thus generating costs that cannot be neglected [21]. A less discussed, yet similar example can

be made for central banks performing large interventions, i.e., purchase and sales of currencies,

in the foreign exchange market, see [354].

As illustrated by Bouchaud et al. [21], price impact literature is the “battleground” of two

contrasting views on this topic and its relation with the efficiency of the market, i.e., how well

prices reflect the fundamental value of the traded instrument. The first view embraces the

assumption of market efficiency, arguing that a subset of informed traders are able to predict

the direction of short term price movements and submit orders accordingly [21]. In this “world”

uninformed trades, i.e., transactions that are not motivated by superior information held by

one of the parts, do not impact prices in the long run whereas informed trades effectively

release private information about the fundamental price in what is known in the economics

community as the price discovery process [21]. On the other hand, the opposite view takes a

more “mechanistic” perspective by arguing that the fundamental price does not play any role in

the short term and that any trade, regardless of its informative content, impact prices [21]. In

this domain the price discovery process is replaced by the price formation process, a framework

in which price fluctuations are conceived as reactions to the evolution of the order flow, i.e., a

sequence of submissions, executions and cancellations of limit orders, independently from the

amount of meaningful information revealed by these orders [21].

“If prices move only because of trades, “information revelation” may merely be a

self-fulfilling prophecy which would occur even if the fraction of informed traders is

zero.” (J.P.Bouchaud 2017, from [355].)

To these days, the debate on an accurate and unequivocal definition of price impact is still

open. Bouchaud et al. [21] suggest that the major obstacles in this controversy are rooted in

the anonymous nature of trades taking place in LOBs and in the intrinsically difficult task of
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discerning relevant information from noise.

In practice, the most straightforward approach to the quantification of price impact is the lag

1 unconditional impact

R(1) = ⟨ϵt(mt+1 −mt)⟩t, (4.1)

where ϵt is the sign of the market order executed at time t, i.e., 1 is a buy and -1 is a sell, mt

is the mid price ex-ante, i.e., before the arrival of the order, and mt+1 is the mid price ex-post

[21]. A more general version of Eq. (4.4) is the response function

R(τ) = ⟨ϵt(mt+τ −mt)⟩t, (4.2)

where τ ≥ 1 is an arbitrary lag, i.e., the number of market orders executed from t [21]. A key

advantage of these simple approaches is that they allow to estimate price impact through the

analysis of basic trading time series, such as best quotes, execution prices and timestamps [21].

However, this simplicity is compensated by an important limitation lying on the fact that limit

orders and deletions, despite being important components of the order flow, are not accounted

in the response function [21].

In the last two decades, a consistent body of literature reported and examined different empirical

facts of price impact [355]. To appreciate some of these observations, let us modify Eq. (4.4)

by conditioning the lag-1 impact to the volume of the trade ν

R(ν, 1) = ⟨ϵt(mt+1 −mt)|νt = ν⟩t. (4.3)

We can legitimately assume that the impact of market orders increases with their size. This

naive assertion holds in both the “fundamental view”, i.e., the information released from a

trade is proportional to its size, and the “mechanistic view”, i.e., the liquidity consumed by

a trade is proportional to its size [21]. Although trading data provides evidences in support

of this intuition, the relationships between the trade size ν and the lag-1 conditional impact

R(ν, 1) is remarkably sublinear [21]. In their recent book, Bouchaud et al. derive the following

approximation

R(ν, 1) ∼= c
(
ν/⟨V best⟩

)ζ ⟨s⟩t, (4.4)

where ⟨s⟩t is the average bid-ask spread, c is a constant of order 1, ⟨V best⟩ is the average volume

available at the best quote on the opposite side of the LOB and ζ is a real-valued parameter

[21]. Their experiments reveal that the parameter ζ takes values in the range 0 − 0.3, hence

Eq. (4.3) is generally characterized by a staunchly concave shape which almost flatten, i.e., the

179



influence of ν on R(ν, 1) is almost negligible, for small tick stocks [21]. The authors identify

the origin of this empirical fact in a peculiar market practice known as selective liquidity taking,

i.e., the tendency of traders to submit market orders of size ν ≈ V best [21]. This behavior

is somehow unsurprising as reducing the size of a large order to the volume available at the

opposite best quote would save the trader from the burden of having a fraction of her order

executed at worse prices. This implies that large volumes are very likely to be submitted only

if the trader perceives that the volume available at the opposite best quote is large enough to

“cushion” the impact of her order, hence the remarkably concave shape of Eq. (4.3).

Price impact is a topic of great interest for both practitioners and academics, hence its rapid

transformation into one of the most important area in Market Microstructure research [21].

Many notions, empirical laws and topics, such as the impact of metaorders, i.e., orders that are

split and sequentially submitted in smaller “pieces”, the relationship between autocorrelated

order signs and price impact, the Propagator Model and cross asset impacts are outside the

scopes of this introductory section. However, a comprehensive and well presented overview of

these topics can be found in the recent book of Bouchaud et al. [21].

4.4 Models of financial markets

4.4.1 Introduction

Similarly to other disciplines, scientists try to understand the dynamics of financial markets

through models. Until the 1980s the dominance of quote driven markets and the relatively

poor availability of granular data and computing power favored the development of theoretical

models [347, 133, 38] aimed to formalize the mechanisms behind the interactions between mar-

ket makers and regular traders. From the late 1980s the increasing availability of precise and

granular trading records, the diffusion of computers and the gradual adoption of LOBs made

financial markets an appealing topic to physicists, computer scientists and mathematicians,

among others. This expansion beyond the economics and finance communities introduced new

modelling paradigms, such as agent-based models [35, 137, 356, 357], networks [7, 8], zero-

intelligence [22, 23, 24], machine learning [358, 359], data exploration [360, 361], and favoured

the emergence of novel problems in financial literature, such as understanding the statistical

regularities found in financial time series [362, 363, 364, 365, 366] or the mechanisms of market

crashes [367, 368, 369].
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In the following sections we provide a glimpse of how these diverse communities have positively

contributed to the understanding of financial markets by presenting three influential models.

Section 4.4.2 examines the Kyle’s Model [38], an early and very influential study of the interac-

tions between a market maker and a trader who can access superior information on the future

price of the traded security in a quote driven market. In line with many other works from

the economics approach, the model encompasses perfectly rational agents whose actions aim to

maximize their individual utility [350]. Kyle’s work provides important theoretical insights on

the importance of adverse selection risk on market makers’ pricing decisions and on how prices

assimilate private information [21]. Section 4.4.3 examines the Dealer Model of Yamada et al.

[35], an agent-based simulation of an order driven artificial market participated by two or more

interacting market makers. In this ecology agents sequentially update their bid and ask quotes

by taking into the account recent price trends and eventually interact when an agent is willing

to buy at a price that matches or exceed the ask price of another agent. Finally, section 4.4.4

discusses the Cont-Kukanov-Stoikov model [36], a simple statistical model of the relationship

between supply/demand imbalances in a LOB and price fluctuations. The authors introduce

the concept of order flow imbalance, a simple metric to measure supply/demand imbalances

from the volume supplied and taken by limit order placements, deletions and executions, and

construct a linear model in which high frequency price changes are explained by the product

between the order flow imbalance and a price impact coefficient [36].

4.4.2 The Kyle Model

The Kyle Model [38] is a seminal, yet essential framework in the entire Market Microstructure

literature [21]. The model was presented in Continuous auctions and insider trading [38], an

article published in Econometrica in 1985, with the goal of studying how prices incorporate

private information that progressively emerge from the actions of informed traders [21]. The

model relies on a simple ecology populated by a market maker acting as a liquidity supplier,

a trader who has superior information on the traded security and multiple uninformed traders

who buy and sell according to individual reasons. The trading activity develops in two simple

steps, i.e., t0 and t1. At time t0 the informed trader obtains private pieces of information on

the future value of the traded security pt1 and uses this exclusive advantage to set the direction

ϵI ∈ {−1, 1}, i.e., 1 is buy and -1 is sell, and the volume qI , i.e., number of units, of its trade

that maximize the expected gain [38, 21]. At the same time, N uninformed traders submit buy
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and sell requests generating a net uninformed order flow Φ =
N∑
j=1

ϵUI
j qUI

j such that Φ ∼ N (0,Σ2
Φ)

[38, 21]. As a result, the market maker receives a net buy/sell volume Θ = Φ+ϵIqI and fulfills it

with her own inventory, i.e., “stockpiles” of financial instruments, at a clearing price p∗ [38, 21].

In the Kyle model, the goal of the market maker is to avoid ex-post regrets by choosing the

“right” value of p∗ [38, 21]. In this setting, the clearing price is determined by the visible net

buy/sell volume Θ and a constant λ, i.e., the well known Kyle’s lambda

p∗ = pt0 + λΘ. (4.5)

On the other hand, the informed trader fixes her requested volume

qI∗ = argmaxqIE
[
ϵIqI (pt1 − pt0 − λΘ)] , (4.6a)

= argmaxqIE
[
ϵIqI (pt1 − p∗)] , (4.6b)

= (2λ)−1(pt1 − pt0), (4.6c)

by maximizing her expected gains E
[
ϵIqI (pt1 − p∗)] in the context of quadratic programming

[38, 21]. The lack of private information about pt1 forces the market maker to estimate ϵIqI

by knowing i) the total net volume Θ, ii) that the informed trader will try to trade a volume

qI∗ that is proportional to pt1 − p∗ and iii) that the next price change distribution is ∆p =

pt1 − pt0 ∼ N (0, σ2
∆p) [38, 21]. It can be shown, see [21] for details, that the expected value of

ϵIqI∗ from the market maker perspective is

E[ϵIqI∗|Θ] =
Θσ2

∆p

σ2
∆p + 4λ2Σ2

Φ

. (4.7)

Recalling that Eq. (4.7) is an estimate of the quantity derived in Eq. (4.6), equating Eqs. (4.7)-

(4.6)(c) allows the market maker to deduce the expected value of pt1

p∗ := E [pt1 |Θ] = pt0 + 2λ
Θσ2

∆p

σ2
∆p + 4λ2Σ2

Φ

, (4.8)

which is in turn used to fix the clearing price p∗ [38, 21]. Finally, λ is found by equating

Eqs. (4.8)-(4.5)

λ =
σ∆p

2ΣΦ

, (4.9)

see [21] for detailed calculations.

The Kyle model is a crystalline example of how seminal models of financial markets provided

important intuitions on central problems in Market Microstructure. The model shows that
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informed trades, i.e., the quantity qI∗ , linearly impact prices, see Eq. (4.5), and that this impact

is scaled by the ratio λ = σ∆p/2ΣΦ [21]. The Kyle’s lambda captures the contrasting effects of

private information and uninformed trading on market prices: the higher the ratio, i.e., σ∆p is

large hence certain traders possess a substantial amount of private information, the larger the

impact of qI∗ on the clearing price p∗ [21]. This confirms that market makers, perceiving adverse

selection, i.e., the risk of trading against a counterpart which can exploit superior information,

as a major threat to their profitability, fix a clearing price p∗ that compensates them for their

exposure to informed traders [21].

4.4.3 The Dealer Model

The Dealer Model [35] was introduced by Yamada et al. in 2008 as an artificial agent-based

market. This framework relies on a simple market ecology in which N agents interact in a single

inter-dealer market where trading is organized in a LOB. For simplicity, the model assumes

a continuous price grid, neglecting the role played by the tick size in real financial markets.

Agents act as market makers by maintaining buy and sell limit orders through which they

provide a bid and an ask quote to the market, see Fig. 4.5. Transactions occur when the i-th

agent is willing to buy at a price that matches or exceeds the ask price of the j-th agent (i.e.,

bi ≥ aj). Trades are settled at the transaction price p(gt) = (aj(t) + bi(t))/2, where gt is the

number of transactions occurred in [0, t[. It is important to stress that the mid-price m(t)

and the transaction price p(gt) are two different quantities. The former, being the mid point

between the best quotes, is the center of the LOB and can be tracked at any time step. The

latter is sampled whenever two agents engage in a trade.

The Dealer Model assumes that a transaction prompts the entire market to immediately update

their dealing prices zi(t + dt), i = 1, . . . , N to the latest transaction price p(gt), see Fig. 4.6.

In the absence of interactions, agents independently update their dealing prices by adopting a

trend-based strategy
dzi(t)

dt
= c⟨∆p⟩n + σϵi(t), i = 1, . . . , N (4.10)

where σ > 0 and ϵi(t) is a Gaussian white noise. The term

⟨∆p⟩n =
2

n(n+ 1)

n−1∑

k=0

(n− k)(p(gt − k) − p(gt − k − 1)), (4.11)

is a weighted average of the last n < gt changes in the transaction price p.

The real-valued parameter c controls how the current price trend ⟨∆p⟩n influences agents’
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Figure 4.5: Dealer Model basics. The market is participated by N = 4 agents providing

bid bi(t) (blue circles) and ask ai(t) (red circles) quotes, i = 1, . . . , N . The continuous price

grid prevents limit orders to be queued at the same price level. Each limit order includes one

unit of the traded currency. The market making spread L = ai(t) − bi(t), i = 1, . . . , N is

the same for each agent and constant in time, that is, agents only manage their dealing price

zi(t) = (ai(t) + bi(t))/2, i = 1, . . . , N (white squares) to dynamically adjust their bid and ask

quotes bi(t) = zi(t)−L/2 and ai(t) = zi(t) +L/2, i = 1, . . . , N . The vertical dashed lines mark

the best bid b(t) (blue) and ask a(t) (red) quotes. The distance between the best quotes is the

current spread s(t) = a(t) − b(t). The current mid price is m(t) = (a(t) + b(t))/2. This figure

has been extracted from [34], see appendix B.4 for details about attributions and permissions.

strategies. For instance, c > 0 represents an agent that tends to adjust its dealing price z(t) in

the direction of the price trend (i.e., trend-following). Conversely, c < 0 characterizes an agent

that tends to adjust its dealing price in the opposite direction of the price trend (i.e., contrarian).

In the original work [35] the authors have shown that the Dealer Model accurately reproduces

the distributions of price fluctuations and transaction intervals in two major currency markets.

In their concluding remarks, the authors propose their model as a simple, intuitive and effective

baseline tool to develop more sophisticated variants, e.g., presence of a central bank, large

number of agents etc., and perform computer-based simulations to assess the effects of these

modifications on the overall behavior of the market [35].

4.4.4 The Cont-Kukanov-Stoikov Model

The Cont-Kukanov-Stoikov Model (CKS henceforth) [36] was introduced in “The Price Impact

of Order Book Events”, an article published in Journal of Financial Econometrics in 2014.

Several related studies that preceded this work examined price impact by looking at the rela-

184



Figure 4.6: Interactions in the Dealer Model. (a) Agents are not engaging in transactions

as the best bid price (blue dashed line) is smaller than the best ask price (red dashed line).

(b) The best bid price matches the best ask price, prompting agents #1 and #2 to exchange

one unit of the traded FX rate (green box). The transaction price is the mid point between

the two quotes p = (a1 + b2)/2. (c) This transaction prompts each agent to update its dealing

price to the latest transaction price (i.e., z → p). This figure has been extracted from [34], see

appendix B.4 for details about attributions and permissions.

tionships between trades, i.e., execution of limit orders, and price fluctuations, thus overlooking

the role of limit order placements and deletions, i.e., “quotes”, in the price formation process

[36]. Building on earlier research [370, 371, 372, 373], the authors address this shortfall by

introducing a simple linear model of the relationships between price changes and the flow of

submissions, executions and deletions that drive the evolution of the LOB.

In the CKS model, the current demand, i.e., at any time t, of the traded instrument is repre-

sented by the best bid price bt and the volume of limit buy orders lying at this price V b
t [36].

Specularly, the current supply is represented by the best ask price at and the volume of limit

sell orders lying at this price V a
t . Changes in demand and supply are driven by submissions,

executions and deletions of limit orders as they alter the state of the LOB by adding or remov-

ing volumes from the best levels; eventually triggering price changes [36]. It follows that the

contribution of the t-th event can be formulated as

ηt =
(
V b
t ✶{bt≥bt−1} − V b

t−1✶{bt≤bt−1}

)
+
(
V a
t−1✶{at≥at−1} − V a

t ✶{at≤at−1}

)
, (4.12)

where ✶A is an indicator function of the event A and bt and at are the best bid and ask

prices after the t-th event respectively [36]. To better understand Eq. (4.12), we proceed by

examples. The placement of a bid limit order at the current best price increases the available

buy volume without altering the best quotes, hence ηt = V b
t − V b

t−1 > 0. Similarly, the deletion

or execution, i.e., matching against a forthcoming sell market order, of a buy limit order at the
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current best price reduce the available buy volume without altering the best quotes, leading

to ηt = V b
t − V b

t−1 < 0. Finally, the placement of a buy limit order “inside the spread”, i.e.,

bt−1 < bt < at, increases the available buy volume while altering the best bid price, hence

ηt = V b
t > 0. Although one might present other examples, it is now clear that any event in the

LOB provide a tangible contribution to the net demand, i.e., when ηt > 0, or net supply, i.e.,

when ηt < 0, of the traded instrument.

In the CKS model, the imbalance between supply and demand in a given time interval [tℓ−1, tℓ]

can be measured by adding up the contributions of individual LOB events recorded between

tℓ−1 and tℓ

ϕℓ =

N(tℓ)∑

i=N(tℓ−1)+1

ηi, (4.13)

where N(t) is the number of events recorded until time t [36]. This metric, known as order flow

imbalance (OFI henceforth), is a major novelty of [36] as it provides a simple and intuitive way

to condense the contribution of the entire spectrum of LOB events to supply and demand into

a single variable.

Building on the widely accepted idea that imbalances between demand and supply play a

pivotal role in price dynamics, the authors describe the relationship between OFI and price

fluctuations through a simple linear model

∆pℓ = βKϕℓ + ϵℓ, (4.14)

where ∆pℓ = pℓ − pℓ−1 is the price change in a relatively short time window ∆ℓ, ϕℓ is the OFI

defined in Eq. (4.13), ϵℓ is a noise term and βK is known as “price impact coefficient” and is

estimated over a longer time window ∆K ≫ ∆ℓ [36].

In their analysis, the authors considered one month, i.e., April 2010, of trading activity for

50 randomly selected stocks belonging to the SP 500 index1 by examining records of the flow

of submissions, deletions and executions occurring at the best quotes of the LOB [36]. Price

fluctuations and OFI time series are sampled every ∆ℓ = 10s and split in non-overlapping

time windows, i.e., “sub-time series” or “blocks”, every ∆K = 1800s [36]. Then, the linear

model presented in Eq. (4.14) is fitted to each block. In spite of its simplicity, the model

1“The SP 500 is widely regarded as the best single gauge of large-cap U.S. equities. There is over USD 11.2

trillion indexed or benchmarked to the index, with indexed assets comprising approximately USD 4.6 trillion

of this total. The index includes 500 leading companies and covers approximately 80% of available market

capitalization.”, quoted from the Standard and Poor’s webpage [374].
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displays a remarkable goodness of fit across the investigated stocks, with average R2 statistics

spanning between 0.35 (CME Group) and 0.79 (Bank of America) [36]. These results provide

am important support to the modelling paradigm adopted in this work and, more generally, to

the idea that price fluctuations are predominantly driven by events occurring at the best levels

of the LOB2[36]. The authors performed further empirical exercises to showcase potential

applications of the model, such as monitoring the OFI to manage adverse selection risk in

limit order placement, explaining the intraday pattern of price volatility through observable

quantities, i.e., OFI and depth, and using the price impact coefficient β as an alternative

estimator of the Kyle’s Lambda [36].

The CKS model captures important aspects of the impact of LOB events on asset prices with

a minimal linear model which turns out to be robust across a spectrum of stocks and sampling

frequencies [36]. This remarkable simplicity facilitates the understanding, implementation and

assessment of this framework. However, as we have noted in a recent article [37], the CKS

model might not be suitable to describe the relationship between OFI and price fluctuations

in time-scales that are substantially shorter than those that the authors considered in their

analysis. We argue that at higher frequencies variables are autocorrelated and price impact is

noisier but more predictable, hence the reduced applicability of static and contemporaneous

frameworks like the CKS model [37].

2Note that the definition of OFI provided in Eq. (4.13) only accounts for events occurring at the best bid

and ask levels of the LOB.
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4.5 The emergence of cross-currency correlations in a

simple agent based model of foreign exchange mar-

kets

Personal contributions

This section presents the paper “The microscopic relationships between triangular arbi-

trage and cross-currency correlations in a simple agent based model of foreign exchange

markets” [34], published in Public Library of Science One in June 2020. As primary

co-author, I played a primary role in every major aspect of this project:

• Understanding the relevant literature.

• Development of the underlying theory.

• Development of the computational infrastructure required to analyse the behavior

of the models.

• Management of computer-based simulations and data collection.

• Analysis and interpretation of computer-based simulations.

• Presentation of experimental results.

• Writing of the manuscript.

4.5.1 Context

This section presents the paper “The microscopic relationships between triangular arbitrage

and cross-currency correlations in a simple agent based model of foreign exchange markets”

[34], published in Public Library of Science One in June 2020. The main goal of this research

is to investigate the microscopic origins of the cross-correlations between price fluctuations in

currency markets. We introduce an agent-based model which describes the emergence of cross-

currency correlations from the interactions between market makers and an arbitrager, i.e., a

trader who continuously attempt to gain “risk free” profits by exploiting market inefficiencies.

The model qualitatively replicates the time-scale vs. cross-correlation diagrams observed in
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real trading data, suggesting that triangular arbitrage, i.e., the practice of exploiting a misprice

among three related currencies, plays a primary role in the entanglement of the dynamics of

different foreign exchange rates. Furthermore, the model shows how the features of the cross-

correlation function between two foreign exchange rates, such as its sign and value, emerge

from the interplay between triangular arbitrage and trend-following strategies. In particular,

the interaction of these trading strategies favors certain combinations of price trend signs across

markets, thus altering the probability of observing two foreign exchange rates drifting in the

same or opposite direction. Ultimately, this entangles the dynamics of foreign exchange rate

pairs, leading to cross-correlation functions that resemble those observed in real trading data.

4.5.2 The foreign exchange market

This thesis presents a model of the foreign exchange (FX henceforth) market. The FX market

is characterized by singular institutional features, such as the absence of a central exchange,

exceptionally large traded volumes and a declining, yet significant dealer-centric nature [375].

Electronic trading has rapidly emerged as a key channel through which investors can access

liquidity in the FX market [375, 376]. For instance, more than 70% of the volume in the FX

Spot market is exchanged electronically [376]. A peculiar stylized fact of the FX market is the

significant correlation among movements of different currency prices. These interdependencies

are time-scale dependent [377, 378], their strength evolves in time and become extremely evident

in the occurrence of extreme price swings, known as flash crashes. In these events, various

foreign exchange rates related to a certain currency abruptly appreciate or depreciate, affecting

the trading activity of several FX markets. A recent example is the large and rapid appreciation

of the Japanese Yen against multiple currencies on January 2nd 2019. The largest intraday price

changes peaked +11% against Australian Dollar, +8% against Turkish Lira and +4% against

US Dollar [379].

Currency prices

In the FX market, the price of a currency is always expressed in units of another currency and

it is commonly known as foreign exchange rate (FX rate henceforth). For instance, the price

of one Euro (EUR henceforth) in Japanese Yen (JPY henceforth) is denoted by EUR/JPY.

The same FX rate can be obtained from the product of two other FX rates, e.g., EUR/JPY =
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USD/JPY×EUR/USD, where USD indicates US Dollars. In the former case EUR is purchased

directly while in the latter case EUR is purchased indirectly through a third currency (i.e.,

USD), see Fig. 4.7. At any time t we expect the following equality to hold

Figure 4.7: Two ways of obtaining one unit of EUR. Direct transaction (left panel): agent

#1 (red) obtains EUR from agent #2 (blue) in exchange for JPY. Indirect transaction (right

panel): agent #1 purchases USD from agent #3 (green) in exchange for JPY. Then, she obtains

EUR from agent #2 (blue) in exchange for USD. This figure has been extracted from [34], see

appendix B.4 for details about attributions and permissions.

EUR/JPYt︸ ︷︷ ︸
FX rate

= (USD/JPYt) × (EUR/USDt)︸ ︷︷ ︸
implied FX cross rate

, (4.15)

that is, the costs of a direct and indirect purchase of the same amount of a given currency

must be the same. Clearly, Eq. (4.15) can be generalized to any currency triplet.

Triangular arbitrage

Several datasets [380, 381, 382, 383] reveal narrow time windows in which Eq. (4.15) does not

hold. In this scenario, traders might try to exploit one of the following misprices

EUR/JPYt < (USD/JPYt) × (EUR/USDt), (4.16a)

EUR/JPYt > (USD/JPYt) × (EUR/USDt), (4.16b)

by implementing a triangular arbitrage strategy. For instance, Eq. (4.16b) suggests that a

trader holding JPY could gain a risk-free profit by buying EUR indirectly (JPY → USD →
EUR) and selling EUR directly (EUR → JPY). Assuming that the arbitrager completes each
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Figure 4.8: Profitable misprices and associated triangular arbitrage strategies. Left

panel: an agent buys EUR for JPY and sells EUR for JPY through USD. Right panel: an

agent sells EUR for JPY and buys EUR for JPY through USD. This figure has been extracted

from [34], see appendix B.4 for details about attributions and permissions.

transaction at the best quotes (i.e., sell at the best bid and buy at the best ask) available in the

EUR/JPY, USD/JPY and EUR/USD LOBs, any strategy presented in Fig. 4.8 is effectively

profitable if the following condition (i.e., Eq. (4.17a) for left panel strategy or Eq. (4.17b) for

right panel strategy) is satisfied

aEUR/JPY(t) < bUSD/JPY(t) × bEUR/USD(t), (4.17a)

bEUR/JPY(t) > aUSD/JPY(t) × aEUR/USD(t), (4.17b)

where bx/y(t) and ax/y(t) are the best bid and ask quotes available at time t in the x/y market

respectively.

Following[380, 384, 382], the presence of triangular arbitrage opportunities is detected whenever

one of the following processes

µI(t) =
bUSD/JPY(t) × bEUR/USD(t)

aEUR/JPY(t)
, (4.18a)

µII(t) =
bEUR/JPY(t)

aUSD/JPY(t) × aEUR/USD(t)
, (4.18b)

exceeds the unit. The terms bx/y(t) and ax/y(t) retain the same meaning as in Eq. (4.17).

191



4.5.3 Introduction

The relationship between triangular arbitrage [380, 382, 385, 383] and cross-currency correla-

tions remains unclear. Mizuno et al. [377] observed that the cross-correlation between real

and implied prices of Japanese Yen is significantly below the unit on very short time-scales,

conjecturing that this counter-intuitive property highlights how the same currency could be

purchased and sold at different prices by implementing a triangular arbitrage strategy. Aiba

and Hatano [384] proposed an ABM relying on the intriguing idea that triangular arbitrage

influences the price dynamics in different currency markets. However, this study fails to explain

whether and how reactions to triangular arbitrage opportunities lead to the characteristic shape

of the time-scale vs. cross-correlation diagrams observed in real trading data [377, 378].

Building on these observations, this section aims to obtain further insights on the microscopic

origins of the correlations among currency pairs by introducing an ABM model in which two

species (i.e., market makers and the arbitrager) interact across three inter-dealer markets where

trading is organized in limit order books. The model qualitatively replicates the characteristic

shape of the cross-correlation functions between currency pairs observed in real trading data.

This suggests that triangular arbitrage is a pivotal microscopic mechanism behind the forma-

tion of cross-currency interdependencies. Furthermore, the model elucidates how the features of

these statistical relationships, such as the sign and value of the time-scale vs. cross-correlation

diagram, stem from the interplay between trend-following and triangular arbitrage strategies.

4.5.4 The Arbitrager Model

The Arbitrager Model introduces an ecology which encompasses three co-existing inter-dealer

FX markets. The scope of this framework is to mimic the interactions between different trading

strategies across multiple FX markets and capture the mechanisms through which these inter-

actions shape the documented cross-correlation among FX rate fluctuations [377, 378]. In the

Arbitrager Model, each market hosts a fixed number of agents who interact by exchanging a

given FX rate. Trading is organized in simplified LOBs where prices move in a continuous grid.

Agents provide liquidity to the market by adjusting limit orders through which they quote a

bid and an ask price, thus acting as market makers. To set these prices, market makers adopt

simple trend-based strategies. Furthermore, market makers cannot interact across markets,
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that is, they can only trade in the market they have been assigned to. Finally, echoing [384],

the ecology hosts a special agent (i.e., the arbitrager) that is allowed to submit market orders

in any market to exploit triangular arbitrage opportunities, see Fig. 4.9.

Figure 4.9: Schematic of the Arbitrager Model ecology. The ecology comprises three

independent FX markets represented by the red, yellow and green areas. For simplicity, each

market allows to exchange a major FX rate: USD/JPY, EUR/USD and EUR/JPY. Trading

is organized in continuous price grid LOBs as in [35], see section 4.4.3. Market makers (black

agents) maintain bid and ask quotes by adopting trend-based strategies. Transactions occur

when the best bid matches or exceeds the best ask. Market makers engaging in a trade close the

deal at the mid point between the two matching prices (i.e., transaction price), see Fig. 4.10

for details. Finally, an arbitrager (blue agent) exclusively submits market orders across the

three markets (black arrows) to exploit triangular arbitrage opportunities emerging now and

then, see Fig. 4.11. This figure has been extracted from [34], see appendix B.4 for details about

attributions and permissions.

Market makers

The i-th market maker operating in the ℓ-th market actively manages a bid quote bi,ℓ(t) and

an ask quote ai,ℓ(t) separated by a constant spread Lℓ = ai,ℓ(t) − bi,ℓ(t). To do so, the i-th

market maker updates its dealing price zi,ℓ(t), which is the mid point between the two quotes
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(i.e., zi,ℓ(t) = ai,ℓ(t) − Lℓ/2 = bi,ℓ(t) + Lℓ/2), by adopting a trend-based strategy

dzi,ℓ(t)

dt
= cℓϕn,ℓ(t) + σℓϵi,ℓ(t), i = 1, . . . , Nℓ (4.19)

where Nℓ is the number of market makers participating the ℓ-th market, σℓ > 0, and ϵi,ℓ(t) is

a Gaussian white noise. The term

ϕn,ℓ(t) =

n−1∑
k=0

(pℓ(gt,ℓ − k) − pℓ(gt,ℓ − k − 1)) e−
k
ξ

n−1∑
k=0

e−
k
ξ

, ℓ = 1, . . . , d (4.20)

is the weighted average of the last n < gt,ℓ changes in the transaction price pℓ in the ℓ-th market

and gt,ℓ is the number of transactions occurred in [0, t[ in the ℓ-th market. In this average, the

weight e−
k
ξ decays exponentially fast with characteristic scale ξ > 0. The real-valued parameter

cℓ controls how the current price trend ϕn,ℓ(t) influences market makers’ strategies. For instance,

cℓ > 0 (cℓ < 0) indicates that market makers operating in the ℓ-th market tend to adjust their

dealing prices z(t) in the same (opposite) direction of the sign of the price trend ϕn,ℓ(t).

Transactions occur when the i-th market maker is willing to buy at a price that matches

or exceeds the ask price of the j-th market maker (i.e., bi,ℓ ≥ aj,ℓ). Trades are settled at the

transaction price p(gt,ℓ) = (aj,ℓ(t)+bi,ℓ(t))/2 and only the market makers who have just engaged

in a trade adjust their dealing prices z(t+dt) to the latest transaction price p(gt,ℓ), see Fig. 4.10.

The arbitrager

The arbitrager is a liquidity taker (i.e., she does not provide bid and ask quotes like market

makers) that can only submit market orders in each market to exploit an existing triangular

arbitrage opportunity. Assuming that agents exchange EUR/JPY, EUR/USD and USD/JPY,

the arbitrager monitors the triangular arbitrage processes presented in Eqs. (4.18a) and (4.18b).

As soon as one of these processes exceeds the unit, the arbitrager submits market orders to

exploit the current opportunity (predatory market orders henceforth). Contrary to limit orders,

market orders trigger an immediate transaction between the arbitrager and the market maker

providing the best quote on the opposite side of the LOB. This implies that transactions

involving the arbitrager are always settled at the bid or ask quote offered by the matched

market maker, which are by the definition the current best bid or ask quote of the LOB.

Following the post-transaction update rule, the matched market maker adjust its dealing price
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Figure 4.10: Interactions in the Arbitrager Model. (a) Market makers are not engaging

in transactions as the best bid price (blue dashed line) is smaller than the best ask price (red

dashed line). (b) The best bid price matches the best ask price, prompting Market Makers

#1 and #2 to exchange one unit of the traded FX rate (green box). The transaction price is

the mid point between the two quotes p = (a1 + b2)/2. (c) This transaction prompts the two

transacting market makers to re-adjust their dealing prices z to the latest transaction price p.

This figure has been extracted from [34], see appendix B.4 for details about attributions and

permissions.

to its own matched bid or ask quote, that is, zi,ℓ(t + dt) → ai,ℓ(t) in case of a buy predatory

market order or zi,ℓ(t+ dt) → bi,ℓ(t) in case of a sell predatory market order, see Fig. 4.11.

Parameters governing the dynamics of the Arbitrager Model

The evolution of the Arbitrager Model is governed by nine parameters, see table 4.1 Detailed

discussions on the calibration of each parameter are provided in appendix G.1.

The Arbitrager Model in context

The Arbitrager Model builds on various existing studies. The structure of each market mim-

ics, with few exceptions, the one introduced in the Dealer Model [35], where a number of

autonomous market makers interact in a continuous price-grid LOB by managing limit orders.

In the Arbitrager Model, the strategic behavior of market makers is driven by a simple pro-

cess, see Eq. (4.19), that is reminiscent of those proposed in the Dealer Model [35] and, more

recently, in the HFT Model [386]. Finally, the idea of an arbitrager acting as a connection

between otherwise independent markets was introduced in the Aiba and Hatano Model [384].

In particular, the authors advanced the intriguing comparison between an ecology comprising

multiple markets, such as the Arbitrager Model, and a spring-mass system in which the dy-
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Figure 4.11: Exploiting a triangular arbitrage opportunity in the Arbitrager Model.

(a) The states of the three markets before the emergence of an exploitable triangular arbitrage

opportunity. (b) When µI(t) ≥ 1, the arbitrager submits a buy market order (blue square) in

the EUR/JPY market and sell market orders (red squares) in the EUR/USD and USD/JPY

markets, matching the encapsulated limit orders (i.e., Market Maker # 1 in EUR/JPY, Market

Maker # 2 in EUR/USD and Market Maker # 3 in USD/JPY). (c) The transacting market

makers re-adjust their dealing prices to the quote matched by the arbitrager’s market order

(e.g., z1,EUR/JPY(t+dt) → a1,EUR/JPY(t)), causing a mid price change in each market. This figure

has been extracted from [34], see appendix B.4 for details about attributions and permissions.

namics of three random walkers (i.e., the markets) are constrained by a restoring force (i.e.,

the arbitrager) acting on the center of gravity of the system.

The Arbitrager Model presents the main features of the ABM approach [130]. First, it is

composed by several actors (i.e., agents) who autonomously evaluate the current state of the

system before taking a certain decision, such as re-adjusting their limit orders. Second, the

decision making processes, the available trading strategies and the rules governing the inter-

actions among agents retain a remarkable simplicity. This reduces the computational effort

required to build and simulate the dynamics of the model and facilitates the understanding
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Name Symbol Dimension

Initial center of mass pℓ(t0) price

Market making spread Lℓ price

Number of market participants Nℓ dimensionless

Volatility of dealing price updates σℓ price/
√

time

Average time between transactions Γ time (sec)

Discretized time step ∆t time (sec)

Price changes accounted in ϕn,ℓ(t) n dimensionless

Scaling of the weight function in ϕn,ℓ(t) ξ dimensionless

Trend-following strength cℓ price/time

Table 4.1: Parameters governing the dynamics of the Arbitrager Model. For each

parameter, the table reports its nomenclature, symbol and dimension.

and interpretation of its outcomes. Third, the Arbitrager Model does not achieve its goal by

directly modelling cross-currency correlations. Instead, this statistical regularity of FX mar-

kets is conceived as a macroscopic phenomenon which emerges from the iteration of simple,

antagonistic interactions occurring on a more microscopic level.

4.5.5 Cross-correlation diagrams in the Arbitrager Model

Echoing previous empirical studies [377, 378], the cross-correlation function between fluctua-

tions of two foreign exchange rates is

ρi,j(ω) =
⟨∆mi(t)∆mj(t)⟩ − ⟨∆mi(t)⟩⟨∆mj(t)⟩

σ∆mi
σ∆mj

, (4.21a)

σ2
∆mℓ

= ⟨∆mℓ(t)
2⟩ − ⟨∆mℓ(t)⟩2, (4.21b)

where the time-scale ω is the interval (i.e., in seconds) between two consecutive observations

of the ℓ-th mid price mℓ time series, ∆mℓ(t) ≡ mℓ(t) −mℓ(t− ω) is the linear change between

consecutive observations, σ∆mℓ
is the standard deviation of ∆mℓ(t) and ⟨⟩ denotes average

values. In real trading data, the value of the cross-correlation function ρi,j(ω) varies with ω on

very short time-scales (ω < 1 sec). This time-scale dependency starts to weaken after ω ≈ 1

sec and vanishes beyond ω ≈ 10 sec, see Fig. 4.12(a). The characteristic shape of ρi,j(ω)

displayed in Fig. 4.12(a) is compatible with the one found by Mizuno et al. [377]. However,
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the trading data-based cross-correlation functions presented in this study stabilize on much

shorter time-scales. Considering that [377] employed trading data collected in 1999, a period

where lower levels of automation imposed a slower trading pace, it is plausible to hypothesize

that the time-scale ω beyond which ρi,j(ω) stabilizes reflects the speed at which markets react

to a given event. Furthermore, ρi,j(ω) stabilizes around different levels over the four trading

years covered in the present analysis. For instance, the cross-correlation between ∆USD/JPY

and ∆EUR/JPY, see Fig. 4.12(a), stabilizes around 0.6 in 2011-2012 and 0.3 in 2013-2014.

This variability might be related to the different tick sizes adopted by EBS during the four

years covered in this empirical analysis, see [387] and table C.2. Detailed investigations on how

changes in the design of FX LOBs (e.g., tick size) and the increasing sophistication of market

participants (e.g., high frequency traders) affect the characteristic shape of ρi,j(ω) are outside

the scope of this model, however, such studies will be a very much welcomed addition to the

current literature.

The Arbitrager Model satisfactorily replicates the characteristic shape of ρi,j(ω), suggesting

that triangular arbitrage plays a primary role in the entanglement of the dynamics of currency

pairs in real FX markets. However, two quantitative differences between the model-based and

data-based characteristic shape of ρi,j(ω) emerge in Fig. 4.12. First, ρi,j(ω) flattens after ω ≈ 30

sec in the model, see Fig. 4.12(b), and ω ≈ 10 sec in real trading data, see Fig. 4.12(a). Second,

in extremely short time-scales (ω → 0 sec) the model-based ρi,j(ω) does not converge to zero as

in real trading data, see Fig. 4.12(b), but to nearby values. These discrepancies might be rooted

in the extreme simplicity of the Arbitrager Model which neglects various practices of real FX

markets that contribute, to different degrees, to the shape and features of ρi,j(ω) revealed in real

trading data. To support this hypothesis, an extended version of the Arbitrager Model which

includes additional features of real FX markets is presented and examined in section G.2. This

more complex version of the model overcomes the main differences between the curves displayed

in Figs. 4.12(a) and 4.12(b), reproducing cross-correlation functions ρi,j(ω) that approach zero

when ω → 0 sec and stabilize on shorter time-scales than those emerged in the baseline model.
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Figure 4.12: Trading data vs. model based cross-correlation functions. Cross-

correlation function ρi,j(ω) for ∆USD/JPY vs. ∆EUR/USD (green), ∆EUR/USD vs.

∆EUR/JPY (blue) and ∆USD/JPY vs. ∆EUR/JPY (red) as a function of the time-scale

ω of the underlying time series. (a) Real market data (EBS) across four distinct years

(2011-2014). (b) Arbitrager Model simulations. The number of participating market mak-

ers (NEUR/USD, NUSD/JPY, NEUR/JPY) are (35, 45, 25) in the first experiment, see (b) top panel,

and (50, 35, 25) in the second experiment, see (b) bottom panel. The trend-following strength

parameters are (cEUR/USD, cUSD/JPY, cEUR/JPY) = (0.8, 0.8, 0.8) in both experiments. The length

of each simulation is 5 × 106 time steps. The price trends ϕn,ℓ are calculated over the most

recent n = 15 changes in the transaction price p and the scaling constant is set to ξ = 5, see

Eq. (4.20). Details on the initialization of the model and the conversion between simulation

time (i.e., time steps) and real time (i.e., sec) are provided in section G.1. This figure has been

extracted from [34], see appendix B.4 for details about attributions and permissions.

4.5.6 The microscopic origins of cross-currency correlations in the

Arbitrager Model

Introduction

The Arbitrager Model, reproducing the characteristic shape of ρi,j(ω), suggests that triangular

arbitrage plays a primary role in the formation of the cross-correlations among currencies.

However, it is not clear how the features of ρi,j(ω), such as its sign and values, stem from the

interplay between the different types of strategies adopted by agents operating in the ecology. To
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address this key question, we need to examine both the microscopic and mesoscopic dimensions

of the system. The former concerns the interactions between the most elementary components

of the ecology, i.e., agents adopting different strategies, while the latter concerns the statistical

relationships between the three LOBs at the core of the Arbitrager Model environment.

Market states and ecology configurations

The actual state of the j-th market νj(t) is defined as the sign of the current price trend

sgn(ϕn,ℓ(t)) ∈ {−,+}, see Eq. (4.20). It follows that the current configuration of the ecology

q(t) = {ν1(t), ν2(t), ν3(t)} is the combination of the states of each market. The Arbitrager

Model, considering three markets, admits 23 = 8 different ecology configurations.

Figure 4.13: Correspondence between price trend signs and market states. Simulated

price patterns of EUR/USD (top), USD/JPY (mid) and EUR/JPY (bottom). Periods of

negative (positive) price trends are denoted by a red (green) background. Vertical dashed lines

mark a change in the ecology configuration q(t). Price trends ϕn,ℓ are calculated over the most

recent n = 15 changes in the transaction price and with scaling constant ξ = 5. The table below

the panels combines the market states to show how the ecology configuration q(t) evolves in

time. This figure has been extracted from [34], see appendix B.4 for details about attributions

and permissions.
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The effect of the arbitrager presence on the overall behavior of the model

When the arbitrager is not included in the system, two markets have the same probability of

being in the same and opposite state, see first column of Fig. 4.14. This occurs because price

trends are driven by transactions triggered by endogenous decisions, that is, events occurring

in different markets remain completely unrelated. As a consequence, market states flip inde-

pendently and at the same rate. It follows that the eight possible combinations of market

states share the same appearance probabilities 1/23 and expected lifetimes, see Fig. 4.15. In

these settings, the dynamics of the mid price of FX rate pairs do not present any significant

correlation, see third column of Fig. 4.14. The inclusion of the arbitrager has a major impact

on the overall behavior of the model. Imbalances in the probability of observing two markets

in the same or opposite state emerge in each FX rate pair. For instance, the EUR/USD and

EUR/JPY markets have the same state in ≈ 57% of the experiment duration, see Fig. 4.14(b).

Movements of FX rate pairs become correlated, revealing cross-correlation functions ρi,j(ω)

whose shapes qualitatively mimic those found in real trading data. The sign and stabilization

levels of these functions are consistent with the sign and size of the probabilities imbalances,

suggesting that these two results are two faces of the same coin.

The interplay between triangular arbitrage and trend-following strategies

The statistical properties of the eight ecology configurations shall be examined in order to under-

stand how the findings presented in Fig. 4.14 unfold. The presence of the arbitrager introduces

a degree of heterogeneity in both the expected lifetimes and appearance probabilities of ecology

configurations, see Fig. 4.15. This reveals three interesting facts. First, the average lifetime

of every ecology configuration is smaller than its counterpart in an arbitrager-free system. To

explain this feature, recall that predatory market orders trigger three simultaneous transactions

(i.e., one in each market) altering the current price trends ϕn,ℓ(t), see Eq. (4.20). When the

latest change in transaction price pℓ(gt,ℓ)−pℓ(gt,ℓ−1) induced by a predatory market order and

ϕn,ℓ(t−dt) have opposite signs, the actions of the arbitrager weaken (i.e., |ϕn,ℓ(t)| < |ϕn,ℓ(t−dt)|)
or even flip the sign (i.e., ϕn,ℓ(t)ϕn,ℓ(t− dt) < 0) of the price trend. When this occurs, the ar-

bitrager weakens the trend-following behaviors of market makers in at least one of the three

markets, thus increasing the likelihood of a transition to another ecology configuration. As

triangular arbitrage opportunities of both types appear, with different incidences, during any
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Figure 4.14: Statistical relationships between different FX markets. Probability of

observing two markets in the same or opposite state in the absence of the arbitrager (left

column), with the arbitrager (central column) and the associated cross-correlation functions

ρi,j(ω) (right column) for (a) ∆EUR/USD vs. ∆USD/JPY, (b) ∆EUR/USD vs. ∆EUR/JPY

and (c) ∆USD/JPY vs. ∆EUR/JPY. The red solid line in the histograms marks the value of

0.5, highlighting the case in which two markets have the same probability of being in the same

or opposite state. The lines indicating the value of the cross-correlation function ρi,j(ω) are

solid (dashed) for experiments including (excluding) the arbitrager. Simulations are performed

under the same settings of the experiment presented in Fig. 4.12(b), bottom panel. The inclu-

sion of the arbitrager increases the probability of observing EUR/USD and USD/JPY as well

as EUR/USD and EUR/JPY in the same state and USD/JPY and EUR/USD in the opposite

state. Furthermore, the active presence of this special agent intertwines the dynamics of differ-

ent FX rates, creating cross-correlations functions that resemble those emerging in real trading

data. This figure has been extracted from [34], see appendix B.4 for details about attributions

and permissions.
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ecology configuration, see Fig. 4.18, the expected lifetimes of these configurations are, to differ-

ent extents, shorter than in an arbitrager-free system. Second, certain ecology configurations

Figure 4.15: Expected lifetime and appearance probability of the eight ecology con-

figurations. Statistics are collected from simulations of the Arbitrager Model with active

(violet) and inactive (grey) arbitrager. Simulations are performed under the same settings of

the experiment presented in Fig. 4.12(b), bottom panel. The presence of an active arbitrager

increases the average lifetimes (a) and appearance probabilities (b) of certain configurations

and reduces the same statistics for others. Statistics in (a) are expressed in real time (i.e.,

sec.), details on the conversion between simulation time (i.e., time steps) and real time (i.e.,

sec) are provided in appendix G.1. This figure has been extracted from [34], see appendix B.4

for details about attributions and permissions.

are expected to last more than others (i.e., single episodes). As reactions to triangular arbi-

trage opportunities increase the likelihood of flipping a market state, the average lifetime of a

given configuration relate to the time required for the first triangular arbitrage opportunity to

emerge. For instance, the time between the inception and the first time µI(t) or µII(t) becomes

larger than one never exceeds 4 sec for {−,−,+}, which is the configuration with shortest

expected lifetime, while it can reach ≈ 6.5 sec for {+,+,+}, which is the configuration with

longest expected lifetime, see Fig. 4.16. This difference can be intuitively explained by looking

at the combination of market states. When the ecology configuration is {−,−,+}, EUR/USD

and USD/JPY have the opposite state of EUR/JPY. In this scenario, the implied FX cross

rate EUR/USD×USD/JPY moves in the opposite direction of the FX rate EUR/JPY, creating

the ideal conditions for a rapid emergence of triangular arbitrage opportunities. Conversely,

the three markets share the same state when the ecology configuration is {+,+,+}. In this

case, both the FX rate and the implied FX cross rate move in the same direction, extending
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Figure 4.16: Complementary cumulative distribution function (CCDF) of the time

required for the first triangular arbitrage opportunity to emerge. The CCDFs are

presented in two separate panels and each color represents a given configuration: (a) {+,+,+}
(violet), {+,+,+} (cyan), {+,−,+} (green) and {−,−,+} (orange). (b) {−,−,−} (violet),

{+,−,−} (cyan), {−,+,−} (green) and {+,+,−} (orange). The y-axis is visualized in the

logarithmic scale. Configurations exhibit different tails of the distribution, suggesting that the

probability of observing large waiting times between the inception of the configuration and the

emergence of the first triangular arbitrage opportunity depends on the current combinations

of market states. This figure has been extracted from [34], see appendix B.4 for details about

attributions and permissions.

the time required by these prices to create a gap that can be exploited by the arbitrager.

The third and final interesting fact emerged in Fig. 4.15 is that certain configurations are more

likely to appear than others. To understand this aspect, consider the significant differences

between the probabilities of transitioning from a configuration to another, see table 4.2. For

instance, assuming that the system is leaving {+,+,+}, the probabilities of transitioning to

{−,+,+} and {+,+,−} are 35.8% and 22.7%, respectively. This difference can be explained by

the fact that it is much easier to flip the state of EUR/USD and move to {−,+,+} than flipping

EUR/JPY and move to {+,+,−}. The value of the price trend ϕn,ℓ(t) can be intuitively seen as

the resistance to state changes of the ℓ-th market: the higher its value, the more the transaction

price must fluctuate in the opposite direction to flip its sign. For each configuration, the abso-

lute value of this statistics is sampled at the emergence of any triangular arbitrage opportunity.

Then, its average is normalized by the initial center of mass pℓ(t0), see G.1 Section, to make it

comparable with the same quantity measured in other markets. For {+,+,+}, ⟨|ϕn,ℓ(t)|⟩/pℓ(t0)
is substantially higher for EUR/JPY than EUR/USD and USD/JPY, see Fig. 4.17. As a re-
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Configuration {+, +, +} {-, +, +} {+, -, +} {-, -, +} {+, +, -} {-, +, -} {+, -, -} {-, -, -}

{+, +, +} 0.358 0.336 0.010 0.227 0.028 0.026 0.014

{-, +, +} 0.375 0.027 0.218 0.011 0.329 0.014 0.026

{+, -, +} 0.364 0.026 0.217 0.012 0.014 0.341 0.026

{-, -, +} 0.035 0.302 0.295 0.006 0.028 0.030 0.305

{+, +, -} 0.304 0.030 0.028 0.007 0.294 0.302 0.035

{-, +, -} 0.026 0.340 0.014 0.012 0.220 0.026 0.363

{+, -, -} 0.028 0.013 0.330 0.011 0.217 0.027 0.374

{-, -, -} 0.015 0.027 0.027 0.226 0.010 0.335 0.359

Table 4.2: Transition rates between two configurations. Rows (Columns) indicate the

departed (reached) configuration. These transition rates correspond to the total number of

transitions between two specific configurations normalized by the total number of transitions

from the departed configuration. The two grey portions of the matrix mark the first (upper-

left) and second (lower-right) clusters.

sult, predatory market orders are more likely to set the ground for transitions from {+,+,+} to

{−,+,+} (35.8%) or {+,−,+} (33.6%). Looking at these transitions on the opposite direction

is even more compelling: {+,+,+} is the most likely destination from both {−,+,+} (37.5%)

and {+,−,+} (36.4%). This hints at the presence of a loop in which the ecology transits from

{+,+,+} to {−,+,+} or {+,−,+} and then moves back. Such dynamics find an explana-

tion in the fact that the market that has recently flipped its state, causing a departure from

{+,+,+} towards {−,+,+} or {+,−,+}, can be easily flipped back again before its resistance

to state changes ϕn,ℓ(t) increases in absolute value. This happens when the arbitrager responds

to a type 2 triangular arbitrage opportunity (i.e., µII(t) > 1) when the ecology configuration

is either {−,+,+} or {+,−,+}.

The significant probabilities of returning to {+,+,+} stem from the interplay of two ele-

ments. First, triangular arbitrage opportunities are more likely to be of type 2 than type 1

in both {−,+,+} and {+,−,+}, see Fig. 4.18. Second, the markets with lowest resistance

to state changes ⟨|ϕn,ℓ(t)|⟩/pℓ(t0) are EUR/USD for {−,+,+} and USD/JPY for {+,−,+},

see Fig. 4.17, which are exactly the states that should be flipped to return to {+,+,+}. The

conditional transition probability matrix displayed in 4.2 Table reveals the presence of another

configuration triplet (i.e., {−,−,−}, {−,+,−} and {+,−,−}) exhibiting an analogous behav-

ior while {−,−,+} and {+,+,−} are the only two configurations that are not part of any

loop. Fig. 4.19 shows this mechanism in action by displaying the sequence of ecology configu-
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Figure 4.17: Price trends and changes in market states. Sample averages of the nor-

malized absolute value of the price trend ⟨|ϕn,ℓ(t)|/pℓ(t0)⟩ for EUR/USD (orange), USD/JPY

(violet) and EUR/JPY (cyan). Normalizing by the initial center of mass pℓ(t0) allows to com-

pare the price trends across markets with different price magnitudes. The value |ϕn,ℓ(t)|/pℓ(t0)
is exclusively sampled at the emergence of each triangular arbitrage opportunity and each con-

figuration is considered independently. As arbitrager’s market orders alter price trends, the

value of |ϕn,ℓ(t)|/pℓ(t0), where t is the time step when µI or µII exceeds the unit, provides an

intuitive measure of how currently hard is to flip the state of the ℓ-th market. For instance,

consider {+,+,+} and observe that ⟨|ϕn,ℓ(t)|/pℓ(t0)⟩ is much higher in EUR/JPY than in

EUR/USD and USD/JPY. This is reflected in the probabilities of transitioning from {+,+,+}
to other configurations. Flipping EUR/JPY before the other two markets, causing a transition

to {+,+,−}, occurs in 22.7% of the cases. However, flipping EUR/USD or USD/JPY first,

causing a transition to {−,+,+} or {+,−,+}, occur in 35.8% and 33.6% of the cases respec-

tively, see table 4.2. This figure has been extracted from [34], see appendix B.4 for details

about attributions and permissions.

rations during a segment of the model simulation. It is easy to observe how the system tends

to move across configurations belonging to the same looping triplet for long, uninterrupted

time windows. Ultimately, this peculiar mechanism increases, to different degrees, the appear-

ance probabilities of configurations involved in these loops at the expenses of {−,−,+} and

{+,+,−}.
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Figure 4.18: Fraction of triangular arbitrage opportunities of the first and second

type in each ecology configuration. Black bars denote the incidence of type 1 opportunities,

see Eq. (4.18a), while white bars represent the incidence of type 2 opportunities, see Eq. (4.18b).

These statistics suggest that one type appears more frequently than the other, depending on

the considered configuration. This figure has been extracted from [34], see appendix B.4 for

details about attributions and permissions.

4.5.7 Summary and outlook

To sum up, the Arbitrager Model elucidates how the interplay between different trading strate-

gies entangles the dynamics of different FX rates, leading to the characteristic shape of the

cross-correlation functions observed in real trading data. The Arbitrager Model restricts its

focus to the interactions between two types of strategies, namely triangular arbitrage and trend-

following. Despite the simplicity of this framework, the interplay between these two strategies

alone satisfactorily reproduces the cross-correlation functions observed in real trading data.

In particular, trend-following strategies preserve the current combination of market states for

some time while reactions to triangular arbitrage opportunities influence the behavior of trend-

following market makers by altering the price trend signals used in their dealing strategies. The

interactions between these two strategies constantly push the system towards certain configura-

tions and away from others through multiple mechanisms. This can be easily seen in Fig. 4.15

as two distinct statistics, the average expected lifetimes and the appearance probability, put the

eight configurations in the same order. For instance {+,+,+} has the longer expected lifetime

but also the highest appearance probability. This force shapes the features of the statistical
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Figure 4.19: The sequence of transitions between configurations exhibits a clustered

behavior. The x-axis represents an arbitrary time window of the experiment. The y-axis splits

the eight ecology configurations in three groups - from top to bottom: (1) cluster 1, (2) cluster

2 and (3) {−,−,+} and {+,+,−}, which are the two configurations that do not belong to

any cluster. At each point in time the current ecology configuration is identified and a marker

is added to the group it belongs to. A visual inspection of the figure reveals the presence of

time windows in which the system moves between configurations belonging to the same cluster,

corresponding to the long, uninterrupted lines observed in groups 1 and 2, but not in group

3. These peculiar dynamics favor the appearance of configurations belonging to groups 1 and

2 at the expenses of those belonging to group 3, see Fig. 4.15(b). Details on the conversion

between simulation time (i.e., time steps) and real time (i.e., sec) are provided in appendix G.1.

This figure has been extracted from [34], see appendix B.4 for details about attributions and

permissions.

relationships between currency pairs. FX rates traded in markets that share the same state

in configurations with higher (lower) appearance probabilities and longer (shorter) expected

lifetimes are more likely to fluctuate in the same (opposite) direction. For instance, consider

USD/JPY and EUR/JPY. These two markets have the same states in the four configurations

with higher probabilities (i.e., {+,+,+}, {−,+,+}, {+,−,−} and {−,−,−}) and opposite

states in those with lower probabilities (i.e., {+,−,+}, {−,−,+}, {+,+,−} and {−,+,−}).

It follows that the probability of observing USD/JPY and EUR/JPY in the same state at a

given point in time t is ≈ 60%, see Fig. 4.14. In these settings, the mid price dynamics of two

FX rates become permanently entangled, leading to the cross-correlation functions displayed

in Figs. 4.12(b) and 4.14.

The Arbitrager Model, finding a common ground between previous microscopic ABMs of the FX
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market and triangular arbitrage [384, 35, 386], sets a new benchmark for further investigations

on the relationships between agent interactions and market interdependencies. In particular,

it is the first ABM to provide a complete picture on the microscopic origins of cross-currency

correlations.

The outcomes of this work open different research paths and raise new challenges that shall be

considered in future studies:

• The Arbitrager Model could be further generalized by including a larger number of cur-

rencies, allowing traders to monitor different currency triangles. Extending the number

of available currencies could reveal new insights into i) statistical regularities related to

the triangular arbitrage processes, such the distributions of µI(t) and µII(t), and ii) how

the features of the cross-correlation function between two FX rates stem from a much

more complex system in which the same FX rate is part of several triangles.

• A potential extension of this model should consider the active presence of special agents

operating in FX markets. For instance, simulating public interventions implemented by

central banks could be a valuable exercise to understand how the large volumes moved

by these entities affect the dynamics of the triangular arbitrage processes µI(t) and µII(t)

and the local correlations (i.e., in the intervention time window) between currency pairs.

• Another interesting path leads to market design problems. This study advanced the

hypothesis that changes in the stabilization levels of the cross-correlation functions ρi,j(ω)

might be rooted in the different tick sizes adopted by EBS in the period covered by the

employed dataset. Calling for further investigations, an extended version of the present

model should examine how different tick sizes affect the correlations between FX rates.

• Future works shall also consider established (e.g., AR family models) and novel [388]

tools to exploit further properties of FX rates co-movements. Such investigations might

reveal additional statistical relationships whose mechanistic origins can be studied in an

augmented version of the Arbitrager Model.

The Arbitrager Model could be subject of meaningful extensions and enhancements aimed to

turn this framework into a valuable tool that could be used by exchanges, regulators and mar-

ket designers. In particular, its simple settings would allow these entities to make predictions
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on how regulations or design changes could affect the relationships between FX rates and the

properties (e.g., frequency, magnitude, duration, etc.) of triangular arbitrage opportunities

in a given market. Furthermore, its applicability might attract the attention of other actors

operating in the FX market, such as central banks. The ultimate objective of this work and

its potential future extensions shall remain the provision of useful means to enhance the un-

derstanding of financial market dynamics, assisting the aforementioned entities in conceiving

safer and more efficient trading environments.

4.6 Liquidity Fluctuations and the Latent Dynamics of

Price Impact

Personal contributions

This section presents the paper “Liquidity Fluctuations and the Latent Dynamics of Price

Impact” [37], published in Quantitative Finance in July 2021. As primary co-author, I

played a primary role in every major aspect of this project:

• Understanding the relevant literature.

• Development of the underlying theory.

• Development of the computational infrastructure required to analyse the behavior

of the models.

• Management of computer-based simulations and data collection.

• Analysis and interpretation of computer-based simulations.

• Presentation of experimental results.

• Writing of the manuscript.

Note that a seminal version of the model introduced in this paper was proposed by Luca

Philippe Mertens in an earlier preprint. We introduce a variety of changes to that model,

most notably, the ability to disentangle the intraday pattern of price impact.
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4.6.1 Context

This section presents the paper “Liquidity Fluctuations and the Latent Dynamics of Price

Impact” [37], published in Quantitative Finance in July 2021. The current permissions and

copyright regulations do not allow us to re-use materials from the published version, therefore,

the contents appearing in the following sections and subsections have been extracted from the

submitted version of this article.

In this article we propose a dynamical linear price impact model at high-frequency in which

the price impact coefficient is a product of a daily, a diurnal, and an auto-regressive stochastic

intraday component. We estimate the model using a Kalman filter on order book data for

stocks traded on the NASDAQ in 2016. We show that our price changes estimates conditional

on order flow imbalance explain, on average, 82% of real price changes variance. Evidence is

also provided on the fact that the conditioning on filtered information improves the estimate of

the LOB liquidity with respect to the one obtained from a static estimation of the price impact.

In addition, an out-of-sample analysis shows that our model provides a superior out-of-sample

forecast of price impact with respect to historical estimates.

4.6.2 Introduction

Statistical modeling of LOBs is a well established and active area of research. Central to

this topic is the concept of price impact, or “the correlation between an incoming order and

the subsequent price change” [355]. Grounded in the economic intuition that price changes

should reflect the aggregate imbalance between supply and demand, [36] introduce the Order

Flow Imbalance (OFI henceforth), the sum of signed volume of all incoming orders at the best

quotes over a time interval. The authors prove that, at the minute time-scale, price change is a

linear function of the order flow imbalance, and identify the price impact of order book events

with the regression coefficient of this linear relationship.

We make two contributions to the price impact literature. First, we provide empirical evidence

of the auto-regressive nature of price impact at short time scales. Second, leveraging this

statistical feature, we describe an econometric model for conditional high frequency estimates

of price impact. While the order flow imbalance is a strong predictor of price change at the

minute time-scale, at a higher-frequency, the discreteness of the price change variable becomes

a dominant feature, weakening the linear relationship between price changes and OFI, and

211



thus the explanatory power of a simple regression model. We prove that, over short time

scales, price impact has a statistically significant auto-correlation, even after controlling for

the presence of the intraday pattern. This statistical feature has important consequences for

estimation purposes: at a high frequency, price impact has a weaker dependence on OFI, but a

higher dependence on recent LOB activity. By using a filtering approach, where price impact

is modeled as a latent auto-regressive variable with noisy observations, we can exploit past

information to form a prior on the current level of price impact, and lower the estimation error.

Precisely, we introduce a model where price impact at time ℓ of day i is determined by the

product of three components: a daily price impact component βi, a deterministic intraday

pattern πℓ, and a stochastic auto-regressive component qi,ℓ. This type of modeling is reminiscent

of analogous models in the conditional variance literature, see [389] for instance. The resulting

price impact process βi,ℓ describes the time dependent relationship between price change –

normalized by the tick size δ – ∆Pi,ℓ and the order flow imbalance ϕi,ℓ. In particular, our model

can be thus written as:

∆Pi,ℓ = βi,ℓϕi,ℓ + ϵi,ℓ ϵi,ℓ ∼ NID(0, σ2
ϵ ) (4.22a)

βi,ℓ = βi πt qi,ℓ (4.22b)

qi,ℓ = 1 + ρ(qi,ℓ−1 − 1) + ηi,ℓ ηi,ℓ ∼ NID(0, σ2
η) (4.22c)

In this setting, price impact is linear in the order flow and permanent, but its value at a given

day/time of the day is determined by the price impact process, see Eqs. (4.22)(b)-(c). The

model postulates that even at the time-scale considered in this work, i.e,. 1 minute, the con-

temporaneous OFI is the main determinant of price changes and, in particular, it does not

describe the joint dynamics of price changes and OFI. We empirically verify the reliability of

this exogeneity assumption on OFI by performing a study following the lines of [390]. Also,

the model assumes no commonality in the OFI of assets i and j with j ̸= i, see [391]). Con-

sidering such a factor in our time-varying model represents an interesting direction for future

research. Admittedly, the Gaussian assumption in Eq. (4.22)(a) may be suspect because the

price change variable may be confined on a discrete price grid. However, we reassure, through

some classical diagnostic testing for Kalman filter, that the forecast errors are mostly nor-

mal. Finally, the model suggests-and the empirical analysis verifies-that variation in intraday

liquidity is not caused only by a deterministic and recurrent diurnal pattern, but also by a

stochastic auto-regressive component, which can be associated with transitory phenomena. In

other words, the predictable diurnal pattern of market depth [36] is not sufficient to explain all
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the auto-correlation of price impact. The model described in Eq. (4.22) has a linear Gaussian

state-space representation that can be easily estimated using a Kalman filter [392] and standard

maximum-likelihood methods.

Our model has interesting applications for execution. Execution strategies typically slice an

order into child orders, which are then executed within a given time window according to a

trading schedule. Tactical execution of child orders could benefit from the real-time price im-

pact forecast provided by our model. For example, a trader could defer a trade when the price

impact is higher than the expected average level, waiting for market conditions where the like-

lihood of moving the price against her are lower.

We select five stocks listed on the National Association of Securities Dealers Automated Quota-

tion System (NASDAQ henceforth) 100 index and we filter intraday time-series of price impact

estimates. Our analysis leads to the following results: i) the auto-regressive coefficient ρ is

statistically significant with an average value of approximately 0.5, suggesting a half-life of 1

minute for the process q; ii) conditioning on real time information improves the estimate of the

LOB liquidity with respect to the one obtained from the deterministic intraday pattern alone.

ii) The variance of the price changes explained by βi,ℓϕi,ℓ in Eq. (4.22)(a) is significantly larger

than the one explained by both a model in which βi,l is statically computed and a model in

which βi,l is book-reconstructed and set equal to half the inverse of the depth as in the stylized

LOB model [36]. Moreover, it turns out that the price impact is much higher after the opening

auction than during the rest of the trading day in which it exhibits a flat behavior followed by

a decline before the closing auction.

4.6.3 Literature review

Market liquidity is one of the key characteristics of financial markets. Given its relevance, both

from a theoretical, e.g., for price formation [393, 394], and a practical perspective, e.g., for

the optimal liquidation of institutional orders [395, 353], an extensive body of literature has

been written in the effort to define, measure, and understand liquidity, see for an authoritative

introduction on the subject and its ramifications [346]. Also, market liquidity is a slippery and

elusive concept with various dimensions. One of them, which is the focus of this project, is

price impact, i.e., the reaction of prices to trades. In his foundational paper [38] Kyle derives an

equilibrium solution in a framework where price fluctuations and traded volumes are linearly

related. Moreover, he shows that the reciprocal of the coefficient of this linear relationship,
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i.e., the notorious Kyle’s lambda, is a measure of the depth of the market. Since then, several

models of market impact have been proposed [133, 396, 397, 371, 398, 399, 36].

Although price impact can be derived from an equilibrium solution, it can be seen also as the

result of the arrival and cancellation of orders in the market. Over the last two decades, the

increasing availability of high quality granular data has motivated a stream of studies focused

on the modeling and measurement of the price impact of orders. The impact of market orders

has been extensively investigated in [400, 401], where the connection between the state of the

LOB and price fluctuations has been elucidated. Moreover, it has been shown that limit orders

and cancellations also have a significant price impact [402, 403].

Our model builds on [36] and brings the following innovations: i) the price impact coefficient

is considered a latent and dynamical variable; ii) we are able to disentangle and quantify

the contribution of the different components (daily component, time-of-the-day pattern and

intra-day variance) of the price impact coefficient estimates; iii) we can describe the statistical

properties of the stochastic intraday component qi,ℓ, such as its persistence. We point out that

a previous version of this model appeared in a preprint written by one of us. Here we add

several changes to that model, the most important one is the disentangling of the periodic

intraday component, which is responsible of a significant fraction of the persistence in price

impact. Our model is broadly in line with the class of History Dependent Impact Models

(HDIM henceforth) [365, 402] in which the price impact is permanent but variable. Indeed,

although in our methodology the price impact is not explicitly history dependent,i.e., it does

not depend explicitly on previous values of the OFI, its dynamics is filtered out through the

use of Kalman Filter. As a consequence of this procedure, it becomes dependent on previous

values of the OFI.

Finally, we notice that the assumption of time varying liquidity is consistent with various

theoretical and empirical works in the literature [404, 405, 406] for which price impact varies

according to the underlying economic environment. Moreover, other authors in the financial

literature postulate an auto-regressive dynamics for the price impact coefficient [407, 408, 409,

406]. However, while models for high-frequency intra-day conditional variance of financial

returns are well-explored [410, 411, 412, 413, 389, 414], to the best of our knowledge, price

impact models in which the price impact has an its own unobserved dynamics have not been

subject of deep investigations. The main contribution of our study is the introduction of an

enhanced methodology for the characterization of security price dynamics within the state-
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space models framework. Broader finance applications would include liquidity effects on asset

pricing, optimal trading strategies, or market design. Still, the latter applications may represent

an interesting direction for future research.

4.6.4 The Cont-Kukanov-Stoikov Model on different time scales

The estimation of the model proposed by [36], see section 4.4.4 for a detailed overview, relies

on two distinct time scales: ∆K , which is the time interval over which a single β is estimated,

see Eq. (4.14), and ∆ℓ, with ∆ℓ < ∆K , which is the frequency at which single realizations of

price changes and order flow imbalance are sampled. We use the following notation: days are

indexed by i = 1, . . . , N and the trading day is divided in multiple non-overlapping intervals,

i.e., bins, indexed by ℓ = 0, . . . , L.

In the original paper the authors divided each day in 13 non-overlapping intervals of ∆K = 1800s

minutes and considered time-series of ∆p and ϕ with sampling frequency ∆ℓ = 10s. Since we

are interested in modeling liquidity at a significantly higher frequencies, i.e., ∆K = 60s, we

conduct an empirical analysis in order to test the performance of the Cont-Kukanov-Stoikov

model over different time scales. We estimate Eq. (4.14) for different values of ∆K and for

different values of ∆ℓ given a fixed ∆K . Qualitatively, the results obtained from different stocks

are highly comparable, allowing us to display MSFT as a representative of the entire pool.

The left panel of Fig. 4.20 shows the estimated value of β when ∆K is fixed and equal to 1800s

and ∆ℓ varies from 300 to 0.5s. The right panel displays a contour plot of the coefficients of

determination as a function of the length (in seconds) of the regression window ∆K and of the

sampling frequency ∆ℓ. Reported statistics have been averaged across 100 days, starting from

January 4th 2016. The left panel shows that the average value of β weakly depends on ∆ℓ. A

mildly divergence from this behavior occurs when ∆ℓ is equal to 300s. In line with [36], the R2

strongly depends on ∆ℓ. For a fixed ∆K , R2 is a non monotonic function of ∆ℓ, i.e., it initially

increases and reaches a maximum around ∆ℓ = 10 − 30s, which is the time-scale used in [36].

Moreover, it is a monotonically decreasing function of ∆K for a fixed ∆ℓ. Fig. 4.20 indicates

that at short time scales the regression is less accurate, thus suggesting that the estimation of

the price impact at a higher frequencies is likely to be quite noisy. To overcome this problem,

we propose a dynamical model of price impact, see section 4.6.5, where β is a latent variable

estimated through a Kalman filter approach, over intervals of one minute. Before introducing

our model, we perform a standard regression analysis under the following settings: i) β is
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Figure 4.20: The Cont-Kukanov-Stoikov on different time scales. Left panel represents

averages across days of the price impact coefficient estimates β̂k as in Eq. (4.14) for MSFT as a

function of the time of the day for ∆K = 1800s and ∆ℓ = 0.5s (red), 5s (blue), 10s (green), 20s

(magenta), 30s (gold), 60s (cyan) and 300s (black). Right panel represents the contour plot of

the averages R2 across days as a function of the regression window ∆K and sampling frequency

∆ℓ. This figure has been extracted from [345], see appendix B.5 for details about attributions

and permissions.

estimated over a window ∆K = 60s and ii) time series of ϕ and ∆p are sampled with frequency

∆ℓ = 0.5s. The goal of this exercise is to obtain further insights on the type of dynamical

modeling that is appropriate for empirical data. Results are summarized in Fig. 4.21.

The top-left panel of Fig. 4.21 plots the histogram of the values β̂i, i = 1, . . . , N obtained by

averaging, in each generic day i, β̂i,ℓ over ℓ. The significant variability range of β̂i,ℓ, i.e., between

2 and 4, calls for the introduction of a parameter that accounts for the average liquidity on a

given day i. Therefore, a proper account of the factors governing price impact must incorporate

its average daily level. The intuition behind our assertion is that there are some days in which

the market is globally more “liquid” than others.

The top-right panel of Fig. 4.21 displays the estimated price impact intraday pattern β̂ℓ, ℓ =

1, . . . , L. In the same spirit of [36], we retrieve the pattern by averaging the estimated price

impact across the trading days. In agreement with the empirical findings of [36], the price

impact exhibits a pronounced intraday periodic component. This calls for a model specification
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that explicitly takes into the account this feature. A first visual inspection of the intraday

pattern of price impact reveals a characteristic shape. The largest price impact occurs at the

open trade. Then, it gradually tapers through the interior period and rapidly falls at the end

of the trading day.

Let β̂i,ℓ be the estimates in Eq. (4.14) relative to day i and to the ℓ-th one-minute slot. We

compute for each intraday one-minute interval the sample mean and the sample standard

deviation of the estimates across days and relate these quantities in the scatter plots presented

in the bottom-left panel of Fig. 4.21. The panel clearly shows a positive relationship between

these two statistics. This type of relationship, common for families of random variables with

positive support, e.g. the Gamma, the log-normal, and the Weibull are parametric families of

random variables with this property, calls for a multiplicative process for market impact.

Finally, we rescale each β̂i,ℓ by the intraday pattern. We perform this further step in order

to eliminate the risk of accounting for spurious auto-correlations. We plot the ACF of this

normalized quantity, see the bottom-right panel of Fig. 4.21, on May 12nd 2016 to detect

some short-lived dependencies. What type of phenomena can lead to these dependencies? We

interpret this result as being symptomatic of transient phenomena, which are not captured by

the “predictable” intraday pattern of the price impact [36]. In particular, these phenomena

should exhibit different statistical properties with respect to the time-of-the day effect. We

claim that these fluctuations around the average level of price impact should be unobserved, i.e.,

latent, similarly to what is assumed for the volatility of price returns in the volatility literature.

In summary, we have identified four main dynamical properties that we will incorporate in the

model proposed in section 4.6.5:

1. Price impact varies across days, thus a global level characterizes the average liquidity.

2. There is a pronounced intraday pattern3.

3. There is a linear relation between the mean and standard deviation of price impact,

suggesting that the price impact should be modeled by a multiplicative process.

3In addition to the previous effects, price impact may exhibit large, sudden shifts around the release of

important economic news, such as macroeconomic information, see [411] for instance. Should the price impact

explicitly accounts for economic announcements, one would multiply the price impact coefficient for an additional

factor representing the scheduled announcement effects. This further modelling is beyond the scopes of this

project, however, we strongly encourage this analysis in future works.
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Figure 4.21: Statistical properties of the price impact coefficient estimates. (top-left)

Histograms of the average daily level of price impact; (top-right) estimates of the intraday

pattern of price impact coefficient computed according to [36] at a time-scale of ∆K = 60s,

∆ℓ = 0.5s; (bottom-left) scatter plot of the sample mean vs. the sample standard deviation

computed in each intraday one-minute interval across the days included in the sample; (bottom-

right) average autocorrelation (ACF) across days as a function of the lag, i.e., 1 minute bin.

This figure has been extracted from [345], see appendix B.5 for details about attributions and

permissions.
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4. Price impact exhibits short-range autocorrelation.

4.6.5 A dynamical market impact model

Overview

Intraday equity returns on a given day i and at time-of-the-day ℓ are described by the following

process:

∆Pi,ℓ = βi,ℓϕi,ℓ + ϵi,ℓ, ϵi,ℓ ∼ NID(0, σ2
ϵ ) (4.23a)

βi,ℓ = βi πt qi,ℓ, (4.23b)

qi,ℓ = 1 + ρ(qi,ℓ−1 − 1) + ηi,ℓ, ηi,ℓ ∼ NID(0, σ2
η) (4.23c)

where ϵi,ℓ and ηi,ℓ are NIID and mutually independent with mean zero and variance respectively

equal to σ2
i,ϵ and σ2

i,η. The process πℓ, which is allowed to change within the day but is otherwise

time-invariant across days, captures the diurnal effect. βi is the daily average price impact

component on day i, while qi,ℓ denotes the remaining, potentially correlated, stochastic price

impact component which is described through a latent mean-reverting process. Note that,

without additional restrictions, the components of Eq. (4.23)(b) are not separately identified

hence the assumption
∑L

ℓ=1 πℓ = L. Setting αi,ℓ ≡ qi,ℓ − 1, i.e. αi,ℓ measures the stochastic

component of the price impact deviation from the average level, we define a price impact

fluctuation to be a non-zero conditional expected value of the process βiπℓαi,ℓ. The dynamics

presented in Eq. (4.23) form a latent variable model which can be estimated through Kalman

Filter.

Estimation

Following the general state-space representation in [392], we denote the value of a generic

variable X, e.g. price impact coefficient or hyper-parameter, at day i and bin ℓ as Xi,ℓ, i =

1, . . . , N and ℓ = 1, . . . , L. Our methodology is independently applied to each day of the sample,

therefore, for the sake of simplicity, the index i will be replaced by ·. We denote the set of

observations of the price adjustment up to time ℓ − 1 with P
·,ℓ−1 = {∆P

·,1, . . . ,∆P·,ℓ−1} and

the hyper-parameters vector with Θ = (β
·
, ρ

·
, σ

·,ϵ, σ·,η). Adapting this notation to Eq. 4.23 we
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obtain

∆P
·,ℓ = q

·,ℓ β· πℓ ϕ·,ℓ + ϵ
·,ℓ, ϵ

·,ℓ ∼ NID(0, σ2
·,ϵ) (4.24a)

q
·,ℓ+1 = (1 − ρ

·
) + ρ

·
q
·,ℓ + η

·,ℓ, η
·,ℓ ∼ NID(0, σ2

·,η) (4.24b)

which has a linear Gaussian state-space representation. This has two important implications:

i) the model can be treated with Kalman filter and ii) the log-likelihood function can be written

in a closed form. Denoting by q
·,ℓ|ℓ and P

·,ℓ|ℓ the conditional mean and variance of q
·,ℓ given

P
·,ℓ, and by q

·,ℓ+1 and P
·,ℓ+1 the conditional mean and variance of q

·,ℓ+1 given P
·,ℓ, the Kalman

filter recursions [392] can be written as follows

v
·,ℓ = ∆P

·,ℓ − Z
·,ℓ q·,ℓ (4.25a)

Z
·,ℓ = β

·
πℓ ϕ·,ℓ (4.25b)

F·,ℓ = Z2
·,ℓ P·,ℓ + σ2

·,ϵ (4.25c)

q
·,ℓ|ℓ = q

·,ℓ + P
·,ℓ Z·,ℓ F

−1
·,ℓ v·,ℓ (4.25d)

P
·,ℓ|ℓ = P

·,ℓ − (P
·,ℓ Z·,ℓ)

2 F−1
·,ℓ (4.25e)

q
·,ℓ+1 = ρ

·
q
·,ℓ|ℓ + (1 − ρ

·
) (4.25f)

P
·,ℓ+1 = ρ2

·
P
·,ℓ|ℓ + σ2

·,η (4.25g)

Once q
·,ℓ, P·,ℓ, q·,ℓ|ℓ and P

·,ℓ|ℓ are retrieved, one can compute the Kalman smoothing equations

[392] by backward recursion

q
·,ℓ|L = q

·,ℓ|ℓ + J
·,ℓ(q·,ℓ+1|L − q

·,ℓ+1) (4.26a)

P
·,ℓ|L = P

·,ℓ|ℓ + (J
·,ℓ)

2(P
·,ℓ+1|L − P

·,ℓ+1) (4.26b)

J
·,ℓ = P

·,ℓ|ℓF
−1
·,ℓ P·,ℓ+1 (4.26c)

Given the Kalman filter recursions in Eq. (4.26), the log-likelihood function

log L(∆P
·,1, . . . ,∆P

·,L) =
L∑

ℓ=1

log p(∆P
·,ℓ|P·,ℓ−1), (4.27a)

can be computed in the prediction error decomposition form:

log L(∆P
·,1, . . . ,∆P

·,L) = −L
2

log 2π − 1

2

L∑

ℓ=1

(log F
·,ℓ + (v

·,ℓ)
2 F−1

·,ℓ ). (4.28a)

As the diurnal pattern is not practically observable, we propose a “two-stage” approach. In the

first stage, the diurnal factor is pre-estimated. In the second stage, the estimator is included in
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the estimation procedure. In the conditional variance literature there are several methodologies

that capture the intraday unobservable pattern. For instance, [410] and [411] employ Fourier

transform techniques, whereas [415] use functional data analysis methods. The approach that

we propose in this work can be related to the one introduced by [389]4.

In our setting, the daily price impact component βi belongs to the hyper-parameters vector

Θ, i.e., it is an output of the estimation procedure. To capture πℓ, ℓ = 1, . . . , L, we proceed

as follows. First, we set πℓ = 1 for each ℓ = 1, . . . , L and we run the Kalman filter for each

day i in our sample to obtain a first estimation of both the hyper-parameters vector Θ(I) and

the smoothed state process Q
.
= q

(I)
i,ℓ|L with i = 1, . . . , N and ℓ = 1, . . . , L. At this point, the

state process also incorporates the diurnal price impact pattern, i.e., Q is actually equal to

Q ≡ q
(I)
i,ℓ|Lπ̂ℓ. Thus, π̂ℓ turns out to be

E[q
(I)
i,ℓ|Lπ̂ℓ] = E[q

(I)
i,ℓ|L]π̂ℓ = π̂ℓ. (4.29a)

In the second step, π̂ℓ is embedded into the Kalman filter recursions in Eq. (4.25), leading to

the final estimates.

4.6.6 Empirical results

We estimate the model in Eq. (4.24) by applying the procedure presented in section 4.6.5 to

the dataset described in appendix C.1.2. We recall that our dataset contains the order book

activity of five NASDAQ 100 Index stocks over 125 days. We split each trading day in L = 390

non overlapping time windows from which we sample the mid-price change and OFI time series.

We divide the available data into a training set of 100 days and a test set of the subsequent 25

days.

In-sample analysis

The analysis on the training set is carried out by estimating the model via maximum likeli-

hood estimation (MLE henceforth) through the two-steps procedure discussed in section 4.6.5.

4[389] propose a model for high-frequency intraday financial returns, ri,ℓ. They decompose the conditional

variance of the latter as a multiplicative product of daily, hi, diurnal, sℓ, and stochastic, qi,ℓ with qi,ℓ = 1,

intraday volatility. To proxy the daily variance component hi, authors use commercially available volatility

forecast. Thus, once a proxy for hi is obtained, they simply calculate sℓ as the variance of returns in each bin

after deflating by the daily variance.

221



Hyper-parameter estimates of the training set are used to construct the empirical distribution of

the hyper-parameters vector Θ. Table 4.3 reports hyper-parameter estimates after the second

stage. Overall, estimates are statistically significant and their inter-quantile ranges indicates

that estimates have a small statistical dispersion.

We now focus on the parameter ρ describing the persistence of price impact. Coherently with

the preliminary descriptive investigation presented in section 4.6.4 and with the numerical ex-

ercise displayed in appendix H.3.3, we note that the proposed two-steps procedure successfully

captures and filters out the auto-regressive stochastic dynamics from the intraday pattern. The

auto-regressive coefficient ρ at stage two is significantly smaller than the one estimated at stage

one, see table 4.4. The difference highlights that ignoring the pervasive diurnal effect of the

market impact would turn qℓ in an almost integrated process, see table 4.4. In particular, this

would support the statement that the price impact is strongly auto-correlated. When the intra-

day pattern is properly taken into account, the value of ρ significantly decreases. Nonetheless,

estimates remain statistically significant. The reduction of the auto-correlation coefficient has

notable implications for the persistence of liquidity fluctuations. For instance, while values for

ρ around 0.98 and 0.99 represent a process with half-life ranging between 30 minutes and 1

hour, values of ρ below 0.5 suggest that the process has a half-life of 60s. Thus, the liquidity

fluctuations predicted by our model are, on average, short lived but significant.

Fig. 4.22 displays the estimates β
·,ℓ, ℓ = 1, . . . , L, averaged across days. Panels show the

price impact process for five stocks, i.e, from top to bottom and left to right: CMCSA, MSFT,

INTC, CSCO, AAPL. The dynamics of price impact is interesting and presents a clear intra-

day pattern. It peaks right after the opening auction, then it quickly decreases to lower levels

where it hovers around an average value for most of the trading day and, finally, it decreases

again right before the closing auction. The shape of the pattern has an intuitive explanation:

the high level of market impact at the beginning of the day is likely to be the consequence of

heterogeneity of traders’ opinions and adverse selection. The low levels observed at the end of

the day can be linked to the market practice of requesting the completion of a parent order

within the trading day, a phenomenon that increases the available liquidity right before the

closing auction.

Fig. 4.23 provides a closer look at the dynamics of the price impact process. It combines

Kalman smoothed estimates of price impact, i.e., black line, Kalman filtered estimates of price

impact, i.e., green line, and averages across days of the price impact process β
·,ℓ, ℓ = 1, . . . , L,
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Parameter: β

Ticker Median Mean Average t-statistic Q1 Q3

CSCO 3.883 × 10−5 3.835 × 10−5 41.07 3.414 × 10−5 4.368 × 10−5

INTC 6.455 × 10−5 6.515 × 10−5 35.06 5.285 × 10−5 7.979 × 10−5

MSFT 1.404 × 10−4 1.443 × 10−4 40.95 1.213 × 10−4 1.613 × 10−4

CMCSA 3.022 × 10−4 3.124 × 10−4 37.36 2.576 × 10−4 3.522 × 10−4

AAPL 3.392 × 10−4 3.472 × 10−4 46.32 2.974 × 10−4 4.015 × 10−4

Parameter: ρ

Ticker Median Mean Average t-statistic Q1 Q3

CSCO 0.3323 0.3505 11.62 0.1167 0.5084

INTC 0.2714 0.3553 12.13 0.1232 0.5271

MSFT 0.4016 0.4603 14.10 0.2419 0.7513

CMCSA 0.3287 0.3855 11.57 0.147 0.6463

AAPL 0.4122 0.4262 14.01 0.1700 0.6203

Parameter: σϵ

Ticker Median Mean Average t-statistic Q1 Q3

CSCO 0.0035 0.0036 17.52 0.0027 0.0045

INTC 0.0045 0.0050 20.21 0.0039 0.0056

MSFT 0.0096 0.0115 19.34 0.0080 0.0133

CMCSA 0.0103 0.0135 15.05 0.00870 0.0150

AAPL 0.0274 0.0316 20.58 0.0200 0.0400

Parameter: ση

Ticker Median Mean Average t-statistic Q1 Q3

CSCO 0.2547 0.3364 10.29 0.1958 0.3341

INTC 0.2561 0.2941 16.36 0.1942 0.3611

MSFT 0.2752 0.2666 21.06 0.1736 0.3496

CMCSA 0.3091 0.2981 18.79 0.2002 0.3758

AAPL 0.4089 0.3753 24.64 0.2889 0.4639

Table 4.3: Summary of estimates of the model in Eq. (4.24). The model is estimated on

order book data of five NASDAQ 100 Index stock over 100 days in 2016. For each parameter

we report the median (second column), the mean (third column), the average t-statistic (fourth

column) and the lower and the upper quartile (fifth and sixth columns, respectively).
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Parameter: ρ

Ticker Median Mean Average t-statistic Q1 Q3

CSCO 0.8671 0.7771 32.73 0.6983 0.9470

INTC 0.9218 0.8513 43.51 0.8491 0.9627

MSFT 0.8880 0.8198 40.76 0.7818 0.9548

CMCSA 0.9163 0.8597 48.07 0.8406 0.9598

AAPL 0.6507 0.6109 20.62 0.3744 0.8758

Table 4.4: Estimates of the parameter ρ after the first stage. We report median (second

column), mean (third column), average t-statistic (fourth column), and the lower and the upper

quartile (fifth and sixth column, respectively).

i.e., blue line, normalized by the average daily level. The top panel displays CSCO on January

27th 2016, the middle panel displays INTC on April 27th 2016 while the bottom panel displays

AAPL on June 15th. In these days three different meetings of the Federal Open Market Com-

mittee (FOMC henceforth) took place. The behavior of the price impact significantly diverges

from the average price impact around 1400 EST, which is the time in which economic infor-

mation is released, showing how investors promptly react to the announcement by updating

their positions. This empirical result suggests that our model successfully captures real time

variations of price impact.

Out-of-sample performance

We now discuss the out-of-sample performance of our model. As a benchmark for the true price

impact on a given day we select the ex-post smoothed estimates of market impact. Note that

Kalman smoothing estimates are computed by using the hyper-parameters estimated from real

trading data for the considered day; hence they represent the best ex-post estimates of market

impact.

We perform two out-of-sample exercises. In the first one, we show that the conditioning on

real time information improves the estimates of the LOB liquidity with respect to the one

obtained from the deterministic intra-day pattern alone. We first estimate our model over an

in-sample period of 100 days. Fig. 4.24 presents Kalman filtering performed on out-of-sample

data. The hyper-parameters values are set equal to the median values of the hyper-parameter
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Figure 4.22: Price impact estimates average patterns through the trading day. Price

impact process β
·,ℓ, ℓ = 1, . . . , L, averaged across days for CMCSA (top-left), MSFT (top-

right), INTC (mid-left), CSCO (mid-right), AAPL (bottom). This figure has been extracted

from [345], see appendix B.5 for details about attributions and permissions.

distributions computed in the in-sample analysis. Blue lines represent the historical average

market impact, green lines the filtered real-time estimation of market impact and black lines

represent the ex-post smoothed estimates of market impact. The picture clearly shows that the

filter successfully captures the intraday dynamic of market impact. To support our statement,

we compute i) the mean squared error (MSE henceforth) of the historical marked impact (resp.

of the filtered estimates) with respect to the smoothed one, which is denoted by MSE1 (resp.

by MSE2) and ii) the “gain” in signal extraction as (MSE1 − MSE2)/MSE1. Table 4.5 reports
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Figure 4.23: Price impact estimates average patterns on FOMC meeting days. Black

lines represent Kalman smoothing estimates of the price impact process for CSCO on January

27th 2016 (top), INTC on April 27th 2016 (middle) and AAPL on June 15th 2016 (bottom).

The corresponding Kalman filtered estimates are plotted in green while averages across days

over the in-sample period are plotted in blue. This figure has been extracted from [345], see

appendix B.5 for details about attributions and permissions.
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the average gain, i.e., Average Gain 1, across the 25 out-of-sample days. On average, real-time

monitoring reduces the MSE of market impact by a factor ranging between 0.22-0.83.

In the second experiment we show the importance of the filtering procedure by comparing
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Figure 4.24: Out-of-sample Kalman filtering of market impact process. Panels (INTC

left and MSFT right) display the average market impact (blue), the real-time filtered market

impact (green) and the ex-post smoothed market impact (black). This figure has been extracted

from [345], see appendix B.5 for details about attributions and permissions.

our model with the static model of [36], see yellow line in Fig. 4.25. For our model, we use the

estimates over the in-sample period of 100 days to estimate the diurnal pattern. This pattern is

allowed to change within the day but it is otherwise time-invariant across days. Then, for each

of the subsequent 25 days we compute the mean squared error of the filtered estimates of price

impact with respect the smoothed one, i.e., MSE2. The diurnal pattern used in all the out-of-

sample period is estimated over the in-sample period, i.e., it is not updated as the experiment

proceeds beyond the 100-th day, whereas the values of the hyper-parameters in each day are the

one obtained in the previous day. We compare this mean square error with the one of the static

model of [36] with respect to the Kalman smoothing, i.e., MSE1. In particular, we estimate in

each of the out-of-sample days the model of [36] with ∆k = 60s and ∆ℓ = 0.5s. It is important

to emphasize the difference between the two modelling approaches. The Kalman approach uses

the predictive filter, i.e. the expected value of qℓ conditional to the past history up to ℓ − 1

and for the daily average βi we use the daily average price impact from the previous day βi−1.

For the static model we fit the regression at each interval ℓ to obtain β without performing an

estimation. The second column of table 4.5 shows that the MSE for Kalman filter is smaller

227



than the one obtained from the static approach. Fig. 4.25 suggests that Kalman estimates

might be biased due to the use of the previous day level βi as the average impact in a specific

day can be quite different from the one measured in the previous dat. The static estimates

present a high variance due to fluctuations which significantly affect the MSE. One could easily

improve the performances of the filtering approach by estimating the hyper-parameters in the

earlier hours of the trading day and then use it afterwards. This is expected to reduce the afore

discussed bias without increasing the variance. This exercise is beyond the scope of this project

and we will not be investigated further.

Next, we investigate the correlation between the dynamic and the static measure of price impact.

We compute the Pearson correlation between the dynamic βℓ,K = qi,ℓβiπℓ, where qi,ℓ are the

filtered estimates, and the static market βℓ,K from [36], with ∆k = 60s and ∆ℓ = 0.5s, over the

in-sample period of i = 1, . . . , 100 days. Fig. 4.26 displays the box-plots of these correlations

for each stock included in our sample. The two measures of market impact are moderately

correlated, i.e., the correlation coefficient is around 60%. This might be symptomatic of the

fact that in our model price impact becomes history dependent because of Kalman filter and,

as a consequence, it captures different dimensions of the price impact.
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Figure 4.25: Out-of-sample Kalman filtering of market impact. Panels (AAPL left and

CMCSA right) display the average market impact (blue), the real-time filtered market impact

(green), the ex-post smoothed market impact (black), and the static market impact of [36].

This figure has been extracted from [345], see appendix B.5 for details about attributions and

permissions.
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Ticker Average gain 1 Average gain 2

CSCO 0.40 0.51

INTC 0.28 0.10

MSFT 0.22 0.02

CMCSA 0.83 0.28

AAPL 0.37 0.35

Table 4.5: Performances comparison. Average gain 1 is defined as (MSE1 −MSE2)/MSE1,

where MSE1 is the mean squared error of the historical market impact with respect to the

smoothed market impact and MSE2 is the mean squared error of the filtered estimates with

respect to the smoothed market impact. Average gain 2 is defined as (MSE1 − MSE2)/MSE1,

where MSE1 is the mean squared error of the static model [36] with respect to the smoothed

market impact and MSE2 is the mean squared error of the filtered estimates with respect to

the smoothed market impact. These metrics are computed across the out-of-sample window,

i.e., 25 days.

Price impact and market depth

At this point we analyse the relationship between the proposed price impact measure and

market depth. The baseline for Eq. (4.23)(a) is the stylized order book model which describes

the relation between price impact and market depth as

βℓ =
c

Dλ
ℓ

+ νℓ, (4.30)

where c = 1/2, λ = 1 and νℓ is a noise term. One can straightforwardly set βℓ = 1/(2Dℓ) to

reconstruct the price impact directly from the market depth, see appendix H.1 for details. Cont

et al. [36] computed price impact estimates through linear regressions of price fluctuations on

the OFI. Relying on a large spectrum of stocks, they find that ĉ = 0.56 and λ̂ = 1.08 assuming

∆K = 1800s and ∆ℓ = 10s, see Eqs. (17)-(18) in [36], obtaining values that are comparable to

those predicted by the stylized order book model. At this point, we want to assess how ĉ and λ̂

vary when we may either use different time-scales ∆K and ∆ℓ or Kalman-filtered price impact

time series.

First, we estimate c and λ in Eq. (4.30) by deriving price impact from the static model of Cont

et al. [36] under two different time-scales: (∆K = 1800s,∆ℓ = 10s) and (∆K = 60s,∆ℓ = 0.5s).
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Figure 4.26: Box-plot of the Pearson correlation between the compared models. We

compare the dynamics vs. static model assuming ∆k = 60s and ∆ℓ = 1s. The correlation

coefficients are computed in each of the 100 days covered in the in-sample period. This figure

has been extracted from [345], see appendix B.5 for details about attributions and permissions.

Considering that ≈ 10% of the estimates turned out to be negative, we fit Eq. (4.30) with a

non-linear regression model by robust methods, i.e. by using iterated re-weighted least squares5.

Table 4.6 reports the average values of ĉ and λ̂. The grand mean and median, see second and

third column, are in line with the values reported by Cont et al. [36]6. This confirms that at

time-scales like (∆K = 1800s,∆ℓ = 10s) there is a tight relation between price impact and the

reciprocal of the market depth, as suggested by the stylized order book model. Furthermore,

estimates reported in the fourth and fifth column indicate that the stylized order book model is

still a good approximation for this relationships even at the shorter time-scale (∆K = 60s,∆ℓ =

0.5s). The sixth and seventh columns report the estimates when βi,ℓ is derived through Kalman

filtering. These figures suggest that Eq. (4.30) does not adequately capture the relationships

between market depth and price impact when c = 1/2 and λ = 1. This suggests that the price

impact dynamic cannot be solely explained by a deterministic function of quote size alone.

5We also implement the two-step linear regressions proposed in [36] after ignoring negative estimates. We

confirm that no significant differences in the estimates emerged from this exercise
6Their data set covers trading data collected in April 2010
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We assert that this might be linked to the auto-regressive nature of our price impact measure,

which captures different dimensions of the price impact beyond market depth. To support this

assertion, we look at the goodness of fit of Eq. (4.23)(a) at a time scale of 60s for three different

proxies of price impact βi,ℓ: i) the book-reconstructed price impact βi,ℓ = 1/(2Di,ℓ), ii) the

static price impact when (∆K = 60s,∆ℓ = 0.5s), iii) the Kalman filtered estimates of price

impact. We run regressions of the returns ∆Pi,ℓ on βi,ℓ, i = 1, . . . , N and ℓ = 1, . . . , L:7

∆Pi,ℓ = α + γ βi,ℓϕi,ℓ + νi,ℓ, (4.31)

where νi,ℓ is a random error term. Table 4.7 reports the outcomes of this exercise. In the

stylized model introduced by Cont. et al. [36] price changes are a mechanical consequence of

the provision and depletion of volume at the best quotes. This allows to express price impact

as a function of the size of the best quotes, see Eq. (4.30). If this approach was accurate,

alternative estimation methods would be exclusively justified in the absence of order book data.

The superior results, i.e., higher R2 coefficients, obtained from price impact estimates based

on both price fluctuations and OFI suggest that price impact dynamics cannot be exclusively

explained by quote sizes. The model of Cont et al. [36] already captures some of the variations

not explained by quote sizes, but further significant improvements can be achieved by modelling

the dynamics of price impact as in the framework proposed in this section.

4.6.7 Concluding remarks

In this section we introduced a model in which price impact is linear and permanent, but the

price impact coefficient is a latent state of the limit order book governed by its own dynamics.

We defined the price impact coefficient as the product of a daily price impact level, a deter-

ministic intraday pattern and a stochastic auto-regressive component.

A peculiar feature of this model is that the price impact components are not studied in isolation.

This feature is critical for real-time analysis and decision making. On a practical perspective,

practitioners should recognise and quantify the interactions and contributions of the various

price impact components as they simultaneously affect the dynamics of the price. More gener-

ally, such decomposition is necessary as factors display widely different statistical properties.

We calibrated the model on five stocks traded on NASDAQ using a 60s binning scheme. We

7This regression includes the intercept hence the γ̂ coefficient ̸= 1 in the static model.
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Cont et al. Cont et al. Kalman filter

(1800s, 10s) (60s , 0.5s)

Parameter: ĉ Mean Median Mean Median Mean Median

AAPL 0.251 0.216 0.283 0.158 0.008 0.006

CMCSA 0.64 0.71 0.92 0.93 0.07 0.06

CSCO 0.18 0.17 0.35 0.40 0.048 0.045

INTC 0.19 0.21 0.29 0.32 0.04 0.04

MSFT 0.126 0.125 0.157 0.170 0.018 0.016

Grand mean 0.456 0.289 0.02

Cont et al. Cont et al. Kalman filter

(1800s, 10s) (60s , 0.5s)

Parameter: λ̂ Mean Median Mean Median Mean Median

AAPL 0.985 0.990 0.987 0.938 0.47 0.46

CSCO 0.97 0.96 1.06 1.04 0.82 0.81

CMCSA 1.14 1.17 1.209 1.213 0.818 0.810

INTC 0.97 0.99 1.03 1.05 0.799 0.806

MSFT 0.91 0.91 0.94 0.96 0.66 0.64

Grand mean 0.91 0.83 0.50

Table 4.6: Estimates of the parameters c and λ in Eq. (4.30). We fit Eq. (4.30) on a

monthly basis by using βi,ℓ time series derived from the model of Cont et al. with (∆K =

1800s,∆ℓ = 10s) (first and second columns), the model of Cont et al. with (∆K = 60s,∆ℓ =

0.5s) (third and fourth columns) and the state-space model presented in this section (fifth and

sixth column). We report the mean and median of each estimate for every model considered in

this analysis.

shown that i) market impact dynamics should be taken into the account on out-of-sample esti-

mation performances and ii) the history dependent nature of our price impact measure captures

different dimensions of the price impact beyond market depth. We observed that our model

does not imply a square-root relation between price changes and trading volume [21]. This

statement also holds in the model of Cont et al. when the considered time-scales are signifi-
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book-reconstructed Static βi,ℓ Kalman filtered βi,ℓ

α̂ γ̂ R2 α̂ γ̂ R2 α̂ γ̂ R2

Ticker

AAPL 4.72 10−3 0.29 0.48 5.84 10−3 0.800 0.64 4.14 10−3 1.063 0.82

(22.09) (212.26) (32.52) (289.31) (32.9) (467.4)

CSCO 6.7210−4 0.44 0.83 4.7410−4 0.94 0.86 3.7610−4 1.01 0.96

(21.81) (488.43) (16.95) (544.62) (24.59) (1055.29)

CMCSA 2.0510−3 0.46 0.64 1.8910−3 0.92 0.69 1.4310−3 1.03 0.89

(18.71) (294.07) (18.68) (331.71) (23.9) (635.9)

INTC 8.3410−4 0.41 0.80 6.0610−4 0.95 0.85 4.6110−4 1.02 0.96

(20.13) (437.41) (17.06) (526.22) (23.6) (1013.1)

MSFT 2.1610−3 0.39 0.74 1.8010−3 0.91 0.81 1.4110−3 1.02 0.91

(25.86) (366.00) (25.14) (445.67) (29.07) (700.08)

Table 4.7: Estimates of the parameters α and γ in Eq. (4.31). We fit Eq. (4.31) by using

βi,ℓ time series derived from book reconstruction (first, second and third columns), the model

of Cont et al. with (∆K = 60s,∆ℓ = 0.5s) (fourth, fifth and sixth columns) and the state-space

model presented in this section (seventh, eight and ninth columns.). For each approach we

report the estimates α̂, β̂ and the coefficient of determination R2. T-statistics for the reported

estimates are displayed in the even rows of the table.

cantly smaller than those adopted in the original work [36]. Moreover, our approach to market

impact estimation explained a greater dispersion of price fluctuations when compared to other

proxies, see table 4.7. In the out-of-sample exercise we shown that the MSE for Kalman filter

is smaller than the one obtained when using the static approach of [36]. In the static model

the average daily level of market impact was automatically determined by the estimation. On

the other hand, the Kalman approach used the predictive filter while the daily average market

impact levels were extracted from the previous day. In spite of this disadvantage, we obtained a

reduction in the MSE which was primarily caused by lower variances in the dynamic estimates.

As a by-product, our investigation allowed us to estimate the intraday pattern of price impact.

We observed that price impact peaks right after the opening auction before descending into an

average daily level which is preserved until a final steep drop around the closing auction. We
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interpreted this characteristic shape as a symptom of higher opinion dispersion and adverse

selection at the opening of the market, which translates in lower order book liquidity, or equiv-

alently, in higher market impact. As trading begins, the price discovery process takes place

and liquidity gradually reverts from this initial shock to an equilibrium level, lowering market

impact.

In summary, the main contribution of this project is the introduction of an improved method-

ology for characterizing security price dynamics within the family of models covered in this

section. Broader finance applications would include liquidity effects on asset pricing, optimal

trading strategies, or market design. Still, these applications may also serve as interesting

directions for future research.

4.7 Summary of the chapter

Financial markets are hubs in which heterogeneous agents, such as individuals and firms, ex-

change financial instruments. Participants can be characterised by different degrees of sophisti-

cation, e.g., retail vs. high frequency trading firms, while the underlying infrastructure sustain

a truly global and interconnected network of trading venues in which events occurring in a spe-

cific market reverberate across the entire system. This complexity inevitably pose interesting

and arduous challenges for practitioners, academics and regulators seeking to understand the

dynamics of these systems.

In this chapter we examined two distinct problems in the foreign exchange and stock markets.

We started from an introduction to the scopes and organization of financial markets. In this

segment, we focused on the features and differences between quote-driven markets, i.e., venues

in which designated agents pledged to continuously provide liquidity in exchange for specific

benefits, and order-driven markets, i.e., venues in which liquidity is organized in electronic limit

order book and trading does not necessarily require the presence of special agents. Next, we

introduced market microstructure and discussed in detail the concepts of market liquidity and

price impact of trades. These introductory sections were followed by an overview of three mod-

els that influenced, to different extents, the research presented in this chapter: the Kyle Model

[38], the Dealer Model [35] and the Cont-Kukanov-Stoikov Model [36]. This led us to the two

final sections in which we presented two independent research projects. First, we examined how

the time-scale dependent cross-correlations between price fluctuations emerge from interactions

among heterogeneous market participants. We developed an agent-based model of the foreign
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exchange markets in which three independent inter-dealer markets are populated by trend-

following market makers that transact with each other every now and then [34]. We included a

special agent, known as the arbitrager, who solely trade to exploit triangular arbitrage oppor-

tunities across the three venues [34]. We simulated the dynamics of this ecology and observed

that the interplay between arbitrage and trend-following strategies generates pronounced cross-

correlations between price changes resembling those observed in real trading data [34]. A deep

analysis of the model dynamics suggested that these statistical regularities are the consequence

of an alteration in the probability of observing two markets moving in the same/opposite direc-

tion as price trajectories are transiently synchronized by the simultaneous price changes caused

by the arbitrager’s orders and the subsequent response of trend-following traders [34]. Second,

we introduced a new framework to investigate the relationships between demand/supply im-

balances, market liquidity and price formation. In this model, we described price fluctuations

as the product of demand/supply imbalances, i.e., the order flow imbalance, and the current

liquidity of the market, i.e., the price impact coefficient [37]. We modelled the price impact

coefficient as the product of an intraday pattern, a daily level and a stochastic autoregressive

component and estimated the model through Kalman Filtering on NASDAQ trading data [37].

We observed that the linear relationships between order flow imbalance and price fluctuations

established in [36] weakens when price series are sampled at high-frequency timescales as the

discreteness of price increments becomes a constraint to price movements [37]. In addition, we

also found that at high frequency time-scales price impact becomes auto-regressive and more

dependent on recent orderbook dynamics [37].
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Chapter 5

Conclusion

5.1 Summary and achievements of this thesis

In this thesis I have examined two seemingly unrelated physical systems, the human heart

and financial markets. I have mainly approached these systems from a complexity science

perspective, i.e., by modelling the interactions between their components and studying how

they generate and affect structures and patterns involving the system as a whole, with the

notable exception of section 4.6 in which I have used methods that are more relatable to data

analytics and statistics. The driving motivations of this dissertation and, more generally, of my

doctoral studies, were my curiosity towards different topics and my desire to learn new things

by exploring open problems, diving into experiments and collaborating with likeminded people.

In retrospective, the gradual expansions of my research horizons towards topics that were not

planned at the beginning of this long journey have been a positive game changing factor on the

personal and academic outcomes of this experience. I have been extremely fortunate to meet,

discuss and collaborate with brilliant people from different academic backgrounds and interests.

This helped me in appreciating the benefits of approaching a problem from multiple angles and

the importance of engaging, rather than competing, with different academic communities and

work together towards a common goal, which is the essence of complexity science.

My research has examined several open questions across different systems. This thesis reflects

a significant portion of this effort as it presents multiple academic manuscripts in which I,

together with my collaborators, sought to provide a meaningful contribution to the following

problems:
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1. The mechanisms behind the transition from paroxysmal atrial fibrillation to persistent

atrial fibrillation.

2. The termination of myocardial fibrillation through drug-induced optimization of phase

singularities meander.

3. The debate on the driving mechanisms of atrial fibrillation and a novel theory with “the

potential to unify some of the previous discrepant observations” [32]

4. The emergence of cross-currency correlations from the interactions between heterogeneous

strategic agents.

5. The relationships between price fluctuations, market liquidity and order flow imbalance.

Having reached the end of my doctoral studies, I finally reflect on the academic achievements

of the research presented in this thesis.

First, this thesis shows that the transition from paroxysmal to persistent atrial fibrillation re-

quires specific regions of the tissue characterized by a tangible imbalance in the probability

of triggering and killing any circuital electrical activity that may stabilize and revolve around

them [20], see section 3.5. This result, in spite of being confined to a simplified insilico model

of fibrillation, calls for further replications on clinically relevant models as it might provide in-

sights on how to detect those areas of the cardiac tissue that are more likely to drive persistent

fibrillation and should eventually be targeted by ablation procedures [20].

Second, this thesis offers a potential explanation for the self-termination of fibrillation observed

in certain Langendorff-perfused rat hearts that were subjected to Rotigaptide infusions, see

[27]. Large-scale simulations of the model presented in section 3.6 identified specific topological

features, i.e., high coupling and moderate resistivity to depolarisation, that are associated with

increased probability of self-termination [26]. In this topological setup, which is compatible

with the effect of Rotigaptide on the structure of the cardiac tissue, the fraction of excitable

tissue and meander per phase singularity are maximised - creating a scenario in which drivers

tend to drift across the tissue and ultimately collide with other drivers or boundaries to even-

tually terminate fibrillation [26].

Third, this thesis offers a model-based assessment of recent clinical evidence supporting a

new theory of atrial fibrillation in which long-lasting antagonistic driving mechanisms, i.e.,

rotational and focal drivers, may co-exist as mere surface projections of transmural circuital
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activities [29, 30, 31, 32, 33]. Section 3.7 presented a tri-dimensional cellular automata model

of atrial fibrillation in which the atrial bulk is modelled by a cubic topology where neighboring

nodes may also connect to adjacent sheets [28]. Simulations of this model reveal that paroxys-

mal episodes are driven by rotational activities acting near the endocardium whereas persistent

episodes are driven by activities that are distributed across the entire bulk [28]. These circuital

drivers project as rotational activities when the lattice is observed from the endocardium and as

focal points when the lattice is observed from the epicardium, providing model-based support

to the aforementioned clinical evidence [28].

Fourth, this thesis provides a potential explanation of the origins of cross-currency correlations

observed in real trading data. To address this problem, section 4.5 introduced an agent-based

model of currency markets in which agents acting as liquidity providers trade in three inde-

pendent markets, i.e., their pricing decisions are not affected by events taking places in other

markets, while a special agent known as the arbitrager trades opportunistically to exploit any

cross-market misprice that guarantees risk free profit [34]. In this setting, the sole mechanism

through which prices across markets might temporarily synchronize is the interplay between

different trading strategies, i.e., the arbitrager simultaneously submits orders across exchanges

and the subsequent price changes prompt trend-following market makers to adjust their quotes

in the same direction of the latest uptick/downtick caused by the arbitrager [34]. Market

makers, despite reacting to price actions taking place in the market they are trading on, are

effectively re-adjusting their prices in the same/opposite direction of market makers trading in

other markets as the arbitrager orders cause simultaneous price changes across every market,

resulting in a transient synchronization of price dynamics across the ecology [34]. This mech-

anism breaks the 50/50 probability of observing two markets moving in the same/opposite

direction that one would have had in an arbitrager-free ecology, producing synthetic price time

series characterized by cross-correlations that are qualitatively compatible to those found on

real trading data [34].

Fifth, this thesis offers insights on the relationships between price fluctuations, market liquidity

and order flow imbalance. In section 4.6 we examined this problem by presenting a state space

model in which the price impact of orderbook events is written as the product of an intraday

pattern, a daily level and a stochastic autoregressive component while price fluctuations are

driven by the interplay between order flow imbalance and the price impact coefficient [37]. The

model is calibrated on real trading data through Kalman filtering, offering a novel approach
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for the dynamic estimation of price impact at high frequency time-scales [37]. Building on

the work of Cont et al. [36], we observed that the linear relationships between order flow

imbalance and price fluctuations established in that work weakens when price series are sam-

pled at high-frequency timescales as the discrete nature of price increments becomes more and

more relevant [37]. Furthermore, we also found that at high frequency time-scales price impact

becomes auto-regressive and more dependent on recent orderbook dynamics [37].

5.2 Future work

This closing section offers a general outlook of the research directions that can be pursued from

the outcomes of the works presented in this thesis. The cellular automata models introduced

in sections 3.5.3, 3.6 and 3.7 are simple, yet powerful and computationally efficient frameworks

designed to reproduce the dynamics of cardiac fibrillation over relatively long timescales. Their

scope is to offer qualitative insights and to formulate hypotheses on specific issues as their intrin-

sic simplicity does not allow for any direct clinical application. Building from this observation, a

major research direction is the validation of the results presented in the aforementioned sections

in more clinically relevant models. For instance, fibre structures data collected in real hearts can

be used to derive maps of atrial topologies which can be used as baseline of novel frameworks

inspired by the simple insilico models discussed in this dissertation [20, 26, 28]. This approach

would not only allow us to reproduce the results presented here in a more realistic setting but

also examine how the predictions made by these models are affected by diversity of fiber maps,

e.g., samples with similar fibrotic burdens but different distributions of fibrotic regions [28].

The ElectroCardioMaths research initiative at Imperial College London is already working in

this direction by developing computational models that can be “fit” to real atrial fibre maps in

order to identify regions of the cardiac muscle that are susceptible to the formation of re-entry

drivers on a patient-by-patient basis, see [416].

The agent-based model of the foreign exchange market introduced in section 4.5 is a simple,

proof-of-concept model of the interactions between heterogeneous market participants across

multiple trading venues [34]. In line with the models of cardiac fibrillation presented in chap-

ter 3, this tool is designed to reproduce the evolution of this complex system over long timescale

and to generate qualitative insights and hypotheses on the mechanisms that govern interactions

and emergents. Unsurprisingly, the intrinsic simplicity of these models remains a major hurdle

for their practical implementation as short term decision making algorithms, e.g., the optimal
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execution of a large order or the systematic exploitation of triangular arbitrage opportunities.

In this context, future research building on the Arbitrager Model should aim to extract new

insights and hypotheses on the mechanisms of financial markets rather than looking at more

practical applications in financial trading. A first potential research path is extending the

model to N > 3 markets such that the arbitrager can choose to exploit different “triangles”

[34]. In particular, it would be interesting to assess how the increased complexity introduced by

the inclusion of a larger number of sub-systems affects the cross-currency correlation diagrams

generated by the model [34]. A second research path is the inclusion of special players of the

currency markets, such as a central bank [34]. In this setting, one can simulate large inter-

vention actions, e.g., a central bank performing a large purchase of foreign currency as part of

its monetary policy, and assess how these unique events affect the presence of triangular arbi-

trage opportunities and, in turn, the cross-correlations structures among the affected currencies

[34]. Finally, another intriguing direction is the inclusion of market design features [34]. For

instance, one may discretize the price movements to model the effect of the different tick sizes

adopted by EBS during the period covered in the analyses presented in section 4.5 and assess

how these microstructural constraints affect the interactions among agents and, ultimately, the

cross-correlations among currencies [34].

The statistical model presented in section 4.6 introduces a new framework in which price fluc-

tuations are described as the product of order flow imbalance and price impact coefficient,

i.e., the co-action of supply/demand imbalances and market liquidity, and the price impact

coefficient is conceived as a latent variable governed by the interplay of three components, i.e.,

a diurnal level, a deterministic intraday pattern and an autoregressive component [37]. The

scope of this model is not aligned to the ones of the other models presented in this thesis as the

problem of modelling one of more aspect of a complex system, i.e., in this case the evolution

of securities prices, is not approached from a complexity science perspective but rather from

a fine-detailed and data driven statistical one. As a result, this model is more suitable for i)

practical financial markets applications and ii) to gather insights in support of the develop-

ment of more theoretical frameworks aimed to describe the dynamics of securities markets in

a broader sense [37]. A potential extension of such framework is the inclusion of cross-asset

impact in the characterization of price dynamics in order to model how events taking place in

other orderbooks affect the price of a given security, see [417, 418] for details.
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of a network structure of the foreign currency exchange market. Journal of Economic

Interaction and Coordination, 4(1):55, 2009.

[9] Mark EJ Newman. Coauthorship networks and patterns of scientific collaboration. Pro-

ceedings of the national academy of sciences, 101(suppl 1):5200–5205, 2004.

241



[10] Wolfgang Glänzel and András Schubert. Analysing scientific networks through co-

authorship. In Handbook of quantitative science and technology research, pages 257–276.

Springer, 2004.
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[22] Marcus G Daniels, J Doyne Farmer, László Gillemot, Giulia Iori, and Eric Smith. Quan-

titative model of price diffusion and market friction based on trading as a mechanistic

random process. Physical review letters, 90(10):108102, 2003.

[23] Eric Smith, J Doyne Farmer, L szl Gillemot, Supriya Krishnamurthy, et al. Statistical

theory of the continuous double auction. Quantitative finance, 3(6):481–514, 2003.

[24] J Doyne Farmer, Paolo Patelli, and Ilija I Zovko. The predictive power of zero intelligence

in financial markets. Proceedings of the National Academy of Sciences, 102(6):2254–2259,

2005.

[25] Kim Christensen, Kishan A Manani, and Nicholas S Peters. Simple model for identifying

critical regions in atrial fibrillation. Physical review letters, 114(2):028104, 2015.

[26] Max Falkenberg, Alberto Ciacci, Gwyneth Matthews, Jack Way, Balvinder Handa,

Li Xinyang, Nicholas S Peters, Fu Siong Ng, and Kim Christensen. Increased gap-junction

coupling terminates myocardial fibrillation by optimising phase singularity meander - an

insilico study. In completion, 2021.

[27] Balvinder S Handa, Xinyang Li, Nicoleta Baxan, Caroline H Roney, Anastasia Shchendry-

gina, Catherine A Mansfield, Richard J Jabbour, David S Pitcher, Rasheda A Chowdhury,

Nicholas S Peters, et al. Ventricular fibrillation mechanism and global fibrillatory orga-

nization are determined by gap junction coupling and fibrosis pattern. Cardiovascular

research, 117(4):1078–1090, 2021.

[28] Max Falkenberg, Andrew J Ford, Anthony C Li, Robert Lawrence, Alberto Ciacci,

Nicholas S Peters, and Kim Christensen. Unified mechanism of local drivers in a perco-

lation model of atrial fibrillation. Physical Review E, 100(6):062406, 2019.

243



[29] Brian J. Hansen, Jichao Zhao, Thomas A. Csepe, Brandon T. Moore, Ning Li, Laura A.

Jayne, Anuradha Kalyanasundaram, Praise Lim, Anna Bratasz, K. A. Powell, et al. Atrial

fibrillation driven by micro-anatomic intramural re-entry revealed by simultaneous sub-

epicardial and sub-endocardial optical mapping in explanted human hearts. Eur. Heart

J., 36(35):2390–2401, 2015.

[30] Brian J. Hansen, Thomas A. Csepe, Jichao Zhao, Anthony J. Ignozzi, John D. Hummel,

and Vadim V. Fedorov. Maintenance of Atrial Fibrillation: Are Reentrant Drivers with

Spatial Stability the Key? Circ. Arrhythm. Electrophysiol., 9(10):e004398, oct 2016.

[31] Thomas A. Csepe, Brian J. Hansen, and Vadim V. Fedorov. Atrial fibrillation driver

mechanisms: Insight from the isolated human heart. Trends Cardiovas. Med., 27(1):1–

11, January 2017.

[32] Stanley Nattel, Feng Xiong, and Martin Aguilar. Demystifying rotors and their place in

clinical translation of atrial fibrillation mechanisms. Nat. Rev. Cardiol., 14(9):509–520,

2017.

[33] Hugh Calkins, Gerhard Hindricks, Riccardo Cappato, Young-Hoon Kim, Eduardo B Saad,

Luis Aguinaga, Joseph G Akar, Vinay Badhwar, Josep Brugada, John Camm, et al. 2017

HRS/EHRA/ECAS/APHRS/ SOLAECE expert consensus statement on catheter and

surgical ablation of atrial fibrillation. Heart Rhythm, 14(10):e275–e444, 2017.

[34] Alberto Ciacci, Takumi Sueshige, Hideki Takayasu, Kim Christensen, and Misako

Takayasu. The microscopic relationships between triangular arbitrage and cross-currency

correlations in a simple agent based model of foreign exchange markets. PLOS ONE,

15(6):1–19, 06 2020.

[35] Kenta Yamada, Hideki Takayasu, Takatoshi Ito, and Misako Takayasu. Solvable stochastic

dealer models for financial markets. Physical Review E, 79(5):051120, 2009.

[36] Rama Cont, Arseniy Kukanov, and Sasha Stoikov. The price impact of order book events.

Journal of financial econometrics, 12(1):47–88, 2014.

[37] Luca Philippe Mertens, Alberto Ciacci, Fabrizio Lillo, and Giulia Livieri. Liquidity fluc-

tuations and the latent dynamics of price impact. Quantitative Finance, pages 1–21,

2021.

244



[38] Albert S Kyle. Continuous auctions and insider trading. Econometrica: Journal of the

Econometric Society, pages 1315–1335, 1985.

[39] Jan Hodicky. Modelling and Simulation for Autonomous Systems: Second International

Workshop, MESAS 2015, Prague, Czech Republic, April 29-30, 2015, Revised Selected

Papers, volume 9055. Springer, 2015.

[40] Russell M Lawson et al. Science in the ancient world: an encyclopedia. ABC-CLIO, 2004.

[41] G Galileo. Sidereus nuncius. translated and prefaced by albert van helden, 1989.

[42] Paolo Palmieri. Galileo and the discovery of the phases of venus. Journal for the History

of Astronomy, 32(2):109–129, 2001.

[43] Nick Wilding. Galileo and the stain of time. California Italian Studies, 2(1), 2011.
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Modelling forest fire spread using hexagonal cellular automata. Applied mathematical

modelling, 31(6):1213–1227, 2007.
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Quiniou, Stéphane Garrigue, Alain Le Mouroux, Philippe Le Métayer, and Jacques

Clémenty. Spontaneous initiation of atrial fibrillation by ectopic beats originating in

the pulmonary veins. New England Journal of Medicine, 339(10):659–666, 1998.

[222] Hugh Calkins, Karl Heinz Kuck, Riccardo Cappato, Josep Brugada, A John Camm,

Shih-Ann Chen, Harry JG Crijns, Ralph J Damiano Jr, D Wyn Davies, John DiMarco,

et al. 2012 hrs/ehra/ecas expert consensus statement on catheter and surgical ablation of

atrial fibrillation: recommendations for patient selection, procedural techniques, patient

management and follow-up, definitions, endpoints, and research trial design: a report

of the heart rhythm society (hrs) task force on catheter and surgical ablation of atrial

fibrillation. developed in partnership with the european heart rhythm association (ehra),

a registered branch of the european society of cardiology (esc) and the european cardiac

arrhythmia society (ecas); and in collaboration with the american college of cardiology

(acc), american heart association (aha), the asia pacific heart rhythm society (aphrs), and

260



the society of thoracic surgeons (sts). endorsed by the governing bodies of the american

college of cardiology foundation, the american heart association, the european cardiac

arrhythmia society, the european heart rhythm association, the society of thoracic sur-

geons, the asia pacific heart rhythm society, and the heart rhythm society. Europace,

14(4):528–606, 2012.

[223] Kalyanam Shivkumar, Kenneth A Ellenbogen, John D Hummel, John M Miller, and

Jonathan S Steinberg. Acute termination of human atrial fibrillation by identification and

catheter ablation of localized rotors and sources: first multicenter experience of focal im-

pulse and rotor modulation (firm) ablation. J. Cardiovasc. Electrophysiol., 23(12):1277–

1285, 2012.

[224] Seungyup Lee, Jayakumar Sahadevan, Celeen M. Khrestian, Ivan Cakulev, Alan

Markowitz, and Albert L. Waldo. Simultaneous Bi-Atrial High Density (510 - 512 elec-

trodes) Epicardial Mapping of Persistent and Long-Standing Persistent Atrial Fibrilla-

tion in Patients: New Insights into the Mechanism of Its Maintenance. Circulation,

132(22):2108–2117, dec 2015.

[225] Sanjiv M Narayan, David E Krummen, Paul Clopton, Kalyanam Shivkumar, and John M

Miller. Direct or coincidental elimination of stable rotors or focal sources may explain

successful atrial fibrillation ablation. J. Am. Coll. Cardiol., 62(2):138–147, 2013.
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framework for atrial fibrillation drug development. Circulation Research, 127(1):184–201,

2020.

[235] Katherine Kearney, Rowan Stephenson, Kevin Phan, Wei Yen Chan, Min Yin Huang,

and Tristan D Yan. A systematic review of surgical ablation versus catheter ablation for

atrial fibrillation. Annals of cardiothoracic surgery, 3(1):15, 2014.

[236] James L Cox, Richard B Schuessler, Harry J D’Agostino Jr, Constance M Stone, Byung-

Chul Chang, Michael E Cain, Peter B Corr, and John P Boineau. The surgical treatment

of atrial fibrillation: Iii. development of a definitive surgical procedure. The Journal of

thoracic and cardiovascular surgery, 101(4):569–583, 1991.

[237] Lucas VA Boersma, Manuel Castella, Wimjan van Boven, Antonio Berruezo, Alaaddin

Yilmaz, Mercedes Nadal, Elena Sandoval, Naiara Calvo, Josep Brugada, Johannes Kelder,

et al. Atrial fibrillation catheter ablation versus surgical ablation treatment (fast) a 2-

center randomized clinical trial. Circulation, 125(1):23–30, 2012.

[238] Martin EW Hemels, Youlan L Gu, Anton E Tuinenburg, Piet W Boonstra, Ans CP

Wiesfeld, Maarten P van den Berg, Dirk J Van Veldhuisen, and Isabelle C Van Gelder.

262



Favorable long-term outcome of maze surgery in patients with lone atrial fibrillation. The

Annals of thoracic surgery, 81(5):1773–1779, 2006.

[239] Laura Rottner, Barbara Bellmann, Tina Lin, Bruno Reissmann, Tobias Tönnis, Ruben

Schleberger, Moritz Nies, Christiane Jungen, Leon Dinshaw, Niklas Klatt, et al. Catheter

ablation of atrial fibrillation: State of the art and future perspectives. Cardiology and

Therapy, pages 1–14, 2020.

[240] Lung National Heart and Blood Institute. Catheter ablation. https://www.nhlbi.nih.

gov/health-topics/catheter-ablation.

[241] Amit Noheria, Abhishek Kumar, John V Wylie, and Mark E Josephson. Catheter ablation

vs antiarrhythmic drug therapy for atrial fibrillation: a systematic review. Archives of

internal medicine, 168(6):581–586, 2008.

[242] Stephanie Brooks, Andreas Metzner, Peter Wohlmuth, Tina Lin, Erik Wissner, Roland

Tilz, Andreas Rillig, Shibu Mathew, Ardan Saguner, Christian Heeger, et al. Insights into

ablation of persistent atrial fibrillation: Lessons from 6-year clinical outcomes. Journal

of cardiovascular electrophysiology, 29(2):257–263, 2018.

[243] Lung Mayo Clinic, National Heart and Biosense Webster Inc. Blood Institute (NHLBI),

Abbott Medical Devices. Catheter ablation vs anti-arrhythmic drug therapy for atrial fib-

rillation trial (cabana). https://clinicaltrials.gov/ct2/show/study/NCT00911508.

[244] Douglas L Packer, Daniel B Mark, Richard A Robb, Kristi H Monahan, Tristram D

Bahnson, Jeanne E Poole, Peter A Noseworthy, Yves D Rosenberg, Neal Jeffries, L Brent

Mitchell, et al. Effect of catheter ablation vs antiarrhythmic drug therapy on mortality,

stroke, bleeding, and cardiac arrest among patients with atrial fibrillation: the cabana

randomized clinical trial. Jama, 321(13):1261–1274, 2019.

[245] Larissa Fabritz, Eduard Guasch, Charalambos Antoniades, Isabel Bardinet, Gerlinde

Benninger, Tim R Betts, Eva Brand, Günter Breithardt, Gabriela Bucklar-Suchankova,

A John Camm, et al. Expert consensus document: defining the major health modifiers

causing atrial fibrillation: a roadmap to underpin personalized prevention and treatment.

Nature Reviews Cardiology, 13(4):230–237, 2016.

263

https://www.nhlbi.nih.gov/health-topics/catheter-ablation
https://www.nhlbi.nih.gov/health-topics/catheter-ablation
https://clinicaltrials.gov/ct2/show/study/NCT00911508


[246] Paulus Kirchhof and Hugh Calkins. Catheter ablation in patients with persistent atrial

fibrillation. European heart journal, 38(1):20–26, 2017.

[247] Maurits C.E.F. Wijffels, Charles J.H.J. Kirchhof, Rick Dorland, and Maurits A. Allessie.

Atrial fibrillation begets atrial fibrillation. Circulation, 92(7):1954–1968, 1995.

[248] Michael R Franz, Pamela L Karasik, Cuilan Li, Jean Moubarak, and Mary Chavez.

Electrical remodeling of the human atrium: similar effects in patients with chronic atrial

fibrillation and atrial flutter. Journal of the American College of Cardiology, 30(7):1785–

1792, 1997.

[249] Emile G Daoud, Frank Bogun, Rajiva Goyal, Mark Harvey, K Ching Man, S Adam

Strickberger, and Fred Morady. Effect of atrial fibrillation on atrial refractoriness in

humans. Circulation, 94(7):1600–1606, 1996.

[250] Tomos E. Walters, Ashley Nisbet, Gwilym M. Morris, Gabriel Tan, Megan Mearns, Eliza

Teo, Nigel Lewis, AiVee Ng, Paul Gould, Geoffrey Lee, Stephen Joseph, Joseph B. Mor-

ton, Dominica Zentner, Prashanthan Sanders, Peter M. Kistler, and Jonathan M. Kalman.

Progression of atrial remodeling in patients with high-burden atrial fibrillation: Implica-

tions for early ablative intervention. Heart Rhythm, 13(2):331 – 339, 2016.

[251] Brett Burstein and Stanley Nattel. Atrial fibrosis: mechanisms and clinical relevance in

atrial fibrillation. Journal of the American College of Cardiology, 51(8):802–809, 2008.

[252] Kai Friedrichs, Stephan Baldus, and Anna Klinke. Fibrosis in Atrial Fibrillation - Role

of Reactive Species and MPO. Frontiers in physiology, 3:214, jun 2012.

[253] Pyotr G. Platonov, Lubov B. Mitrofanova, Victoria Orshanskaya, and Siew Yen Ho. Struc-

tural abnormalities in atrial walls are associated with presence and persistency of atrial

fibrillation but not with age. Journal of the American College of Cardiology, 58(21):2225

– 2232, 2011.

[254] Ping Kong, Panagiota Christia, and Nikolaos G Frangogiannis. The pathogenesis of

cardiac fibrosis. Cellular and molecular life sciences, 71(4):549–574, 2014.

[255] Marieke Rienks, Anna-Pia Papageorgiou, Nikolaos G Frangogiannis, and Stephane Hey-

mans. Myocardial extracellular matrix: an ever-changing and diverse entity. Circulation

research, 114(5):872–888, 2014.

264



[256] Saroja Bharati and Maurice Lev. Cardiac conduction system involvement in sudden death

of obese young people. American heart journal, 129(2):273–281, 1995.

[257] Juan Asbun and Francisco J Villarreal. The pathogenesis of myocardial fibrosis in the

setting of diabetic cardiomyopathy. Journal of the American College of Cardiology,

47(4):693–700, 2006.

[258] Bradford C Berk, Keigi Fujiwara, and Stephanie Lehoux. Ecm remodeling in hypertensive

heart disease. The Journal of clinical investigation, 117(3):568–575, 2007.

[259] Bob N Bernaba, Jessica B Chan, Chi K Lai, and Michael C Fishbein. Pathology of

late-onset anthracycline cardiomyopathy. Cardiovascular pathology, 19(5):308–311, 2010.

[260] Sanne De Jong, Toon AB van Veen, Harold VM van Rijen, and Jacques MT de Bakker.

Fibrosis and cardiac arrhythmias. Journal of cardiovascular pharmacology, 57(6):630–638,

2011.

[261] Gordon A Begg, Arun V Holden, Gregory YH Lip, Sven Plein, and Muzahir H Tayebjee.

Assessment of atrial fibrosis for the rhythm control of atrial fibrillation. International

journal of cardiology, 220:155–161, 2016.

[262] Pyotr G Platonov. Atrial fibrosis: an obligatory component of arrhythmia mechanisms

in atrial fibrillation? Journal of geriatric cardiology: JGC, 14(4):233, 2017.

[263] Svenja Hinderer and Katja Schenke-Layland. Cardiac fibrosis–a short review of causes

and therapeutic strategies. Advanced drug delivery reviews, 146:77–82, 2019.

[264] Natalia A Trayanova. Mathematical approaches to understanding and imaging atrial

fibrillation: significance for mechanisms and management. Circulation research,

114(9):1516–1531, 2014.

[265] Raimond L Winslow, Natalia Trayanova, Donald Geman, and Michael I Miller. Com-

putational medicine: translating models to clinical care. Science translational medicine,

4(158):158rv11–158rv11, 2012.

[266] Alan L Hodgkin and Andrew F Huxley. A quantitative description of membrane current

and its application to conduction and excitation in nerve. The Journal of physiology,

117(4):500, 1952.

265
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Appendix A

External images: attributions and

permissions

• Fig. 2.1

– Content: the figure includes two images from Pixabay, an online community where

users share images and videos without copyright

– Source 1: https://pixabay.com/photos/nature-animal-world-grass-snake-2727199/

– Source 2: https://pixabay.com/photos/snake-forest-gad-grass-snake-4344421/

– License: Pixabay license.

– License url: https://pixabay.com/service/license/

– Alterations to original files: none.

– Permission: not required.

• Fig. 2.3

– Content: the figure includes three images from Pixabay, an online community where

users share images and videos without copyright

– Source 1: https://pixabay.com/illustrations/solar-system-planet-planetary-system-

11111/

– Source 2: https://pixabay.com/illustrations/nerve-cell-neuron-brain-neurons-2213009/

– Source 3: https://pixabay.com/illustrations/pay-stock-exchange-negotiation-4852537/
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– License: Pixabay license.

– License url: https://pixabay.com/service/license/

– Alterations to original files: none.

– Permission: not required.

• Fig. 2.4

– Content: the figure includes two images from Pixabay, an online community where

users share images and videos without copyright

– Source 1: https://pixabay.com/illustrations/solar-system-planet-planetary-system-

11111/

– Source 2: https://pixabay.com/illustrations/nerve-cell-neuron-brain-neurons-2213009/

– License: Pixabay license.

– License url: https://pixabay.com/service/license/

– Alterations to original files: none.

– Permission: not required.

• Fig. 2.5

– Content: the figure includes an image from Wikimedia Commons, a large database

of media files.

– Source: https://commons.wikimedia.org/wiki/File:Flock of birds on a watch.jpg

– License: Creative Commons Attribution 4.0 International license.

– License url: https://creativecommons.org/licenses/by/4.0/deed.en

– Alterations to original file: none.

– Permission: not required.

• Fig. 3.1

– Content: the figure includes an image from Wikimedia Commons, a large database

of media files.

– Source: https://commons.wikimedia.org/wiki/File:Blausen 0470 HeartWall.png
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– License: Creative Commons Attribution 3.0 Unported license.

– License url: https://creativecommons.org/licenses/by/3.0/deed.en

– Alterations to original file: minor.

– Permission: not required.

• Fig. 3.2

– Content: the figure includes two images from Wikimedia Commons, a large database

of media files.

– Source 1: https://commons.wikimedia.org/wiki/File:Blausen 0462 HeartAnatomy.png

– Source 2: https://commons.wikimedia.org/wiki/File:Blausen 0452 Heart BloodFlow.png

– License: Creative Commons Attribution 3.0 Unported license.

– License url: https://creativecommons.org/licenses/by/3.0/deed.en

– Alterations to original files: minor.

– Permission: not required.

• Fig. 3.3

– Content: the figure includes two images from Wikimedia Commons, a large database

of media files.

– Source 1: https://commons.wikimedia.org/wiki/File:Blausen 0801 SkeletalMuscle.png

– Source 2: https://commons.wikimedia.org/wiki/File:Sarcomere.jpg

– License 1: Creative Commons Attribution 3.0 Unported license.

– License 1 url: https://creativecommons.org/licenses/by/3.0/deed.en

– License 2: Creative Commons Attribution 2.5 Generic license.

– License 2 url: https://creativecommons.org/licenses/by/2.5/

– Alterations to original files: none.

– Permission: not required.

• Fig. 3.4

– Content: the figure includes an image from Wikimedia Commons, a large database

of media files.
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– Source: https://commons.wikimedia.org/wiki/File:Conductionsystemoftheheart.

png

– License : Creative Commons Attribution 3.0 Unported license.

– License url: https://creativecommons.org/licenses/by/3.0/deed.en

– Alterations to original file: none.

– Permission: not required.

• Fig. 3.5

– Content: an altered version of Fig.2(a) from [190].

– Original article: https://doi.org/10.3390/cells8111331. This article was published

in Cells, Vol 8, Issue 11, Authors: Sophie Kussauer, Robert David and Heiko Lemcke,

Title of article: hiPSCs Derived Cardiac Cells for Drug and Toxicity Screening and

Disease Modeling: What Micro- Electrode-Array Analyses Can Tell Us, Copyright

MDPI (2019).

– License: Creative Common CC BY license.

– License url: https://creativecommons.org/licenses/by/4.0/

– Alterations to original file: none. Note that we use only one of the three panels

of the original figure.

– Permission: not required as per the MDPI Open Access Information and Policy

webpage, see https://www.mdpi.com/openaccess

• Fig. 3.6

– Content: the figure includes two images from Wikimedia Commons, a large database

of media files.

– Source 1: https://commons.wikimedia.org/wiki/File:SinusRhythmLabels.svg#

/media/File:SinusRhythmLabels.svg

– Source 2: https://commons.wikimedia.org/wiki/File:Normal_Sinus_Rhythm_

Unlabeled.jpg

– License 1: public domain.

– License 2: Creative Commons Attribution-Share Alike 3.0 Unported license.

288

https://commons.wikimedia.org/wiki/File:Conductionsystemoftheheart.png
https://commons.wikimedia.org/wiki/File:Conductionsystemoftheheart.png
https://creativecommons.org/licenses/by/3.0/deed.en
https://doi.org/10.3390/cells8111331
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/openaccess
https://commons.wikimedia.org/wiki/File:SinusRhythmLabels.svg#/media/File:SinusRhythmLabels.svg
https://commons.wikimedia.org/wiki/File:SinusRhythmLabels.svg#/media/File:SinusRhythmLabels.svg
https://commons.wikimedia.org/wiki/File:Normal_Sinus_Rhythm_Unlabeled.jpg
https://commons.wikimedia.org/wiki/File:Normal_Sinus_Rhythm_Unlabeled.jpg


– License 2 url: https://creativecommons.org/licenses/by-sa/3.0/deed.en

– Alterations to original files: significant alterations have been applied to the figure

appearing in panel (b).

– Permission: not required.

• Fig. 3.7

– Content: The figure includes images appearing in Fig. 3(a)-(b) from [207].

– Original article: https://doi.org/10.1016/j.vascn.2017.04.002. This article was

published in Journal of Pharmacological and Toxicological Methods, Vol 87, Au-

thors: Hai Huang, Michael K.Pugsley, Bernard Fermini, Michael J.Curtis, John Ko-

erner, Michael Accardi and Simon Authier, Title of article: Cardiac voltage-gated

ion channels in safety pharmacology: Review of the landscape leading to the CiPA

initiative, Page Nos: 11-23, Copyright Elsevier (2017).

– License: Creative Commons Attribution-Non Commercial-No Derivatives License

(CC BY NC ND)

– License url: https://creativecommons.org/licenses/by-nc-nd/4.0/

– Alterations to original file: minor. We split the original figure into two distinct

figures and removed some textual elements.

– Permission: permission obtained from Elsevier on June 11st 2021.

• Fig. 3.11

– Content: The figure includes two images appearing in the graphical abstract of

[263].

– Original article: https://doi.org/10.1016/j.addr.2019.05.011. This article was pub-

lished in Advanced Drug Delivery Reviews, Vol 146, Authors: Svenja Hinderer and

Katja Schenke-Layland, Title of article: Cardiac fibrosis – A short review of causes

and therapeutic strategies, Page Nos: 77-82, Copyright Elsevier (2019).

– License: Creative Commons CC-BY license.

– License url: https://creativecommons.org/licenses/by/4.0/
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– Alterations to original file: major. Note that we have extracted the two close-

in images from the graphical abstract, i.e., displaying tissues with different fibrotic

burdens, and re-arranged them into a two adjacent panels figure.

– Permission: permission obtained from Elsevier on June 14th 2021.

• Fig. 3.15

– Content: The figure originally appeared in [304] and was used in Fig.15 in [20].

– Original article: https://doi.org/10.1103/PhysRevE.94.042401. This article was

published in Physical Review E, Vol 94, Issue 4, Authors: Kishan A. Manani, Kim

Christensen, and Nicholas S. Peters, Title of article: Myocardial architecture and pa-

tient variability in clinical patterns of atrial fibrillation, Copyright American Physical

Society (2016).

– License: Creative Commons Attribution 3.0 license.

– License url: https://creativecommons.org/licenses/by/3.0/

– Alterations to original file: none.

– Permission: the license associated with the original manuscript [304] allowed us to

re-use this figure without additional permissions.

• Fig. 3.30

– Content: The figure originally appeared in [27] and was used in Fig.3 (top panel)

in [26].

– Original article: https://doi.org/10.1093/cvr/cvaa141. This article was published

in Cardiovascular Research, Vol 117, Issue 4, Authors: Balvinder S Handa, Xinyang

Li, Nicoleta Baxan, Caroline H Roney, Anastasia Shchendrygina, Catherine A Mans-

field et al., Title of article: Ventricular fibrillation mechanism and global fibrillatory

organization are determined by gap junction coupling and fibrosis pattern, Page Nos:

1078-1090, Copyright Oxford University Press (2020).

– License: Creative Commons CC BY license.

– License url: https://creativecommons.org/licenses/by/4.0/

– Alterations to original file: significant as we only retained the sequence of five

heart schematics and the closest textual elements.
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– Permission: the license associated with the original manuscript [27] allowed us to

re-use this figure without additional permissions.

• Fig. 3.39

– Content: The images forming panel (a) of this figure originally appeared in [29]

and were used as part of Fig. 4 in [28].

– Original article: https://doi.org/10.1093/eurheartj/ehv233. This article was pub-

lished in European Heart Journal, Vol 36, Issue 35, Authors: Brian J. Hansen and

Jichao Zhao, Title of article: Atrial fibrillation driven by micro-anatomic intramural

re-entry revealed by simultaneous sub-epicardial and sub-endocardial optical map-

ping in explanted human hearts, Page Nos: 2390-2401, Copyright Oxford University

Press (2015).

– License number: CCC Rightslink license number 5197210170082.

– Alterations to original file: minor as the colorbar at the bottom of the two figures

extracted from Fig. 5 in [29] was removed before including these files in Fig. 4 in

[28]. In addition, the space between the two panel was reduced and the Sub-endo

and Sub-epi labels were rewritten in black.

– Permission: permission obtained from Copyright Clearance Center on November

27th 2021.

• Fig. 4.1

– Content: the figure includes two images from Wikimedia Commons, a large database

of media files.

– Source 1: https://commons.wikimedia.org/wiki/File:Chicago_bot.jpg

– Source 2: https://commons.wikimedia.org/wiki/File:Deutsche-boerse-parkett-

ffm008.jpg

– License 1: public domain.

– License 2: Creative Commons Attribution-Share Alike 3.0 Unported license.

– License 2 url: https://creativecommons.org/licenses/by-sa/3.0/deed.en

– Alterations to original files: none.

– Permission: not required.
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Appendix B

Published work: contributions and

permissions

B.1 Understanding the transition from paroxysmal to

persistent atrial fibrillation

• Authors: Alberto Ciacci, Max Falkenberg, Kishan A Manani, Tim S Evans, Nicholas S

Peters, Kim Christensen.

• Journal: Physical Review Research, 2 (2), 2020.

• DOI: https://doi.org/10.1103/PhysRevResearch.2.023311

• Personal contributions: As primary co-author, I provided a broad contribution to this

project by focusing on several major tasks such as the development of the underlying

theory, the development of computational models and tools, computer-based simulations,

presentation of the experimental results and writing of the manuscript. Note that an

initial version of the mean-field model was introduced by Kishan Manani in [296] while

its continuous extension was derived by Tim Evans.

• Sections and subsections containing text from this work: 3.3.3, 3.3.5, 3.4.2, 3.5

and related subsections, appendix D and related sections and subsections.
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• Figures extracted from this work: 3.12, 3.13, 3.14, 3.15 (used with permission from

[304]), 3.16, 3.17, 3.18, 3.19, 3.20, 3.21, 3.22, 3.23, 3.24, 3.25, 3.26, D.1, D.2, D.3, D.4,

D.5, D.6, D.7, D.8, D.9, D.10, D.11, D.12, D.13, D.14, D.15, D.16

• License: Creative Commons Attribution 4.0 International license.

• License url: https://creativecommons.org/licenses/by/4.0/

• Alterations to original article: The ordering of sections and subsections have been

altered to fit the structure of this dissertation. Text from the original article has been

amended to fit the structure, notations and other aspects of this dissertation.

• Permissions for reusing text and images: It is not necessary to obtain permission

to reuse this article or its components as it is available under the terms of the Creative

Commons Attribution 4.0 International license. This license permits unrestricted use,

distribution, and reproduction in any medium, provided attribution to the author(s) and

the published article’s title, journal citation, and DOI are maintained. Please note that

some figures may have been included with permission from other third parties. It is your

responsibility to obtain the proper permission from the rights holder directly for these

figures. (statement extracted from the Physical Review Research webpage of this article).

B.2 Increased gap-junction coupling terminates myocar-

dial fibrillation by optimising phase singularity meander-

an insilico study

• Authors: Max Falkenberg, Alberto Ciacci, Gwyneth Matthews, Jack Way, Balvinder

Handa, Li Xinyang, Nicholas S Peters, Fu Siong Ng, Kim Christensen.

• Journal: The manuscript is about to be submitted to a scientific journal.

• Personal contributions: As primary co-author, I provided a broad contribution to this

project by focusing on several major tasks such as the development of the underlying

theory, the development of computational models and tools, computer-based simulations,

presentation of the experimental results and writing of the manuscript. Note that the

phase-singularities detection algorithm was previously described and used in [314].
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• Sections and subsections containing text from this work: 3.6 and related subsec-

tions, appendix E and related sections and subsections.

• Figures extracted from this work: 3.27, 3.28, 3.29, 3.30 (used with permission from

[27]), 3.31, 3.32, 3.33, 3.34, E.1.

• Alterations to original article: The ordering of sections and subsections have been

altered to fit the structure of this dissertation. Text from the original article has been

amended to fit the structure, notations and other aspects of this dissertation.

• Permissions for reusing text and images: No permission is required as the manuscript

is about to be submitted to a scientific journal. A notable exception is the upper panel of

Fig. 3.30, which includes material from [27], see appendix A for details about this specific

permission.

B.3 Unified mechanism of local drivers in a percolation

model of atrial fibrillation

• Authors: Max Falkenberg, Andrew J Ford, Anthony C Li, Robert Lawrence, Alberto

Ciacci, Nicholas S Peters, Kim Christensen.

• Journal: Physical Review E, 100 (6), 2019.

• DOI: https://doi.org/10.1103/PhysRevE.100.062406

• Personal contributions: As secondary co-author, I specifically focused on the theoret-

ical foundations of the model and the writing of certain segments of the manuscript.

• Sections and subsections containing text from this work: 3.3.3, 3.7 and related

subsections, appendix F and related sections and subsections.

• Figures extracted from this work: 3.35, 3.36, 3.37, 3.38, 3.39 (used with permission

from [29]), 3.40, F.1, F.2, H.2, F.4.

• License: Creative Commons Attribution 4.0 International license.

• License url: https://creativecommons.org/licenses/by/4.0/
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• Alterations to original article: The ordering of sections and subsections have been

altered to fit the structure of this dissertation. Text from the original article has been

amended to fit the structure, notations and other aspects of this dissertation.

• Permissions for reusing text and images: It is not necessary to obtain permission

to reuse this article or its components as it is available under the terms of the Creative

Commons Attribution 4.0 International license. This license permits unrestricted use,

distribution, and reproduction in any medium, provided attribution to the author(s) and

the published article’s title, journal citation, and DOI are maintained. Please note that

some figures may have been included with permission from other third parties. It is your

responsibility to obtain the proper permission from the rights holder directly for these

figures (statement extracted from the Physical Review E webpage of this article).

B.4 The microscopic relationships between triangular

arbitrage and cross-currency correlations in a sim-

ple agent based model of foreign exchange markets

• Authors: Alberto Ciacci, Takumi Sueshige, Hideki Takayasu, Kim Christensen, Misako

Takayasu.

• Journal: PLoS one, 15 (6), 2020.

• DOI: https://doi.org/10.1371/journal.pone.0234709

• Personal contributions: As primary co-author, I provided a broad contribution to this

project by focusing on several major tasks such as the development of the underlying

theory, the development of computational models and tools, computer-based simulations,

presentation of the experimental results and writing of the manuscript.

• Sections and subsections containing text from this work: 4.2.3, 4.4.3, 4.5 and

related subsections, section C.1.1 and related subsections in appendix C and appendix G

and related sections and subsections.
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• Figures extracted from this work: 4.3, 4.5, 4.6, 4.7, 4.8, 4.9, 4.10, 4.11, 4.12, 4.13,

4.14, 4.15, 4.16, 4.17, 4.18, 4.19, C.1, G.1, G.2, G.3, G.4, G.5, G.6.

• License: Creative Commons Attribution 4.0 International license.

• License url: https://creativecommons.org/licenses/by/4.0/

• Alterations to original article: The ordering of sections and subsections have been

altered to fit the structure of this dissertation. Text from the original article has been

amended to fit the structure, notations and other aspects of this dissertation.

• Permissions for reusing text and images: This is an open access article distributed

under the terms of the Creative Commons Attribution License, which permits unrestricted

use, distribution, and reproduction in any medium, provided the original author and

source are credited (statement extracted from the PLoS One webpage of this article).

B.5 Liquidity Fluctuations and the Latent Dynamics of

Price Impact

• Authors: Luca Philippe Mertens, Alberto Ciacci, Fabrizio Lillo, Giulia Livieri.

• Journal: Quantitative Finance, 1-21, 2021.

• Journal website: https://www.tandfonline.com/

• Required Acknowledgment:

“This is an ‘Original Manuscript’ of an article published by Taylor & Francis

Group in Quantitative Finance on 19 Jul 2021, available online:

https://doi.org/10.1080/14697688.2021.1947511”

• Personal contributions: As primary co-author, I provided a broad contribution to this

project by focusing on several major tasks such as the development of the underlying

theory, the development of computational models and tools, computer-based simulations,

presentation of the experimental results and writing of the manuscript. Note that a

seminal version of the model introduced in this paper was proposed by Luca Philippe

Mertens in an earlier preprint. We introduce a variety of changes to that model, most

notably, the ability to disentangle the intraday pattern of price impact.
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• Sections and subsections containing text from this work: 4.6 and related subsec-

tions, section C.1.2 and related subsections in appendix C and appendix H and related

section and subsections.

• Figures extracted from this work: 4.20, 4.21, 4.22, 4.23, 4.24, 4.25, 4.26, H.1, H.2,

H.3

• Alterations to original article: The ordering of sections and subsections have been

altered to fit the structure of this dissertation. Text from the original article has been

amended to fit the structure, notations and other aspects of this dissertation. These

modifications do not alter the results and the overall message of the original article.

• Permissions for reusing text and images: I forwarded a formal request to Taylor

& Francis to obtain the required permissions to re-use the contents of this article. My

request was followed by direct discussions in which I obtained permissions to re-use and

amend the most recent submitted version, i.e., the “Original Manuscript”. The official

license terms reported below:

We will be pleased to grant permission to reproduce your article as it was

originally submitted to the journal on the condition that you make the following

acknowledgement:

“This is an ‘Original Manuscript’ of an article published by Taylor & Francis

Group in Quantitative Finance on 19 Jul 2021, available online:

https://doi.org/10.1080/14697688.2021.1947511”

You will also need to obtain permission from any co-author’s of this article.

Please note we are unable to grant you permission to include the final accepted

version within the 18 month embargo period.

Please note: This does not allow the use of the Version of Record (VoR) to

be posted online, however you may include the VoR as an Appendix to the

printed version of your thesis / dissertation. (The Version of Record (VoR) is

the final, definitive, citable version of your paper, which has been copyedited,

typeset, had metadata applied, and has been allocated a DOI; the PDF version

on Taylor Francis Online)

Using a DOI to link to the VoR on Taylor Francis Online means that downloads,

Altmetric data, and citations can be tracked and collated – data you can use
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to assess the impact of your work.

This permission does not cover any third party copyrighted work which may

appear in the material requested.
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Appendix C

Data description and access

Note

This appendix includes text and images that have been extracted, with any eventual

alteration and extension, from articles I have co-authored [34] and [345]. This material

appears in the following subsections:

• C.1.1 (from [34])

• C.1.2 (from [345])

Details on copyrights, permissions and personal contributions to [34] and [345] are

reported in appendices B.4 and 4.6, respectively.

Note that for copyrights reasons material appearing in appendix C.1.2 is extracted from

[345], which is the latest pre-print preceding [37], i.e., the published version.

C.1 Introduction

Modern financial markets are extremely complex systems in which a myriad of agents exchange

financial instruments by submitting buy and sell orders in an electronic queueing system, i.e.,

the LOB. In a recent report [419], Bank of International Settlement (BIS henceforth) report

that the price discovery process in equity, futures and certain segments of currency and bond

markets is substantially driven by sophisticated and fast algorithmic strategies that actively

interact with the LOB. These systems rely on fast data feeds and are capable of reacting to
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the most recent market event, e.g., by deleting or submitting a limit order, in extremely short

time windows. To put this into context, a restricted pool of participants in the EBS market,

i.e, an important inter-dealer market for currency spot trading, are able to receive feed updates

every 5ms (milliseconds) since early 2017 [419] while recent data reveals that high frequency

trading firms (HFTs henceforth), i.e., companies adopting state-of-art technology to support

extremely fast trading, are able to act within time windows that are substantially shorter than

100µs (microseconds) [420].

The afore discussed scenario clearly suggest that a significant fraction of financial ecosystems

are populated by sophisticated agents interacting at a very intense pace. The characteristic

time scales of contemporary electronic trading are way beyond human perception, hence, these

systems cannot be analyzed without accessible records of the long sequence of events, e.g., a

submission of a limit order, that govern the regular trading activity across the globe [421].

Luckily, the technological progresses of the last decades have significantly weakened various

barriers in the collection, processing and distribution of granular trading data, thus offering

practitioners, academics and regulators the possibility of examining the microscopic dynamics

of financial markets.

As discussed in the LOBSTER white paper [421], a practicable, yet non-trivial approach to the

construction of a ready-to-use limit order book dataset consists in i) obtaining compressed raw

message streams data, such as the ITCH protocol, reporting the entire flow of orders submis-

sions, executions and deletions and ii) embarking in the arduous challenge of reconstructing the

dynamics of the LOB from this data stream. A typical layout of the outcome of this procedure

include a message file in which the i-th row reports an event, e.g., a buy limit order execution

of k units at time t, and an orderbook file in which the i-th row displays the state of the LOB,

e.g., best bid price bt with volume V b
t and best ask price at with volume V a

t , before or after

the i-th event, see [421] for example. The terms of the agreement between providers and their

clients regulate the amount of information that end-users can access from reconstructed LOB

data. The quality and costs of this product are the resultant of many underlying variables,

such as the overall correctness of the reported information, the number of available markets

and products, the covered time window and the available depth, i.e., the number of LOB levels.

In the following appendices we introduce two LOB data sets that have been used in the analyses

presented in this dissertation. Appendix C.1.1 examines the Electronic Broking Services Ultra,

a real-time feed of foreign exchange spot prices recorded in the Electronic Broking Services
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Market, i.e., a longstanding and dominant platform for accessing liquidity in several currency

markets [422, 423]. Appendix C.1.2 discusses LOBSTER, an online data provider specializing

in the reconstruction of NASDAQ Historical TotalView-ITCH files1 into accessible data sets re-

porting the flow of limit order submissions, cancellations and executions and the event-by-event

evolution of the LOB state for every stock traded on the NASDAQ [424].

C.1.1 The Electronic Broking Services market dataset

Overview

Electronic Broking Services (EBS henceforth) is an important inter-dealer electronic platform

for FX spot trading [376]. Trading is organized in LOBs and estimates suggest that approxi-

mately 70% of the orders are posted by algorithms [376]. The empirical analysis presented in

this thesis is based on highly granular LOB data provided by EBS. We cover three major FX

rates, USD/JPY, EUR/USD and EUR/JPY, across four years of trading activity (2011-2014).

The EBS dataset provides a 24-7 coverage of the trading activity (from 00:00:00.000 GMT

Monday to 23:59:59.999 GMT Sunday included), thus offering a complete and uninterrupted

record of the flow of submissions, executions and deletions occurring in the first ten price lev-

els of the bid and ask sides of the LOB, see table C.1 for further details. The shortest time

Date Timestamp Market Event Direction Depth Price Volume

2011-05-10 09.00.00.000 USD/JPY Deal Buy 1st 100.000 1
...

...
...

...
...

...
...

...

2011-10-21 21.00.00.000 EUR/USD Quote Ask 3rd 0.8000 5

Table C.1: EBS dataset structure. Each record (i.e., row) corresponds to a specific market

event. Records are reported in chronological order (top to bottom) and include the following

details: i) date (yyyy-mm-dd), ii) timestamp (GMT), iii) the market in which the event took

place, iv) event type (submission (Quote) or execution (Deal) of visible or hidden limit orders),

v) direction of limit orders (Buy/Sell for deals and Bid/Ask for quotes), vi) depth (number of

occupied levels) between the specified price and the best price, vii) price and viii) units specified

in the limit order.

1For further details see http://nasdaqtrader.com/Trader.aspx?id=ITCH
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window between consecutive records is 100 millisecond (ms). Events occurring within 100 ms

are aggregated and recorded at the nearest available timestamp. The tick size has changed

two times within the considered four years window, see [387] and table C.2 for further details.

The EBS dataset, in virtue of its features, is a reliable source of granular market data. First,

Initial Month USD/JPY EUR/USD EUR/JPY

2011-03 0.01 0.0001 0.01

2012-09 0.001 0.00001 0.001

- 0.005 0.00005 0.005

Table C.2: Tick sizes adopted in the EBS market. EBS has changed the tick size twice

in the period between January 1st 2011 and December 31st 2014. The table reports the initial

month (yyyy-mm) of each implementation period (first column) and the corresponding tick size

in the USD/JPY (second column), EUR/USD (third column) and EUR/JPY (fourth column)

markets. See [387] for further details.

EBS directly collects data from its own trading platform. This prevents the common issues

associated to the presence of third parties during the recording process, such as interpolations

of missing data and input errors (e.g., incorrect timestamps or order types). Second, the EBS

dataset offers a continuous record of LOB events across a wide spectrum of currencies, thus

becoming a natural choice for cross-sectional studies (e.g., triangular arbitrage or correlation

networks). Third, in spite of the increasing competition, the EBS platform has remained a key

channel for accessing FX markets for more than two decades by connecting traders across more

than 50 countries [425, 422]. The enduring relevance of this platform has been guaranteed by

the fairness and the competitiveness of the quoted prices.

Access

The raw data used in appendices C.1.1 and G and section 4.5 was purchased from EBS Service

Company Limited, with no special access privileges. Since EBS Service Company Limited cre-

ated this dataset for sales purpose, the contract between EBS Service Company Limited and the

authors does not allow to distribute data samples. Those researchers interested in analyzing his-

torical data of the EBS Market are advised to contact EBS Service Company Limited at the fol-

lowing website: https://www.cmegroup.com/tools-information/contacts-list/ebs-support.html.
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Figure C.1: Mid price patterns. The panels show the dynamics of the mid price between

January 1st 2011 and December 31st 2014 in the EUR/USD (top panels), USD/JPY (middle

panels) and EUR/JPY (bottom panels) markets. This figure has been extracted from [34], see

appendix B.4 for details about attributions and permissions.

To access the dataset employed in appendices C.1.1 and G and section 4.5, researchers should

discuss the availability and sales of historical limit order book data of the EUR/USD, USD/JPY

and EUR/JPY EBS spot FX markets between January 1st 2011 and December 31st 2014.

C.1.2 LOBSTER dataset

Overview

We use data collected from the NASDAQ Historical TotalView-ITCH and extracted through

LOBSTER [421]. The dataset contains the history of all trades, orders and cancellations

submitted at the best quotes to the NASDAQ stock exchange during standard trading hours2

On the NASDAQ platform each stock is traded in a separate LOB with price-time priority and

a tick size of δ = $ 0.01. Although this tick size is the same for all stocks, the prices of different

stocks vary across several orders of magnitude. As it is customary on the financial literature,

we refer to large-tick stocks if the ratio between δ and the average stock price, i.e. the relative

2NASDAQ standard trading hours are between 09:30 and 16:00 EST.
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tick size, is large and to small-tick stocks if this quantity is small. The model of Cont et al.

[36] is particularly suitable for large-tick assets because small tick assets are characterized by

small queues and sparse LOB [401, 426]. Thus, all our developments are illustrated on five

specific examples of large-tick stocks from the NASDAQ 100 index: Microsoft Corp (MSFT

henceforth), Comcast Corp (CMCSA henceforth), Intel Corp (INTC henceforth), Cisco System

Inc (CSCO henceforth), Apple Inc. (AAPL henceforth). The relative tick sizes spans between

4.27 and 1.36 basis points. Dates range from January 4th 2016 to June 30th 2016, for a total

of 125 days. The average mid-price of each stock along with its standard deviation over the

sample period is reported in the third column of table C.3. The fifth and seventh column of

table C.3 outline time-weighted bid-ask spreads in dollars and as a percentage of the prevailing

quoted midpoint3. Table C.4 presents more detailed summary statistics for the covered LOBs.

Limit orders, market orders and cancellations are reported both in terms of number of events,

i.e., #Ev., and of average volume, i.e., Avg.Vol. We observe higher activities in limit orders

and cancellations than in market orders. Moreover the activity on the ask and the bid side of

the LOBs is quite symmetric.

Relative

Stock Ticker Mid-price Spread Spread

Avg. Std Avg. Std Avg. Std

Cisco System Inc CSCO 26.910 1.870 0.011 0.000 4.27 0.35

Intel Corp INTC 30.994 1.209 0.012 0.000 3.74 0.21

Microsoft Corp MSFT 52.150 1.819 0.012 0.000 2.35 0.10

Comcast Corp CMCSA 59.779 2.896 0.013 0.000 2.10 0.14

Apple Inc. AAPL 99.502 5.463 0.013 0.001 1.36 0.11

Table C.3: Descriptive statistics for the investigated NASDAQ prices time series.

The sample period spans between January 4th 2016 to June 30th 2016. Mid-price and Spread

are reported in dollar unit ($). The Relative Spread is reported in basis point unit. Stocks are

sorted by average price or by spread, i.e. inversely by relative tick size.

3We note, however, that spreads calculated on displayed liquidity may overestimate the effective spreads

actually paid or received due to non-displayed orders. On NASDAQ non-displayed orders are not visible until

executed.
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Symbol BidQ1,ℓ AskQ1,ℓ

#Ev. Avg.Vol. #Ev. Avg.Vol.

CSCO 83746.38 1004.59 85574.85 1018.82

INTC 107735.19 1027.75 109450.99 1052.25

MSFT 190464.74 1776.54 190903.58 1755.47

CMCSA 90841.02 715.31 91874.22 724.14

AAPL 206612.51 2460.25 210055.42 2507.16

Symbol BidQ1,c AskQ1,c

#Ev. Avg.Vol. # Ev. Avg.Vol.

CSCO 69306.98 809.28 71667.87 823.32

INTC 89663.46 824.30 91820.30 849.24

MSFT 154535.32 1351.72 156275.93 1355.95

CMCSA 74455.99 561.90 76142.54 575.87

AAPL 183007.70 2091.56 185826.46 2137.03

Symbol BidQ1,m AskQ1,m

#Ev. Avg.Vol. #Ev. Avg.Vol.

CSCO 7481.11 54.04 10983.63 70.47

INTC 9429.46 60.24 12460.66 76.54

MSFT 18022.72 141.13 23296.63 196.48

CMCSA 9460.17 62.16 11637.26 80.69

AAPL 21011.42 247.76 25953.06 320.13

Table C.4: Sample statistics for the investigated NASDAQ limit order books. The

sample period spans between January 4th 2016 to June 30th 2016. Top table: the amount of

limit orders at the best bid (BidQ1,ℓ) and ask (AskQ1,ℓ). Mid table: the amount of cancellations

of bid limit orders (BidQ1,c) and ask limit orders (AskQ1,c). Bottom table: the amount of sell

market orders (BidQ1,m) and buy market orders (AskQ1,m). Quantities are characterized in

term of both number of events (#Ev.) and average volume (Avg.Vol.) measured in number of

shares.
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Access

The raw data used in appendices C.1.2 and H and section 4.6 was provided by the CFM-Imperial

Institute of Quantitative Finance at Imperial College London. To access the dataset employed

in appendices C.1.2 and H and section 4.6, researchers should contact the the CFM-Imperial

Institute of Quantitative Finance, see https://www.imperial.ac.uk/quantitative-finance/, or the

data provider LOBSTER, see https://lobsterdata.com/.
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Appendix D

Supplementary materials for sections

3.4.2 and 3.5

Note

This appendix includes text and images that have been extracted, with any eventual

alteration and extension, from an article I have co-authored [20]. This material appears

in the following sections:

• D.1

• D.2

• D.3

• D.4.

Details on copyrights, permissions and personal contributions to [20] are reported in

appendix B.1.
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D.1 Activation maps for critical structures appearing in

Fig. 3.14

Figure D.1: Activation and deactivation of the critical structure presented in

Fig. 3.14 (a). Resting cells are shown in black. Excited cells are shown in white. Refractory

cells are shown in grey-scale with a yellow border. Green arrows indicate the movement of

the excitation wavefront. Red bordered cells are susceptible to conduction block. A red cross

indicates that a cell susceptible to conduction block has failed to activate when prompted to

do so by a neighbour. The blue box indicates the region corresponding to an active re-entrant

circuit. This figure has been extracted from [20], see appendix B.1 for details about attributions

and permissions.
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Figure D.2: Activation and deactivation of the critical structure presented in

Fig. 3.14 (b). Resting cells are shown in black. Excited cells are shown in white. Refractory

cells are shown in grey-scale with a yellow border. Green arrows indicate the movement of

the excitation wavefront. Red bordered cells are susceptible to conduction block. A red cross

indicates that a cell susceptible to conduction block has failed to activate when prompted to

do so by a neighbour. The blue box indicates the region corresponding to an active re-entrant

circuit. This figure has been extracted from [20], see appendix B.1 for details about attributions

and permissions.
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Figure D.3: Successful activation of the critical structure presented in Fig. 3.14 (c).

Resting cells are shown in black. Excited cells are shown in white. Refractory cells are shown

in grey-scale with a yellow border. Green arrows indicate the movement of the excitation

wavefront. Red bordered cells are susceptible to conduction block. A red cross indicates that

a cell susceptible to conduction block has failed to activate when prompted to do so by a

neighbour. The blue box indicates the region corresponding to an active re-entrant circuit.

This figure has been extracted from [20], see appendix B.1 for details about attributions and

permissions.
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Figure D.4: Failed activation of the critical structure presented in Fig. 3.14 (c).

Resting cells are shown in black. Excited cells are shown in white. Refractory cells are shown

in grey-scale with a yellow border. Green arrows indicate the movement of the excitation

wavefront. Red bordered cells are susceptible to conduction block. A red cross indicates that

a cell susceptible to conduction block has failed to activate when prompted to do so by a

neighbour. The blue box indicates the region corresponding to an active re-entrant circuit.

This figure has been extracted from [20], see appendix B.1 for details about attributions and

permissions.
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Figure D.5: Successful activation of the critical structure presented in Fig. 3.14 (d).

Resting cells are shown in black. Excited cells are shown in white. Refractory cells are shown

in grey-scale with a yellow border. Green arrows indicate the movement of the excitation

wavefront. Red bordered cells are susceptible to conduction block. A red cross indicates that

a cell susceptible to conduction block has failed to activate when prompted to do so by a

neighbour. The blue box indicates the region corresponding to an active re-entrant circuit.

This figure has been extracted from [20], see appendix B.1 for details about attributions and

permissions.

312



Figure D.6: Failed activation of the critical structure presented in Fig. 3.14 (d).

Resting cells are shown in black. Excited cells are shown in white. Refractory cells are shown

in grey-scale with a yellow border. Green arrows indicate the movement of the excitation

wavefront. Red bordered cells are susceptible to conduction block. A red cross indicates that

a cell susceptible to conduction block has failed to activate when prompted to do so by a

neighbour. The blue box indicates the region corresponding to an active re-entrant circuit.

This figure has been extracted from [20], see appendix B.1 for details about attributions and

permissions.
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Figure D.7: Successful activation of the critical structure presented in Fig. 3.14 (e).

Resting cells are shown in black. Excited cells are shown in white. Refractory cells are shown

in grey-scale with a yellow border. Green arrows indicate the movement of the excitation

wavefront. Red bordered cells are susceptible to conduction block. A red cross indicates that

a cell susceptible to conduction block has failed to activate when prompted to do so by a

neighbour. The blue box indicates the region corresponding to an active re-entrant circuit.

This figure has been extracted from [20], see appendix B.1 for details about attributions and

permissions.
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Figure D.8: Failed activation of the critical structure presented in Fig. 3.14 (e).

Resting cells are shown in black. Excited cells are shown in white. Refractory cells are shown

in grey-scale with a yellow border. Green arrows indicate the movement of the excitation

wavefront. Red bordered cells are susceptible to conduction block. A red cross indicates that

a cell susceptible to conduction block has failed to activate when prompted to do so by a

neighbour. The blue box indicates the region corresponding to an active re-entrant circuit.

This figure has been extracted from [20], see appendix B.1 for details about attributions and

permissions.
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Figure D.9: Successful activation of the critical structure presented in Fig. 3.14 (f).

Resting cells are shown in black. Excited cells are shown in white. Refractory cells are shown

in grey-scale with a yellow border. Green arrows indicate the movement of the excitation

wavefront. Red bordered cells are susceptible to conduction block. A red cross indicates that

a cell susceptible to conduction block has failed to activate when prompted to do so by a

neighbour. The blue box indicates the region corresponding to an active re-entrant circuit.

This figure has been extracted from [20], see appendix B.1 for details about attributions and

permissions.

316



Figure D.10: Failed activation of the critical structure presented in Fig. 3.14. Rest-

ing cells are shown in black. Excited cells are shown in white. Refractory cells are shown in

grey-scale with a yellow border. Green arrows indicate the movement of the excitation wave-

front. Red bordered cells are susceptible to conduction block. A red cross indicates that a cell

susceptible to conduction block has failed to activate when prompted to do so by a neighbour.

The blue box indicates the region corresponding to an active re-entrant circuit. This figure has

been extracted from [20], see appendix B.1 for details about attributions and permissions.
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D.2 Activation maps for critical structures appearing in

Figs. 3.23-3.24

Figure D.11: Activation and deactivation of the complex critical structure presented

in Fig. 3.23. Resting cells are shown in black. Excited cells are shown in white. Refractory

cells are shown in grey-scale with a yellow border. Green arrows indicate the movement of

the excitation wavefront. Red bordered cells are susceptible to conduction block. A red cross

indicates that a cell susceptible to conduction block has failed to activate when prompted to

do so by a neighbour. The blue box indicates the region corresponding to an active re-entrant

circuit. This figure has been extracted from [20], see appendix B.1 for details about attributions

and permissions.
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Figure D.12: Sequence of activations of the coupled re-entrant circuits presented in

Fig. 3.24. Resting cells are shown in black. Excited cells are shown in white. Refractory

cells are shown in grey-scale with a yellow border. Green arrows indicate the movement of

the excitation wavefront. Red bordered cells are susceptible to conduction block. A red cross

indicates that a cell susceptible to conduction block has failed to activate when prompted to

do so by a neighbour. The blue box indicates the region corresponding to an active re-entrant

circuit. This figure has been extracted from [20], see appendix B.1 for details about attributions

and permissions.
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D.3 Activation patterns in the CMP Model

The CMP model is a highly simplified, physics style model of AF, focusing on the initiation

and maintenance of micro-anatomical re-entrant circuits. The CMP model does not consider

the maintenance of AF from rotors (spiral waves). As a result, the macroscopic activation

patterns in the CMP model do not directly reflect what might be observed clinically or in other

reaction-diffusion models of fibrillation.

Figure D.13: Activation patterns in SR, paroxysmal AF and persistent AF. The

number of active cells per time step, a(t); top row, and the corresponding activation patterns

observed in a 100 × 100 snapshot of the CMP model, bottom row, in (a) sinus rhythm, (b)

paroxysmal AF, and (c) persistent AF. Active nodes are shown in white, refractory in greyscale,

and resting in black. This figure has been extracted from [20], see appendix B.1 for details about

attributions and permissions.

Fig. D.13 shows typical activation patterns observed in the CMP model and the corresponding

trace of the number of active cells. As expected, in sinus rhythm, the number of active cells

is constant and falls below the threshold for AF. When the number of active cells exceeds

the AF threshold, we can observe a number of different AF phenotypes in the CMP model

from paroxysmal to persistent AF. Qualitatively, the activation patterns in paroxysmal and

persistent AF do not show major differences, although persistent AF is typically associated
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with a higher dominant frequency of activation. Interestingly, their is some clinical evidence

to suggest that increased dominant frequency predicts an increase in the persistence of AF

[427]. In Fig. 3.17 (h), an episode of persistent AF is shown where is the number of active cells

is stable over time. The simulation was generated at ν⊥ = 0.11, where the average number

of simple structures in the CMP model is N < 2, see appendix D.4. This suggests that the

example shown in Fig. 3.17(h) could plausibly be the result of one single stable re-entrant

circuit (although not a simple one). As a result, this example may be better thought of as a

persistent episode of AT rather than AF. However, many examples of persistent AF are also

observed in the CMP model where the number of active cells shows frequent fluctuations, but

where the activation remains above the AF threshold, see Fig. D.14.

Figure D.14: An example of persistent AF in the CMP model. When ν⊥ = 0.05 the

number of active nodes per time step shows significant fluctuations over time. The black line

indicates the raw data, with the red line indicating the moving average over a time window of

T = 220. The blue dashed line indicates the threshold above which the CMP model is said

to be in persistent AF. This figure has been extracted from [20], see appendix B.1 for details

about attributions and permissions.
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D.4 Correspondence between the number of simple re-

entrant circuits and overall coupling

As discussed in section 3.5.4, it is possible to identify the number of simple critical structures,

N , regions capable of forming a simple re-entrant circuit, in a given instance of the CMP model.

Previously, we have presented the time in AF in the CMP model as a function of the overall

coupling ν⊥.
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Figure D.15: Critical structures and time in AF. The average time in AF for the cCMP

(red) and MF (blue) models as a function of (1) the number of tracked simple critical structures

N in the cCMP model, or (2) the MF model with the corresponding number of particles.

This figure has been extracted from [20], see appendix B.1 for details about attributions and

permissions.

In Fig. D.15 we show the time in AF as a function of the number of critical structures, N ,

identified in the cCMP model where we control the placement of conduction blocking nodes.

For each instance of the cCMP model, the corresponding value of N is used to generate a

simulation of the MF model. Fig. D.15 demonstrates that at low N (N < 2), the time in AF

in the cCMP model slightly exceeds the corresponding value of the MF model. In contrast,

the converse is observed at large N (N > 2) where the time in AF in the MF model exceeds

the corresponding value in the cCMP model. This is a consequence of the spatial elements
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of the cCMP model which are absent in the MF model. At low N , AF episodes last a little

longer in the cCMP model than in the MF model (due to slight differences in the activation

and deactivation rates of the models). Conversely, at high N , the activation (or deactivation)

of a particle in the MF model is independent of any other particle in the model, whereas in the

cCMP model, an active re-entrant circuit can suppress the activation of other critical structures

which are longer than the currently active re-entrant circuit. As a result, the time in AF in the

cCMP model is above (below) the MF value for low (high) N .
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Figure D.16: The average number of tracked simple critical structures N as a function

of the overall coupling value ν⊥ in the cCMP model. The errors bars indicate the 95%

confidence interval calculated over 50 simulations. This figure has been extracted from [20], see

appendix B.1 for details about attributions and permissions.

Fig. D.16 shows the average number of simple critical structures detected in an instance of

the cCMP model as a function of the overall coupling, ν⊥. For Fig. D.16, the error bars have

been chosen to show the 95% confidence interval of possible N values at a given coupling value.

Fig. D.15 shows that N ≈ 2 is the crossover value above (below) which the time in AF is

larger (smaller) in the MF model than in the cCMP model. Fig. D.16 indicates that N = 2

corresponds to a coupling value of ν⊥ ≈ 0.1. Hence, the small difference in the time in AF

shown in Fig. 3.22 can be understood as being a consequence of the slightly different time in

AF values at fixed N indicated in Fig. D.15.

Note, if N = 1, a single dominant re-entrant circuit drives fibrillation in the CMP model. Hence,
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at a simplified level, this can be thought of as a form of atrial tachycardia (AT), however, this

is very rare at low coupling. When multiple drivers are competing (N > 1), the activity in the

CMP model is better associated with AF.
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Appendix E

Supplementary materials for section

3.6 ***

Note

This appendix includes text and images that have been extracted, with any eventual

alteration and extension, from an article I have co-authored [26]. This material appears

in the following sections:

• E.1

Details on copyrights, permissions and personal contributions to [26] are reported in

appendix B.2.

E.1 Parameters calibration

To induce fibrillation in the in-silico model, we must define a suitable action potential duration

(APD henceforth) restitution curve and an appropriate activation function for the probability of

a cell depolarising as a function of its received charge (in dimensionless units). These functions

are outlined in Eqs. (3.24) and (3.23).

Calibrating the APD restitution curve and activation probability function is non-trivial given

that suitable experimental data for these values during fibrillation and under the action of

gap-junction modulation is limited. As a result, several different parameter choices have been

tested to demonstrate the robustness of our results.
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The first step of model calibration involves defining the time resolution of the model. The lattice

defined for simulation purposes has dimensions 70 × 120 cells, corresponding to approximate

tissue dimensions for the experimental rat hearts of 1.4cm×2.4cm. Hence, the linear scale

of a single cell in the insilico model corresponds to 0.2mm in real space. At baseline, before

the infusion of Pinacidil or gap-junction modulation, the approximate macroscopic conduction

velocity observed in experimental rat hearts is around 100cm s−1= 1mm ms−1, such that one

cell in the insilico model is crossed in approximately ∆t = 0.2ms. This defines the microscopic

timescale of the model. At baseline with a cycle length of around 200ms, the experimental rat

hearts have an observed APD of approximately 80ms corresponding to 400 time steps in the

insilico model.

With a microscopic conduction velocity in the model of one cell per time step, the observed

APD at baseline corresponds to a refractory wavelength of approximately8 cm, significantly

larger than the experimental tissue dimensions. For this reason, fibrillation is only inducible

in the model under significant APD restitution both as a result of burst pacing and through

the simulated action of a drug such as Pinacidil. This is in line with the experimental protocol

used to induce fibrillation in the rat hearts.

A consequence of using a discrete lattice based model of fibrillation dynamics is that APD

restitution must be predefined using an appropriate restitution function, see Eq. (3.24) rather

than emerging naturally as a result of ion channel dynamics which are simulated in continuous

models of cardiac electrophysiology. However, it is not clear how to define a suitable restitution

function which accounts for APD restitution due to the action of Pinacidil and due to short

activation cycle lengths during burst pacing. As a result, we calibrate APD restitution in the

model post infusion of Pinacidil such that, for simulation purposes, the baseline action potential

duration already accounts for APD shortening from Pinacidil. Extensive data on the action

of Pinacidil in rat hearts is not available, however, in explanted human hearts Pinacidil can

shorten the baseline refractory wavelength by up to a factor of 3-4 [211]. The shortening of the

refractory wavelength is dominated by APD restitution rather than CV restitution, although at

high cycle lengths CV restitution is also observed. We reiterate here that in the discrete model

the microscopic conduction velocity is fixed. Therefore, our chosen APD restitution curve must

account for both APD and CV restitution such that the refractory wavelength at high cycle

lengths is shortened appropriately. The parameters used to define the APD restitution curve

include a maximum baseline APD, τmax, a minimum APD value which limits the extent to which
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the APD can shorten, τmin, and two arbitrary parameters which control the steepness of APD

restitution, β and γ. This approach is consistent with APD restitution methods in previous

discrete models of fibrillation [321]. Due to a lack of high quality data for APD restitution

during fibrillation, an exact, experimentally verified restitution curve is hard to derive. As an

alternative, we test a range of different plausible parameter combinations.

Firstly, we define two base restitution curves:

• Significant initial restitution from baseline with a gradual restitution slope at shorter

diastolic intervals: τmax=160, β=0.85 and γ=250, see red line in Fig. E.1. This restitution

curve exhibits significant APD heterogeneity during fibrillation.

• Moderate initial restitution from baseline with gradual initial restitution and a very steep

restitution curve at short diastolic intervals: τmax=250, β=1.5 and γ=100, see blue line

in Fig. E.1. This restitution curve exhibits significant APD heterogeneity at moderate

diastolic intervals (lower frequency fibrillation), but minimal APD heterogeneity at very

short diastolic intervals approaching 0.

These two restitution curves are tested at a minimum APD of τmin=30 and τmin=50, although

we stress that re-entry does not necessarily organise to the minimum possible APD in practice.

These minima have been chosen based on the approximate refractory wavelength observed

experimentally using optical mapping. Observing stable reentry during fibrillation, the recorded

activation maps from optical mapping show refractory wavelengths in the region of one third

to a half of the vertical length of the rat ventricles. This corresponds to approximately 35 cells

in the insilico model. Hence, the APD minima tested reasonably reflect plausible refractory

wavelengths during fibrillation.
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Figure E.1: APD restitution curves in in the model. The plot shows how the APD

restitution curve presented in Eq. (3.24) varies with the distance (in time steps) between the

current time t and the the last time step rt(i, j) in which the (i, j)-th node entered a resting

state. The colors of the two curves represent two distinct parameters set: (τmin = 30, τmax =

160, β = 0.85, γ = 250) (red) and (τmin = 30, τmax = 250, β = 1.5, γ = 100) (blue). This figure

has been extracted from [26], see appendix B.2 for details about attributions and permissions.
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Appendix F

Supplementary materials for section 3.7

Note

This appendix includes text and images that have been extracted, with any eventual

alteration and extension, from an article I have co-authored [28]. This material appears

in the following sections:

• F.1 and related subsections.

• F.2

• F.3

Details on copyrights, permissions and personal contributions to [28] are reported in

appendix B.3.

F.1 Details on model definition and calibration of the

model

F.1.1 Heart muscle structure

The area of the atrial muscle is L
′

x × L
′

y ≈ 20cm2 [297, 298] while the thickness of the atrial

muscle wall ranges from 1 mm to 7 mm [29]. A typical average is about L
′

z = 2.5 mm [299].

The atrial muscle tissue comprises tubular shaped heart muscle cells (myocytes) of length

∆x
′ ≈ 100µm and diameter ∆y

′

= ∆z
′ ≈ 20µm [293, 294]. Cells are predominantly connected
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longitudinally, forming fibres that connect transversally now and again. Hence a branching

network of anisotropic cells provides an appropriate approximation of the atrial tissue.

F.1.2 Heart muscle physiology

The membrane potential of heart muscle cells shows that they can be in one of three states:

excited, where the cell depolarizes, resting, where the cell can be depolarized by a neighbouring

active cell, and refractory, where for some time τ ′ after excitation the cell cannot be re-excited.

The shortest time scale is associated with a cell depolarizing, ∆t′ ≈ 0.6 ms, whereas the re-

fractory period lasts τ ′ ≈ 150 ms under rapid pacing. When a resting cell is induced to excite

by a neighbouring excited cell, it contracts. The propagation speed of the activation wave-

front is ∆x′/∆t′ ≈ 0.2 ms−1 and the heart’s natural pacemaker (SAN) ensures the periodic

propagation of a coordinated activation wavefront, causing atrial muscle contractions. The

rate of excitations are controlled by the pacemaker cells that regularly self-excite with period

T ′ = 300-1000 ms. For example T ′ = 660 ms corresponds to approximately 90 beats per minute.

F.1.3 Dimensionless parameters of the model

We can translate real tissue values into dimensionless model parameters. We apply a similar

conversion procedure to that presented in the original CMP model [25]. The dimension of the

simplified 3d topology are Lx = L′
x/∆x

′ = 1000, Ly = L′
y/∆x

′ = 1000 and Lz = L′
z/∆z

′ =

125. We apply a coarse grain transformation ∆x′ → b∆x′,∆y′ → b∆y′,∆z′ → b∆z′ such

that we group b3 cells within one node of the model. The propagation speed has to remain

constant ∆x′/∆t′ ≈ 0.2 ms−1 so we must also coarse grain time ∆t′ → b∆t′ [25]. By using

b = 5, we find the dimensionless parameters of the model. For the 3d pipe structure, we have

Lx = L′
x/(b∆x

′) = 200, Ly = L′
y/(b∆y

′) = 200 and Lz = L′
z/(b∆z

′) = 25. The renormalized

excitation time b∆t′ = 3 ms yields a dimensionless refractory period τ = τ ′/(b∆t′) = 50 and

pacemaker activation period T = T ′/(b∆t′) = 220, assuming T ′ = 660 ms.
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F.2 The spatial distribution of re-entrant circuits
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Figure F.1: The distribution of re-entrant circuit depth z from the endocardium

in the homogeneous model. Fibre angle ∆θ in constant across the tissue. AF progresses

from paroxysmal AF (top row) to persistent AF (bottom row). The left column is for tissues

with strong longitudinal coupling and weak transverse coupling. The central column is for

tissues with equal longitudinal and transverse coupling. The right column is for tissues with

weak longitudinal coupling and strong transverse coupling. Depth z = 0 (z = 24) corresponds

to the endocardium (epicardium). In paroxysmal AF, re-entrant circuits are predominantly

found near the atrial surfaces. When visualized from the atrial surface, these circuits will

typically appear as re-entrant or rotational activity. In persistent AF, re-entrant circuits are

uniformly distributed in the bulk of the atrial wall, away from the epicardium and endocardium.

These circuits are more likely to result in breakthrough point (focal) activation patterns when

visualized from the atrial surfaces. In the homogeneous model, the endocardium and epicardium

are equivalent due to the symmetry. This figure has been extracted from [28], see appendix B.3

for details about attributions and permissions.
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Figure F.2: The distribution of re-entrant circuit depth z from the endocardium

in the inhomogeneous model. AF progresses from paroxysmal AF (ν̄ = 0.32) to persis-

tent AF (ν̄ = 0.27). Fibre angle varies linearly across the tissue from ∆θENDO = 24◦ on the

endocardium to ∆θEPI = 42◦ on the epicardium. Depth z = 0 (z = 24) corresponds to the en-

docardium (epicardium). In the inhomogeneous model, the symmetry between the epicardium

and endocardium is broken with the stronger longitudinal coupling on the endocardium than

the epicardium. For paroxysmal AF, re-entrant circuits are predominantly found near the atrial

surfaces, and significantly more circuits cluster near the endocardium than the epicardium. This

is because fibres have much stronger longitudinal coupling on the endocardial surface than on

the epicardial surface. When visualized from the endocardium, these circuits will typically

appear as re-entrant or rotational activity. In persistent AF, re-entrant circuits are uniformly

distributed in the bulk of the atrial wall, away from the epicardium and endocardium. These

circuits are more likely to result in breakthrough point (focal) activation patterns when visual-

ized from the endocardium. As AF has progressed from paroxysmal to persistent, the average

depth of circuits from the endocardium at z = 0 has significantly increased – this hinders the

effective use of catheter ablation for those circuits deep in the atrial bulk. This figure has been

extracted from [28], see appendix B.3 for details about attributions and permissions.
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Figure F.3: Risk of AF as a function of the topological features of the system. Inho-

mogeneous coupling parameter risk curves (red graph) for various choices of fibre orientation

and tissue thickness. Inset: Histograms showing the distribution of re-entrant circuits driv-

ing AF for paroxysmal AF (top) and persistent AF (bottom) as a function of depth z from

the endocardium. Left column: Tissue thickness of 10 nodes (1.0 mm). Right column: Tis-

sue thickness of 50 nodes (5.0 mm). (a) & (b) Strong longitudinal coupling on endocardium,

∆θENDO = 10◦, and uniform coupling on the epicardium, ∆θEPI = 45◦. (c) & (d) Moderate lon-

gitudinal coupling on endocardium, ∆θENDO = 24◦, and nearly uniform coupling on epicardium,

∆θEPI = 42◦. Parameters correspond to those used in Fig. 3.38(b) of main paper. (e) & (f) Very

mild longitudinal coupling on endocardium, ∆θENDO = 40◦, and very mild transverse coupling

on epicardium, ∆θEPI = 60◦. (g) & (h) Uniform coupling on endocardium, ∆θENDO = 45◦, and

strong longitudinal coupling on epicardium, ∆θENDO = 10◦. (g) & (h) are identical to (a) &

(b) with the endocardium and epicardium swapped. This figure has been extracted from [28],

see appendix B.3 for details about attributions and permissions.
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F.3 Details on ablation experiments

To simulate the effect of ablation in the model, see Fig. 3.40, we generate 500 independent

tissues for each coupling value, ν̄. The random seeds used to generate these tissues are saved

so that the tissues can be regenerated at a later stage. An additional seed is generated for each

tissue which specifies the order in which nodes susceptible to conduction block fail to excite

when prompted by an excited neighbour.

For the global success rate of ablation, see Fig. 3.40(a), a simulation is started in each tissue

up to a maximum time of 10000 time steps. For simulations of length 10000 (∼ 45 beats), with

ϵ = 0.05 and T = 220, if a structure exists capable of generating a re-entrant circuit is present,

the probability it activates during the simulation is > 90%. If a re-entrant circuit is detected

during the evolution of the simulation, the simulation is stopped and the location of the circuit

is recorded. Otherwise, we mark this structure as containing no re-entrant circuits and move

on to the next. If a re-entrant circuit is detected, using the saved seeds, the exact same tissue

is regenerated and we reset the order in which nodes susceptible to conduction block fail to fire.

Before the simulation is restarted, a cuboid of side length 20 nodes and depth 25 nodes, centred

on the x and y co-ordinate identified as the circuit location, is destroyed, mimicking a focal

ablation. For a tissue of dimensions 200×200×25 node3, this ablation lesion corresponds to 1%

of the tissue. Destroyed nodes are permanently disabled and cannot be excited by neighbouring

excited nodes. After the ablation lesion is applied, we restart the simulation for another 10000

time steps and observe whether another re-entrant circuit emerges at a different location in the

tissue. If yes, this region can be ablated and the process can be repeated an arbitrary number

of times – at this stage the focal ablation has been unsuccessful at terminating AF globally. If

no, the ablation is considered successful and we move onto the next tissue.

The global ablation success curves shown in Fig. 3.40(a) of the main manuscript correspond to

the percentage success that ablation prevents the emergence of AF anywhere in the tissue after

a single ablation has been applied, and after up to ten individual lesions have been applied.

For the local success rate of ablation, see Fig. 3.40(b) in the main manuscript, we also generate

500 random tissues for each coupling value and save their seeds. Likewise, we save the seeds

giving the sequence of failures for the nodes susceptible to conduction block. For each tissue, we

run a simulation for up to 10000 time steps. If a re-entrant circuit is not identified we move onto

the next tissue. If a circuit is identified, a cuboid of side length 20 nodes and depth z nodes,
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centred on the x and y co-ordinate identified as the circuit location, is destroyed. Additionally,

all nodes susceptible to conduction block with coordinates outside the x and y extent of the

ablation lesion are prevented from exhibiting unidirectional conduction block. Hence, when

the simulation is restarted, a re-entrant circuit can only form in the region directly below the

ablation lesion, that is, a circuit can only form if it is at a co-ordinate corresponding to the x

and y range ablated, but with depth greater than that of the ablation lesion. The simulation

is now restarted for 10000 time steps and we observe whether or not a re-entrant circuit is

detected. If yes, the local ablation has failed. If no, the local ablation has been successful. This

process is repeated for a range of ablation depths z from a single node layer to the full tissue

depth z = 25, using identical tissues such that different depth results can be compared like for

like.

There are three reasons local ablation might fail: i) the ablation lesion is not deep enough

to destroy a re-entrant circuit, ii) the targeted re-entrant circuit is destroyed but a different

independent circuit is present below the ablation lesion, iii) the ablation lesion itself decouples

nodes such that a circuit which was not present previously can now form by anchoring to the

the ablation lesion itself.
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Figure F.4: Simulated ablation in a tissue with multiple drivers. This experiment

demonstrates how the ability to terminate fibrillatory activity is closely related to driver depth.

(a) AF emerges in the bottom left corner from a re-entrant circuit near the epicardium, and

(b) at the top of the tissue from a separate re-entrant circuit near the endocardium. (c) Two

shallow ablations (solid red in bottom left and top centre) are applied to the endocardial surface

at the locations of the re-entrant circuits penetrating part of the way into the tissue. (d) The

circuit near the epicardium has not been destroyed by the ablation since the ablation has not

penetrated far enough into the tissue. The circuit near the endocardium has been destroyed

successfully. However, since an active circuit remains in the tissue, AF has not been terminated.

(e) & (f) show the same ablation process as demonstrated in (c) & (d), however, the ablation is

now transmural, penetrating the full distance through the tissue. This is indicated by the solid

red regions on the sub-epi view in (e) & (f). The ablations have successfully destroyed both

re-entrant circuits. Hence, fibrillatory waves dissipate as shown in (f) and sinus rhythm will be

restored. Note, transmural ablation is not always possible in clinical practice. Ablation lesions

typically struggle to penetrate more than 2 mm [341] into the atrial wall which can be up to

7 mm thick in places [29]. Scale: 200 × 200 nodes (full tissue). This figure has been extracted

from [28], see appendix B.3 for details about attributions and permissions.
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Appendix G

Supplementary materials for section 4.5

Note

This appendix includes text and images that have been extracted, with any eventual

alteration and extension, from an article I have co-authored [34]. This material appears

in the following sections:

• G.1 and related subsections.

• G.2 and related subsections.

Details on copyrights, permissions and personal contributions to [34] are reported in

appendix B.4.

G.1 Initialization and dynamic control of the Arbitrager

Model

G.1.1 Introduction

Kanazawa et al. [386] have recently introduced a microscopic model of the interactions between

high frequency traders (HFTs) and investigated its theoretical aspects by adapting Boltzmann

and Langevin equations to this specific context. The results of this work have been further

formalized in a parallel study from the same authors [428]. The dealing price updates in the
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HFT model are driven by the following dynamics

dzi,ℓ(t)

dt
= c∗ℓtanh

(
pℓ(gt,ℓ) − pℓ(gt,ℓ − 1)

∆p∗ℓ

)
+ σℓϵi,ℓ(t), i = 1, . . . , Nℓ (G.1)

where ∆p∗ℓ , c
∗
ℓ are constants while the other variables and constants have the same meaning

as in Eq. (4.19). It can be shown that setting ∆p∗ℓ ≫ pℓ(gtℓ) − pℓ(gtℓ − 1) allows for a linear

approximation of Eq. (G.1) that resembles the dynamics of the dealing price updates in the

Arbitrager Model, see Eq. (4.19). This correspondence allows to exploit the theoretical results

of [386, 428] to achieve a satisfactory control of the dynamics of the Arbitrager Model. For

instance, Fig. G.3 shows that the average time between consecutive transactions in simulations

of the Arbitrager Model is in strong agreement with its theoretical value estimated in the

framework of Kanazawa et al. [386, 428]. The following sections provide details on how the

parameters governing the evolution of the Arbitrager Model, see table 4.1, have been set in the

simulations discussed in this study.

G.1.2 Initial state of the LOB

To initialize the ℓ-th LOB, the first step consists in fixing its initial center of mass pℓ(t0) and

the constant market making spread Lℓ. The former is set arbitrarily to a value with the same

magnitude of the mid-price patterns observed in real trading data, see Fig. C.1. Following the

analysis of [386], the market making spread in the USD/JPY market is fixed to LUSD/JPY = 0.05.

For simplicity, the market making spread in other markets is set such that it becomes propor-

tional to the size of pℓ(t0), that is Lℓ = LUSD/JPY × (pℓ(t0)/pUSD/JPY(t0)).

Exchange Rate p(t0) L

EUR/USD 1.25 0.05

USD/JPY 110 0.05×(110/1.25)

EUR/JPY 137.5 0.05×(137.5/1.25)

Table G.1: Initial center of mass and market making spread in each market. Values

of pℓ(t0) and Lℓ for EUR/USD, USD/JPY and EUR/JPY.

At this point the values in table G.1 are used to obtain the initial dealing prices for each trader
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and market, thus revealing the initial profile of the LOBs

zi,ℓ(t0) =





Lℓ

2

(√
2ui,ℓ − 1

)
+ pℓ(t0), if 0 < ui,ℓ ≤ 0.5.

Lℓ

2

(
1 −

√
2(1 − ui,ℓ)

)
+ pℓ(t0), otherwise,

(G.2)

where ui,ℓ ∼ U(0, 1) is an uniformly distributed random variable. The expression in Eq. (G.2)

is derived from the inverse function sampling procedure, see Fig. G.1. Let r ≡ (z(t0)−p(t0)) be

the relative distance between an initial dealing price z(t0) and the initial center of mass price

p(t0). The LOB profile is stable when the probability density function (PDF) of r is

ψℓ(r) =





2
Lℓ

(
1 − | 2r

Lℓ
|
)
, if |r| ≤ Lℓ

2
.

0, otherwise.

(G.3)

It follows that the cumulative density function (CDF) of r is

Ψℓ(r) =





1
2L2

ℓ

(Lℓ + 2r)2 , if − Lℓ

2
< r ≤ 0.

− 1
2L2

ℓ

(Lℓ − 2r)2 + 1, otherwise.

(G.4)

Then, the inverse function of Eq. (G.4) is computed

Ψ−1
ℓ (y) =





Lℓ

2

(√
2y − 1

)
, if 0 < y ≤ 0.5.

Lℓ

2

(
1 −

√
2(1 − y)

)
, if 0.5 < y ≤ 1.

(G.5)

Finally, assuming that y = u ∼ U(0, 1), Eq. (G.5) is used to obtain the value of the initial

dealing price zi,ℓ(t0), see Eq. (G.2).

Figure G.1: Inverse function sampling in the context of the Arbitrager Model. (a)

The LOB profile is stable if the PDF of r corresponds to the triangular function ψℓ(r)[428]. (b)

The CDF Ψℓ(r). (c) Schematic of the inverse function sampling applied to Ψℓ(r). This figure

has been extracted from [34], see appendix B.4 for details about attributions and permissions.
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G.1.3 Relationships between simulation time and real time

Kanazawa et al. [428] found that the average time between two consecutive transactions is

Γ =
L2
ℓ

2Nℓσ2
ℓ

. (G.6)

For the sake of simplicity, the Arbitrager Model relies on the assumption that the three markets

moves at the same pace, on average. This implies that Γ is the same in each market and constant

in time. The parameter Γ is derived from real trading data. First, the average waiting times

between consecutive transactions are calculated in each market and for each trading year. This

leads to 12 averages (i.e., 4 years × 3 FX rates). Finally, the median of these averages is

computed to obtain a common value for Γ. In the dataset employed in this study it turns out

that Γ ≈ 0.7 sec, see Fig. G.2.

Figure G.2: Waiting times statistics in real trading data. Cumulative density functions

(CDFs) of the waiting times between consecutive transactions for EUR/USD (red), USD/JPY

(blue) and EUR/JPY (green) in (a) 2011, (b) 2012, (c) 2013 and (d) 2014. Data is provided by

EBS, see section 4.5.2. This figure has been extracted from [34], see appendix B.4 for details

about attributions and permissions.

To ensure that simulations of our model maintain Γ ≈ 0.7 sec, the remaining free parameters Nℓ

and σℓ must be fixed such that Eq. (G.6) is satisfied. The number of market makers participating
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each market is set heuristically by considering several combinations (NEUR/USD,NUSD/JPY,NEUR/JPY)

and examining how well the model-based cross-correlation function ρi,j(ω), see Fig. 4.12, repli-

cates the same function built on real trading data. Having fixed Nℓ, the volatility of the dealing

price updates

σℓ =
Lℓ√
2NℓΓ

(G.7)

is found by rearranging Eq. (G.6). Finally, the amplitude of a discretized time step in the

model simulation ∆t should be set such that ∆t ≪ Γ. Therefore, this parameter is fixed to

∆t = 0.01 sec and used in the discrete approximation of Eq. (4.19).

Figure G.3: Waiting times statistics in the Arbitrager Model. Probability density

functions (PDFs) of the waiting times between consecutive transactions for EUR/USD (red),

USD/JPY (blue) and EUR/JPY (green) in the Arbitrager Model. Simulations are performed

under the same settings of the experiment presented in Fig. 4.12(b), bottom panel. For an

adequate comparison against the theoretical predictions of the average time between consecu-

tive transactions [428], the PDFs do not account for transactions triggered by the arbitrager.

This figure has been extracted from [34], see appendix B.4 for details about attributions and

permissions.

Fig. G.3 shows the distributions of the time between consecutive transactions in simulations of

the Arbitrager Model. The average waiting time is Γ̃ ≈ 0.65 sec (65 time steps), which is very

close to the theoretical value Γ ≈ 0.7 sec. Acknowledging the simplifications that characterize

the Arbitrager Model (e.g., Γ is the same in each market), the approximate equivalence ∆t =

0.01 sec is used to convert simulation time steps in real time, see G.2 Table, and compare the
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stabilization of the data-based and model-based cross-correlation functions ρi,j(ω), see Fig. 4.12

and Fig. G.6.

sec time steps

1 100

10 1000

60 6000

Table G.2: Approximate equivalences between real and model time. The results of

Kanazawa et al. [386, 428] are used to establish an approximate equivalence between real and

model time. Assuming ∆t = 0.01 sec, the table shows how many time steps roughly equate to

1 sec, 10 sec and 1 min.

G.1.4 Parameters involved in the calculation of the current price

trend

The calculation of the price trend process ϕn,ℓ(t), see Eq. (4.20), relies on two parameters: the

number of accounted transaction price changes n and the scaling constant of the exponential

weighting function ξ. In the simulations presented in Fig. 4.12 and Fig. G.6 these are arbitrarily

set to n = 15 observations and ξ = 5. These choices allow to model a scenario in which trend-

following market makers do not exclusively rely on the latest change in the transaction price to

determine the current direction of the market. Instead, they compute a weighted average of the

most recent price changes where weights are calculated according to an exponential function.

G.1.5 Trend-following strength parameter

The trend-following strength parameter c determines how the sign and value of the current

price trend ϕn,ℓ(t) affect the strategic decisions of the participating market makers. When

c > 0, market makers are likely to update their dealing prices z(t) upward when the price trend

is positive and downward when the price trend is negative. Conversely, c < 0 indicates that

market makers are more likely to update their dealing prices in the opposite direction of the

price trend sign.

Recently, Sueshige et al. [429] have classified the strategic behavior of FX traders by examining

EBS data covering the trading activity in the USD/JPY market during the week starting from
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June 5th 2016. They found that a significant fraction of traders adopt trend-following strategies

(i.e., c > 0). This observation is consistent with the model of Yura et al. [430].

Relying on these studies, the assumption that market makers populating the Arbitrager Model

ecology adopt trend-following strategies (i.e., c > 0) is enforced. For simplicity, c is the same

for every market maker and across markets. This parameter is fixed according to Eq. (91) in

[428]

∆p̃∗ = 1/(cΓ), (G.8)

where ∆p̃∗ is a non-dimensional parameter. Furthermore, ∆p̃∗ shall take values that are not

far from 2 for the model to produce the marginal trend-following behavior, which successfully

replicated various statistical properties of real trading data in [428]. This allows to set c = 0.8,

thus obtaining ∆p̃∗ ≈ 1.79.

G.2 An extended version of the Arbitrager Model

G.2.1 Motivations

The Arbitrager Model qualitatively replicates the shape of the cross-correlation functions ρi,j(ω)

and provides important insights on how the microscopic interactions between market makers

and arbitragers entangles the dynamics of different FX rates. However, the cross-correlation

functions ρi,j(ω) reproduced by this extremely simple model present two features that are

not found in real trading data. First, on extremely short time-scales (i.e., ω → 0 sec) the

model-based ρi,j(ω) does not approach zero as the same function built on real trading data.

Second, the model-based ρi,j(ω) flattens when ω ⪆ 30 sec while the data-based ρi,j(ω) flattens

when ω ⪆ 10 sec, see Fig. G.4. It is plausible that these differences stem from the extreme

simplicity of the Arbitrager Model. To verify this assertion, a modified version of the model

which mimics more features of real FX markets is introduced in this section. This extended,

more realistic framework retains the same fundamental rules of the Arbitrager Model, that

is, i) market makers continuously provide liquidity in a single market and ii) the arbitrager is

the only agent allowed to operate across markets through the submission of predatory market

orders. However, it also adds three distinct features inspired by real markets practices. First,

agents’ responses to triangular arbitrage opportunities emerge from a more rational decision

making process in which they take into the account the risks associated to the implementation
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Figure G.4: Trading data vs. model based cross-correlations functions. Enlarged

visualization of the cross-correlation functions ρi,j(ω) presented in Fig. 4.12. (a) Real market

data (EBS) in 2013. (b) Arbitrager Model simulations. Contrarily to the cross-correlation

functions displayed in (a), the model-based ρi,j(ω) takes non-zero values when ω → 0 sec

and stabilizes on longer time-scales. Simulations are performed under the same settings of

the experiment presented in Fig. 4.12(b), bottom panel. Details on the initialization of the

model and the conversion between simulation time (i.e., time steps) and real time (i.e., sec)

are provided in appendix G.1. This figure has been extracted from [34], see appendix B.4 for

details about attributions and permissions.

of this strategy. Second, market makers foresee predatory market orders and re-adjust their

quotes in advance, reducing the likelihood of being matched by arbitragers’ orders. Third,

market makers operating in the EUR/JPY market peg their quotes to the implied best bid and

ask prices with probability γ. This introduces an additional toy (i.e., unrealistic) mechanism

through which the dynamics of different FX rates become entangled.

G.2.2 The arbitrager

In the original model, see section 4.5.4, the arbitrager automatically submits predatory market

orders as soon as Eqs. (4.18a) or (4.18b) exceeds the unit. In real FX markets this decision is

far less trivial as these orders might not be executed at the prices used in the calculation of

Eqs. (4.18a) and (4.18b). For instance, faster traders could have already exploited the existing

opportunity, pushing back Eqs. (4.18a) or (4.18b) below the unit. As a result, the profitable

misprice evaporates, exposing slower arbitragers to the risk of generating losses. To address this

limitation, the extended Arbitrager Model introduces a more realistic decision making process
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in which the arbitrager takes into the account the risks associated with this trading strategy.

In particular, the arbitrager submits market orders if one of the following conditions is satisfied

µI(t) ≥ 1 + ζA(t), (G.9a)

µII(t) ≥ 1 + ζA(t), (G.9b)

where ζA(t) ∼ exp(λA). The parameter λA represents the risk profile of the arbitrager. The

higher the value of λA, the more profitable the gap between real and implied prices must be to

convince the arbitrager to exploit the current opportunity.

G.2.3 Market makers

The submission of predatory market orders ensures immediate execution, forcing the matched

market makers to either sell too low or buy too high. In the original Arbitrager Model, see

section 4.5.4, market makers remain indifferent to triangular arbitrage opportunities, that is,

they do not attempt to anticipate the arbitrager to avoid predatory market orders. However,

it is plausible that such a simplifying assumption does not adequately describe the behavior

of liquidity providers acting in real FX markets. In this extension of the Arbitrager Model

the strategic behaviors of market makers are enhanced by allowing them to foresee the arbi-

trager’s moves and re-adjust their quotes accordingly. Their dealing price updates are driven by

Eq. (4.19), however, they also track the likelihood of engaging in an unfavourable transaction

with the arbitrager. For instance, the i-th market maker operating in the EUR/JPY market

monitors its exposure to predatory market orders by calculating the following ratios

χI
i,EUR/JPY(t) =

bUSD/JPY(t) × bEUR/USD(t)

ai,EUR/JPY(t)
, (G.10a)

χII
i,EUR/JPY(t) =

bi,EUR/JPY(t)

aUSD/JPY(t) × aEUR/USD(t)
, (G.10b)

where bi,ℓ(t) and ai,ℓ(t) are the current bid and ask limit prices of the i-th market maker and

bℓ(t) and aℓ(t) are the current best quotes in the ℓ-th market. Clearly, Eqs. (G.10a) and (G.10b)

can be straightforwardly rewritten for market makers operating in the USD/JPY or EUR/USD

markets.

The more Eqs. (G.10a) or (G.10b) exceeds the unit, the larger the discrepancy between the

current quote of the i-th market maker and the implied best cross FX rate. In the former case,

the i-th market maker is underpricing EUR/JPY, facing the risk of selling too low. In the latter
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case, the i-th market maker is overpricing EUR/JPY, facing the risk of buying too high. As the

implied cross FX rate is the same for every agent, the market maker with the highest value of

χ is always the one who is offering the best quote, hence the first to be matched by predatory

market orders.

In the same spirit of Eqs. (G.9a) and (G.9b), the i-th market maker, perceiving a high risk of

interacting with the arbitrager, deletes and re-adjusts its current quotes if one of the following

conditions is satisfied

χI
i,EUR/JPY(t) ≥ 1 + ζMM, EUR/JPY(t), (G.11a)

χII
i,EUR/JPY(t) ≥ 1 + ζMM, EUR/JPY(t), (G.11b)

where ζMM, EUR/JPY(t) ∼ exp(λMM, EUR/JPY). The parameter λMM,EUR/JPY represents the aver-

age risk profile (i.e., is the same for every market maker) in the EUR/JPY market. The lower

the value of λMM,EUR/JPY, the less market makers tolerate their exposure to predatory market

orders.

When Eqs. (G.11a) or (G.11b) is satisfied, the i-th market maker sets its dealing price to the

current mid price mEUR/JPY(t) = (aEUR/JPY(t) + bEUR/JPY(t))/2, rejecting the update imposed

by Eq. (4.19) to reduce the risk of engaging in a transaction with the arbitrager, see Fig. G.5.

This mimics real traders deleting their limit orders queued in the very first levels of the LOB

to replace them with new orders lying farther away from the current best quotes.

G.2.4 An additional price-entangling mechanism

The law of one price states that in frictionless markets the prices of two assets with the same cash

flows must be identical [431]. The law of one price is maintained by two distinct mechanisms,

triangular arbitrage and shopping around, which promptly correct temporary gaps between

the prices of two identical assets [431]. The former has been extensively described in section

4.5.2 and it is the only way to enforce the law of one price in the standard version of the

Arbitrager Model, see section 4.5.4. The latter mechanism relates to the fact that rational

traders, having detected two assets with identical cash flows but different prices, always buy

the one with lower price and sell the one with higher price. This alters the demand and supply

in the markets in which these assets are exchanged, thus closing the gap between their prices

[431]. Reproducing the shopping around mechanism in the Arbitrager Model requires market

makers to operate in multiple LOBs. To avoid a complete overhaul of the fundamentals of
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Figure G.5: Foreseeing a triangular arbitrage opportunity in the Arbitrager Model.

The plot considers the EUR/JPY market. The best bid and ask quotes are marked by

the blue and red dashed lines, respectively. The implied best bid price of EUR/JPY (i.e.,

bUSD/JPY × bEUR/USD) is denoted by the green solid line. (a) The current best ask quote

aEUR/JPY (red dashed line) is smaller than the implied best bid quote bUSD/JPY × bEUR/USD

(green solid line). This misprice exposes Market Maker #1 to the risk of transacting with the

arbitrager who wants to “buy low” aEUR/JPY and “sell high” bUSD/JPY × bEUR/USD. (b) When

χI
1,EUR/JPY ≥ 1 + ζMM, EUR/JPY, Market Maker #1 adjusts its dealing price z1,EUR/JPY to the

mid price mEUR/JPY (i.e., the mid point between the best quotes in (a)). This action neutralizes

the existing triangular arbitrage opportunity as the new best ask quote aEUR/JPY (red dashed

line) matches or exceeds the implied best bid quote bUSD/JPY × bEUR/USD (green solid line).

This figure has been extracted from [34], see appendix B.4 for details about attributions and

permissions.

the Arbitrager Model, its extension includes a simpler stylized mechanism which retains the

basic feature that distinguishes shopping around from triangular arbitrage, that is, the absence

of a round trip (e.g. JPY → EUR → USD → JPY) [431]. Market makers operating in the

EUR/JPY market peg their bid and ask quotes to the implied best bid and ask prices with

constant probability γ, thus rejecting the dealing price update imposed by Eq. (4.19). For

instance, the quotes of the i-th market maker that decides to peg its prices to the implied best

quotes at time t are

bi,EUR/JPY(t) = bEUR/USD(t) × bUSD/JPY(t), (G.12)

ai,EUR/JPY(t) = aEUR/USD(t) × aUSD/JPY(t). (G.13)

This introduces an additional, simplistic mechanism through which the price of EUR/JPY is

pushed towards its implied FX cross rate EUR/USD×USD/JPY.
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G.2.5 Cross-correlation diagrams and discussion

The inclusion of additional features of real FX markets improves the replication of the charac-

teristic shape of ρi,j(ω). In particular, both the data-based and model-based cross-correlation

functions ρi,j(ω) approach zero on extremely short time-scales (i.e., ω → 0 sec), see insets of

Fig. G.6(b). Furthermore, the model-based ρi,j(ω) flattens on much shorter time-scales when

compared to the standard Arbitrager Model, see Fig. 4.12(b) vs. Fig. G.6(b). This rapid sta-

bilization is indeed observed in cross-correlation functions derived from real trading data, see

Fig, G.6(a). These results suggest that the discrepancies between model-based and data-based

Figure G.6: Trading data vs. model based cross-correlation functions. Cross-

correlation function ρi,j(ω) for ∆USD/JPY vs. ∆EUR/USD (green), ∆EUR/USD vs.

∆EUR/JPY (blue) and ∆USD/JPY vs. ∆EUR/JPY (red) as a function of the time-scale

ω of the underlying time series. (a) Real market data (EBS) across four distinct years (2011-

2014). (b) Extended Arbitrager Model simulations. The number of participating market makers

(NEUR/USD, NUSD/JPY, NEUR/JPY) are (30, 33, 20) in the first experiment, see (b) top panel, and

(30, 27, 20) in the second experiment, see (b) bottom panel. Details on the other settings of

the simulations are provided in Fig. 4.12. The risk profile of the arbitrager is λA = 0.01 while

the risk profiles of market makers are λMM, USD/JPY = λMM, EUR/USD = λMM, EUR/JPY = 0.001.

The pegging probability in the EUR/JPY market is γ = 0.01. The insets in (b) provide an

enlarged visualization of the cross-correlations functions ρi,j(ω) on very short time-scales (i.e.

ω < 5 sec). Details on the initialization of the model and the conversion between simulation

time (i.e., time steps) and real time (i.e., sec) are provided in appendix G.1. This figure has

been extracted from [34], see appendix B.4 for details about attributions and permissions.
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cross-correlation functions stem from the extreme simplicity of the Arbitrager Model which ne-

glects several features and practices of real FX markets. Nonetheless, the standard Arbitrager

Model succeeds in providing a comprehensive and intriguing explanation on how the dynamics

of different FX rates are entangled at a microscopic level. This result is remarkable, consider-

ing the limited number of input parameters and straightforward settings that characterize this

model.

The effort of extending the Arbitrager Model provides few important insights. First, the in-

clusion of reacting market makers corrects the behavior of ρi,j(ω) when ω → 0 sec, that is,

the model-based cross-correlation function collapses to zero as in real trading data. The key

difference between arbitragers and market makers reactions to triangular arbitrage opportuni-

ties is that the former prompt simultaneous transactions, causing mid price changes in each

market, while the latter cause a sequence of asynchronous mid price changes and eventually

transactions. The characteristic shape of ρi,j(ω) presented in Fig. G.6(b) is based on a set

of risk profile parameters that gives market makers a predominant role at the expense of the

arbitrager. This means that a large fraction of triangular arbitrage opportunities are neutral-

ized by market makers before the arbitrager can place predatory market orders. This result

should not be interpreted as an estimate of the fraction of opportunities that are destroyed by

market makers or exploited by arbitragers in real FX markets. However, it suggests that the

entanglement of the dynamics of FX rates starts at different times in each market, depending

on the current state of the LOB.

The second insight emerging from Fig. G.6 is that the interdependencies among currencies

stem from the interplay of several agents’ behaviors. While the interactions between triangular

arbitrage and trend-following strategies retain a primary, necessary role in the entanglement

of FX rates dynamics, the introduction of a second, complementary mechanism (i.e., shopping

around) to close the gap between real and implied prices allows the model based ρi,j(ω) to

stabilize on shorter time-scales ω, obtaining a characteristic shape that is strongly compatible

with the same function derived from real trading data. This suggests that in real FX mar-

kets additional strategies are likely to interact with triangular arbitrage and trend-following

behaviors to shape the features of cross-currency correlations.
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Appendix H

Supplementary materials for section 4.6

Note

This appendix includes text and images that have been extracted, with any eventual

alteration and extension, from an article I have co-authored [345]. This material appears

in the following sections:

• H.1 and related subsections.

• H.2 and related subsections.

• H.3 and related subsections.

• H.4 and related subsections.

• H.5 and related subsections.

Details on copyrights, permissions and personal contributions to [345] are reported in

appendix B.5.

Note that for copyrights reasons material appearing in this appendix is extracted from

[345], which is the latest pre-print preceding [37], i.e., the published version.
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H.1 Data processing

In each trading day we remove the first and the last 30 minutes of trading activity to filter

out unusual events that are likely to occur around the opening and closing auctions. We split

the day into 60s bins starting at 0930EST and finishing at 1600EST. Bins are semi-open, i.e.,

[tℓ−1, tℓ[, where tℓ is the ℓ-th bound. The last bin of the trading day is the only exception as

a close interval is used to include any potential event that may take place at the exact closing

time, i.e., 1600 EST.

To construct the OFI, we first detect the submissions of limit orders, executions of market

orders, and cancellations/deletions of previously posted orders occurring within the considered

time interval. Following [36], we compute the volumes that “reinforce” the demand with respect

to the supply:

1. Buy limit orders placed during the considered time window.

2. Sell limit orders matched during the considered time window.

3. Sell limit orders cancelled during the considered time window.

and the volumes that “reinforce” the supply with respect to the demand:

1. Sell limit orders placed during the considered time window.

2. Buy limit orders matched during the considered time window.

3. Buy limit orders cancelled during the considered time window.

The OFI, being a measure of demand/supply imbalance, is obtained by subtracting the volumes

in the second group from those in the first group.

We define a mid price as the mid point between the best bid and ask prices recorded in the

LOBSTER dataset. In our analysis we sample the last mid price recorded before the upper

bound of the considered bin. Finally, we calculate price changes ∆Pℓ by taking the first order

differences of the sampled time series.

In rare circumstances, e.g. slow trading or data issues, no LOB events may fall within a time

bin. In this scenario, we set the OFI equal to zero and the current mid price is pegged to the
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last available record.

To calculate the depth of the book we introduce some useful concepts.

Definition H.1 We define an R-valued irregularly spaced time series Q as a sequence (ti, qi)i∈I ,

where I ⊂ N is a set of indices, ti ∈ [0, T ] ⊂ R, with ti ≤ ti+1, and qi ∈ R, where ti is the i-th

timestamp and qi is the i-th data point.

Definition H.2 Let Q be a time series over [0, T ], τ ∈ R be the length of a time interval,

n = T/τ . We define the τ -time grid associated to Q to be the set G = {pn}n∈N where

pn := sup {i ∈ I | ti < nτ} .

Suppose we partition [0, T ] in N uniform intervals of length τ . We observe that pn is the index

of the last timestamp before the end of the n-th time interval.

Definition H.3 Given an irregularly spaced time series Q and an associated τ -time grid G,

we define the averaged bin time series to be the series Q = (Qn)n≤N as:

Q1 =
1

τ

(
q1t1 +

p1−1∑

k=1

qk(tk+1 − tk) + qp1(τ − tp1)

)

Qn+1 =
1

τ


qpn(t(pn+1) − nτ) +

p(n+1)−1∑

k=pn+1

qk(tk+1 − tk) + qp(n+1)
((n+ 1)τ − tpn+1)


 n ≥ 1

Given the time series (ti, bi) and (ti, ai), where bi and ai are the bid and the ask size at time ti

respectively, we define the depth as

Dℓ = (Bℓ + Aℓ)/2 ℓ = 1, . . . , L (H.1)

where Bℓ and Aℓ are the averaged bin time series of (ti, bi) and (ti, ai). This implies that the

depth over each the time interval [tℓ−1, tℓ[ is the weighted average of the size at the best quotes

with weight proportional to the time a given size was available.

H.2 Technical details on the estimation procedure

The Kalman filter implementation is performed with the R package Fast Kalman Filter (FKF

henceforth). The package is mainly written in C and relies on the FORTRAR LAPACK package
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to perform fast computations of Kalman filtering and forecasting. Kalman smoothing was

performed with an implementation of the forward-backward smoothing algorithm presented in

Eq. (4.26). Before optimizing the log-likelihood presented in Eq. (4.28), we rescale the system in

order to ease the optimization procedure. Let ϕ̃
·,ℓ = ϕ

·,ℓ/σ·,ϕ, where σϕ is the sample standard

deviation of the OFI and ∆P̃
·,ℓ = ∆P

·,ℓ/(σ∆P ), where σ∆P is the sample standard deviation of

price changes. At this point, the system presented in Eq. (4.23) can be rewritten as

∆ P̃
·,ℓ = q

·,ℓ β· πℓ ϕ̃·,ℓ + ϵ
·,ℓ ϵ

·,ℓ ∼ NID(0, σ2
·,ϵ) (H.2a)

q
·,ℓ+1 = (1 − ρ

·
) + ρ

·
q
·,ℓ + η

·,ℓ η
·,ℓ ∼ NID(0, σ2

·,η). (H.2b)

Following [392], we also re-parametrize the volatilities as s·,ϵ = log(σ·,ϵ) and s·,η = log(σ·,η) to

attain an unconstrained optimization problem. The priors for the state space are set to q
·,1 = 1

and P
·,1 = 2.

H.3 Econometric and modeling issues

H.3.1 Exogeneity of the OFI

The OFI introduced in [36] provides a simple tool to account for both the price impact of trades,

i.e., market orders, and orders, limit order placements and deletions. The authors proposed

a simple linear regression model of the relationship between OFI and price fluctuations which

successfully captures multiple empirical regularities of intraday market liquidity. However, the

extreme simplicity of their model limits the study of this relationship to the contemporaneous

effects between the two variables. It is worth whether the data at 60s time-scale requires the

OFI to be endogenous. In that case, it would be necessary to model the joint dynamics of price

changes and OFI. Following [390], we apply a vector auto-regressive model (VAR henceforth)

as a validation of the exogeneity assumption. We introduce the following model1:


1 b0

0 1




∆Pℓ

OFIℓ


 =


a1 b1

c1 d1




∆Pℓ−1

OFIℓ−1


+


v1,ℓ
v2,ℓ


 , (H.3)

where the immediate effect of the OFI on price fluctuations is measured by the b0 coefficient.

The goal is to test whether modelling the joint dynamics for OFI and price changes becomes

necessary at 60s time-scale. In line with [390], v1 and v2 are jointly and serially uncorrelated

1Note that for the sake of consistency the following VAR is fitted in calendar time
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with zero mean. We assert that the settings of the model introduced in Eq. (H.3) capture the

fact that the price fluctuations and OFI are, by construction, not determined simultaneously:

the change in the mid-price follows the last update of the OFI whereas ∆Pℓ cannot contem-

poraneously influence the OFI. In addition, we truncate the potentially infinite order of the

VAR representation at one lag. The purpose of the present analysis is to assess whether some

lagged effects exist even at a relatively low frequencies, i.e., 60s. We assert that the eventual

presence of serial dependencies is likely to be caused by microstructural features, such as price

discreteness and delays in the reception of newly released information.

Table H.1 displays the regression coefficients associated with contemporaneous and lagged ef-

fect along with the corresponding t-statistics. We report averages of the estimated parameters

over the sampling period. Also, we check that the reported results are in line with day-by-day

estimates. We observe that the contemporaneous effect of the OFI, i.e., −b0, is positive and

significant. On the other hand, the lagged effects are not significant with the notable exception

of AAPL. This analysis supports the idea that there is a significant instantaneous dependence

of price fluctuations on the OFI, but the latter does not display any significant auto-correlation

and therefore it is reasonable to assume it as exogenous. These results validate the implemen-

tation of our model even at 60s time-scale.

H.3.2 Is Kalman the right filter?

From an estimation perspective, the appealing feature of the proposed model is that it can

be estimated via Kalman filter. One main feature of this filter is its robustness. Moreover,

it is well known [432] that it is the optimal filter, i.e., minimum mean-square error, if the

innovations are normally distributed. In Eq. (4.24) the disturbances are i.i.d. normal. This

assumption is not compatible with the discrete nature of price changes at a 60s time-scale. In

particular, the disturbances have to be uncorrelated with the regressors, therefore normality

seems to be an implausible assumption at first sight. We address this concern explicitly and

we quantify the severity of this potential misspecification. We follow the literature [392] and

we examine, at any generic day i, the time series of the standardized one-step ahead forecast

errors: ϵ̂·,ℓ = v̂·,ℓ/

√
F̂·,ℓ, ℓ = 1, . . . , L obtained from the estimation procedure. In appendix H.4

we display sample autocorrelations of ϵ̂·,ℓ and ϵ̂2·,ℓ, as well as quantile-quantile plots for ϵ̂·,ℓ. We

note some very weak heteroskedasticity of ϵ̂·,ℓ and a slight deviation from normality in the tails.
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Parameters values (t-stats)

Ticker b0 a1 b1 c1 d1

CSCO -2.59e-06 0.040 -5.61e-08 -27661.86 0.02

(-26.85∗∗∗) (0.17) (0.005) (-1.19) (0.34)

INTC -5.50e-07 -0.005 1.75e-08 -124098.13 0.04

(-28.81∗∗∗) (-0.025) (0.14) (-0.84) (0.50)

MSFT -1.23e-06 0.054 -9.18e-08 -65617.70 0.08

(-30.83∗∗∗) (0.27) (-0.23) (-1.02) (1.00)

CMCSA -1.03e-04 -0.012 2.115e-08 -15320.32 0.034

(-12.05∗∗∗) (-0.15) (0.05) (-0.86) (0.48)

AAPL -2.94e-06 0.135 -8.86e-07 -38559.31 0.25

(-22.98∗∗∗) (0.68) (-0.90) (-1.48∗) (2.23∗∗)

Table H.1: Estimates of the VAR parameters. Statistically significant coefficients at 10%,

5% and 1% confidence levels are marked with one, two and three stars, respectively.

We argue that the model we are introducing is an optimal trade-off between achieving a perfect

statistical fit of the data and retaining practical implementability.

H.3.3 Statistical issues in the two-step estimation procedure

In this subsection we discuss the statistical properties of the two-step estimator of the model

introduced in section 4.6.5. In this two-steps estimation procedure errors emerging in the first

stage might propagate through the second stage. To address this statistical concern, we perform

a dedicated numerical experiment. We choose a simulation setting that resembles as close as

possible the main features of our data. In particular, we assume that a trading day extends

for 6.5hs and simulate N = 100 distinct time series comprising L = 390 observations, i.e., data

points are sampled every 60s, from the model presented in Eq. (4.24). We use the following

data generating process (DGP henceforth). First, we extract representative time series of the

intraday pattern of price impact and the OFI from real data as well as the hyper-parameters

vector Θ = (β, ρ, σϵ, ση). Then, we sample i) the daily level of market impact from a positive

uniform random variable with support (0, 1.5 β), ii) the order flow imbalance ϕ
·,ℓ, ℓ = 1, . . . , L,

from a zero-mean Gaussian random variable with standard deviation derived from empirical
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data2, and iii) the coefficient ρ from a positive uniform random variable with support (0.2, 0.4).

Finally, ϵ
·,ℓ (resp. η

·,ℓ), ℓ = 1, . . . , L, are sampled from independent and identically distributed

Gaussian random variables with a standard deviation equals to σ̃ϵ (resp. σ̃η), where σ̃ϵ (resp.

σ̃η) are sampled from a positive uniform random variable with support (0.8 σϵ, 1.2 σϵ) (resp.

(0.8 ση, 1.2 ση)). We perform our simulation study with values of parameters, intraday pattern

and OFI consistent with those found in empirical data for both large, e.g., MSFT, and small,

e.g., AMZN, tick stocks. Fig. H.1 displays the true and estimated time-of-the-day pattern. In

the large tick stocks setting the estimated intraday pattern is indistinguishable from the true

one, whereas in the small tick stocks setting it presents some bias, especially in the final segment

of the fictional trading day. In this case, the bias might be the symptomatic of the presence of

a non-negligible fraction of simulated price change and OFI data points with opposite sign, i.e.,

the parameter ρ becomes negative. Table H.2 reports the outcomes of this experiment after

excluding the aforementioned cases. Parameters estimated on simulated data are compatible

with those obtained on real trading data. We observe that the auto-regressive coefficient ρ is

overestimated if the intraday pattern is not taken into account in the large tick stocks setting.

Accounting for the intraday pattern reduces the dispersion of parameter estimates in both

settings.

H.4 Diagnostic testing for Kalman filter

Fig. H.2 displays examples of sample auto-correlations of the standardized one-step ahead

forecast errors, sample auto-correlations of the squared standardized one-step ahead forecast

errors, and the quantile-quantile plots of the standardized one-step ahead forecast errors.

H.5 The performance of the model for small tick stocks

In this appendix we investigate the performance of the model for small tick stocks. This group

present features that are at odds with the hypotheses of the model. In this analysis we cover

Amgen, Inc. (AMGN henceforth) Amazon.com In (AMZN henceforth) and Alphabet Inc Class

2We ignore the temporal correlation of φ. However, in first approximation, this is consistent with what is

observed in real data.
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Figure H.1: Simulated and real intraday price impact pattern. We compare the price

impact intraday pattern derived from real (green) and simulated (blue) data. The left panel

displays a small tick stocks setting example, i.e., AMZN, while the right panel displays a

large tick stocks setting example, e.g., MSFT. This figure has been extracted from [345], see

appendix B.5 for details about attributions and permissions.

C (GOOG henceforth). Tables H.3 and H.4 present basic descriptive statistics for these stocks.

Fig. H.3 displays the analogous quantities of Fig. 4.20 for AMZN. The right panel shows that

the goodness of fit of the model for small tick stocks is significantly lower than the one observed

for small tick stocks. Next, we perform the VAR analysis presented in appendix H.3. Table H.5

reports the regression coefficients derived from Eq. (H.3) and the corresponding t-statistics.

Contrary to the large tick stocks case, both the coefficient c1 – which captures the effect of past

mid-price changes on the current value of OFI – and d1 – which captures the effect of past OFI

on the current value of OFI – are highly significant for two out of three stocks.

The coefficients of lagged price change on the current level of OFI c1 are negative and significant.

Consider the following intuition. Suppose that a cancellation at the best ask depletes the queue

prompting a positive price change. This leads to an increase in sell market orders, cancellations

of buy limit orders, and an increase in sell limit orders, i.e. the OFI decreases. Moreover, even

if the initial cancellation does not deplete the queue, the same reasoning applies since it is well

known that the bid/ask queue imbalance retains significant predictive power for the direction

of the next mid-price movement, see [433]. Finally, we note that if one neglects limit orders and
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Figure H.2: Some statistical properties of the standardized one-step ahead forecast

errors. Each row represents a stock: AAPL (first from top), CMCSA (second), AMGN (third),

AMZN (fourth), MSFT (fifth), CSCO (sixth). The grid displays the sample auto-correlations

of the standardized one-step ahead forecast errors (left column), the sample auto-correlations of

the squared standardized one-step ahead forecast errors (central column), the quantile-quantile

plot of the standardized one-step ahead forecast errors (right column). This figure has been

extracted from [345], see appendix B.5 for details about attributions and permissions.
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Parameter True value Estimated value I Estimated value II

Large tick stocks setting

β
d∼ U(0, 1.5β) 1.140 × 10−6 1.256 × 10−6

β = 1.413 × 10−6 (5.784 × 10−7) (5.283 × 10−7)

σϵ
d∼ U(0.8σϵ, 1.1σϵ) 9.938 × 10−3 9.224 × 10−3

σϵ = 9.628 × 10−3 (1.224 × 10−3) (1.111 × 10−3)

ρ
d∼ U(0.2, 0.4) 0.78 0.33

(0.14) (0.15)

ση
d∼ U(0.8ση, 1.2ση) 0.198 0.248

ση = 0.275 (0.115) (0.05)

Small tick stocks setting

β
d∼ U(0, 1.5β) 7.83 × 10−5 7.87 × 10−5

β = 9.739 × 10−5 (4.195 × 10−5) (4.176 × 10−7)

σϵ
d∼ U(0.8σϵ, 1.1σϵ) 0.283 0.284

σϵ = 0.301 (0.026) (0.0262)

ρ
d∼ U(0.2, 0.4) 0.36 0.33

(0.24) (0.12)

ση
d∼ U(0.8ση, 1.2ση) 0.532 0.498

ση = 0.540 (0.285) (0.16)

Table H.2: Parameter estimates obtained from simulated data. Top panel: simulation

setting for large tick stocks. Bottom panel: simulation setting for small tick stocks. Columns,

from left to right: parameter, distributional value, i.e., True value, estimate after the first stage,

estimate after the second stage.

cancellations, the negative lagged ∆Pℓ coefficient in the ϕℓ specification implies Granger-Sims

causality running from quote revisions to trades, and it is consistent with the findings in [390].

The auto-correlation of the (aggregated) OFI is captured by the parameter d1. To better

understand why this coefficient is statistically significant for AMGN and AMZN we first define

the following variables: ∆Mℓ ≡M b
ℓ −M s

ℓ , ∆Lℓ ≡ Lb
ℓ − Ls

ℓ, ∆Cℓ ≡ Cb
ℓ − Cs

ℓ . Then, we perform

the following regression

ϕℓ = β1 ∆Mℓ−1 + β2 ∆Lℓ−1 + β3 ∆Cℓ−1 + ηℓ, (H.4)
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Relative

Stock Ticker Mid-price Spread Spread

Avg. Std Avg. Std Avg. Std

Amgen, Inc. AMGN 151.998 5.513 0.086 0.022 5.67 1.52

Amazon.com Inc AMZN 622.819 69.093 0.416 0.107 6.84 2.22

Alphabet Inc Class C GOOG 717.521 21.643 0.473 0.129 6.61 1.88

Table H.3: Descriptive statistics for the investigated small tick stocks. The sample

period spans between January 4th 2016 and June 30th 2016. Mid-price and Spread are expressed

in USD while the Relative Spread is expressed in basis points.

Symbol BidQ1,ℓ AskQ1,ℓ BidQ1,c AskQ1,c BidQ1,m AskQ1,m

#Ev. Avg.Vol. #Ev. Avg.Vol. # Ev. Avg.Vol. #Ev. Avg.Vol. #Ev. Avg.Vol. #Ev. Avg.Vol.

AMGN 16412.88 234.23 16186.08 232.55 10223.09 137.75 9922.26 134.91 4375.17 48.93 7486.83 83.74

AMZN 17863.07 780.85 17629.69 793.85 11593.60 432.32 11186.28 436.26 5108.44 178.90 11444.78 392.32

GOOG 19005.85 914.45 24914.89 1011.14 12355.18 514.16 17500.40 565.43 3580.73 136.56 7653.50 291.92

Table H.4: Sample statistics for the orderbooks of the covered small tick stocks. The

sample period spans between January 4th 2016 and June 30th 2016. We report the number

of events (#Ev.) and average volume (Avg.Vol in units) of limit orders placed at the best

bid (BidQ1,ℓ) and best ask (AskQ1,ℓ), cancellations at the best bid (BidQ1,c) and best ask

(AskQ1,c) and executions at the best bid (BidQ1,m) and best ask (AskQ1,m).

where ηℓ is a noise term. Table H.6 summarises the outcomes of this exercise. We observe that

for small tick stocks the auto-correlation of the OFI is induced from the Granger-Sims causality

running from market orders and cancellations to OFI.

In conclusion, extending the model to small tick stocks requires a proper accounting of these

additional dependencies. Such exercise is beyond the scope of this project and is left for future

work.
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Figure H.3: Fitting the Cont-Kukanov-Stoikov model to a small tick stock. The left

panel displays the shape of the average intraday pattern of the price impact coefficient estimates

β̂k derived from Eq. (4.14) fitted on AMZN trading data. We set ∆K = 1800s and examined

different values for ∆ℓ: 0.5s (red), 5s (blue), 10s (green), 20s (magenta), 30s (gold), 60s (cyan)

and 300s (black). The right panel displays the average R2 coefficients across days as a function

of the regression window ∆K and sampling frequency ∆ℓ. This figure has been extracted from

[345], see appendix B.5 for details about attributions and permissions.

Parameters values (t-stats)

Ticker b0 a1 b1 c1 d1

AMGN -2.87e-05 0.102 -8.97e-06 -5419.17 0.34

(-19.74∗∗∗) (0.78) (-1.24) (-3.22∗∗∗) (5.09∗∗∗)

AMZN -1.04e-04 0.092 -4.06e-05 -1265.3 0.42

(-15.20∗∗∗) (1.22) (-2.86∗∗) (-3.44∗∗∗) (7.64∗∗∗)

GOOG -3.31e-07 -0.01 1.84e-08 -112226.99 0.01

(-27.78∗∗∗) (-0.003) (0.15) (-0.46) (0.14)

Table H.5: Estimates of the VAR parameters. Statistically significant coefficients at 10%,

5% and 1% confidence levels are marked with one, two and three stars, respectively.
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Parameters values (t-stats)

Ticker β1 β2 β3

AMGN 0.212 0.13 -0.05

(2.02∗∗) (0.06) (-0.05)

AMZN 0.406 0.215 -0.171

(4.90∗∗∗) (0.06) (-2.02∗∗)

GOOG 0.008 0.030 -0.060

(0.03) (0.06) (-0.63)

Table H.6: Estimates of the regression in Eq. (H.4). Statistically significant coefficients

at 10%, 5% and 1% confidence levels are marked with one, two and three stars, respectively.
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