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Abstract  

Schizophrenia is a debilitating neuropsychiatric disorder with heterogenous symptoms across 
three key domains: positive, negative and cognitive symptoms. Current therapeutic interventions 
rely primarily on psychopharmaceuticals (e.g., antipsychotics) in combination with 
psychotherapy. While these approaches have been successful at managing positive and more 
recently negative, symptom domains, they provide limited benefit for cognitive symptoms. Lack 
of efficacious therapeutic approaches owes particularly to the complex aetiology of 
schizophrenia, comprising both genetic and environmental risk factors. Critically, schizophrenia 
is hypothesised to arise from perturbed neurodevelopment, with maternal infection, resulting in 
maternal immune activation (MIA), recognised as a crucial risk factor for schizophrenia in MIA-
exposed foetuses. Preclinical models of this paradigm are essential for identification of causal 
mechanisms underscoring this risk and therefore identification of novel therapeutic targets. This 
thesis aimed to explore the developmental molecular mechanisms which mediate the 
relationship between MIA in utero and later-life cognitive deficits in a rat model for MIA.  

The model used here induced MIA on gestational day (GD) 15 via administration of the viral 
mimetic, poly(I:C), in pregnant Wistar rats, with acute MIA measured by changes in plasma 
cytokine concentrations and weight in the 24h period post-exposure. Adolescent and adult 
offspring cognitive performances were measured through various behavioural tasks to identify 
phenotypes of relevance for schizophrenia. Placental and foetal brain samples were collected 
at GD15, 16 and 21 and postnatal cortex samples collected across a longitudinal timeline: at 
postnatal day 1 (infancy), 21 (juvenile), 35 (adolescence), 100-175 (adulthood) to assess 
ongoing neurodevelopmental alterations in response to MIA. Accordingly, molecular 
measurements included: metabolite quantification, DNA methylation profiling, relative gene and 
protein expression, enzymatic activity assays and cell density/morphology changes.  

Poly(I:C) administration induced acute MIA, with elevations in plasma pro-inflammatory 
cytokines IL-6 and TNFα 3h post-exposure and subsequent weight loss 6-24h post-exposure. 
MIA-exposure in utero induced a distinct prenatal phenotype consisting of foetal 
neuroinflammatory dysregulation coincident with disturbances in placental and foetal brain one 
carbon metabolism pathways. Prenatal perturbations to these processes appear to alter glial 
cell differentiation and development, seemingly driven by altered DNA methylation of glial-
specific genes. Critically, altered epigenetic patterns at glial-specific genes persist throughout 
the postnatal period, resulting in altered transcriptomic and proteomic profiles of these cells 
across postnatal neurodevelopment, alongside altered cell densities and morphologies. 
Dysfunctional glia, in turn, associate with malformed myelin and extracellular matrices which 
precipitate loss of synaptic plasticity and early closure of the prefrontal cortex (PFC) critical 
period, an essential developmental period for correct development of higher cognitive functions. 
Reduced plasticity in this period precedes excitatory/inhibitory imbalance and inflammatory 
dysregulation in adulthood, manifesting alongside a robust PFC-mediated cognitive deficit in the 
attentional set-shifting task, indicative of executive function deficits, of relevance to 
schizophrenia. Notably, the characterised PFC molecular phenotype in MIA-exposed adults 
demonstrates key similarities to findings from schizophrenia patients, including: parvalbumin 
interneuron dysfunction, glutamatergic receptor imbalance, inflammatory dysregulation and 
demyelination. Likewise, differentially methylated genes in the adult PFC were significantly 
enriched for schizophrenia-risk genes; together supporting the relevance of the model for 
schizophrenia. Critically, the results postulate a window between adolescence and adulthood, 
where neuro-molecular abnormalities are present alongside preliminary evidence for elevated 
systemic IL-6 protein as a biomarker, prior to the development of cognitive deficits, which could 
be utilised to target interventions which prevent development of, or ameliorate, schizophrenia-
like behaviours in MIA-offspring. Overall, the findings demonstrate a robust MIA model, with 
molecular and behavioural phenotypes that offers promise as a preclinical schizophrenia model. 
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1.1. Schizophrenia 

Neuropsychiatric disorders, including schizophrenia, represent a collection of disorders 

associated with various complex pathological brain and behavioural phenotypes (Taber et al., 

2010). Schizophrenia is estimated to impact ~1% of the population (Castillejos et al., 2018; 

Charlson et al., 2018) with a slight increased incidence in males, calculated as a male-to-female 

incidence risk ratio of 1.31-1.42 (Aleman et al., 2003; McGrath et al., 2004).  Schizophrenia is 

rated among the top 20 disability-adjusted life years (DALYs) in the global burden of disease 

analyses, owing to the significant impact of schizophrenia on quality of life, with patients’ 

incapable of self-care and independence, with a resulting burden on healthcare systems (He et 

al., 2020; Institute for Health Metrics and Evaluation, 2018; Janoutova et al., 2016; Kaur and 

Cadenhead, 2010). Schizophrenia patients are estimated to have up to a 25-year lower life 

expectancy than the general population, owing to high rates of suicide, somatic/metabolic 

illness, side-effects of antipsychotics and substance abuse (Bobes et al., 2010; Laursen et al., 

2013, 2014; Newcomer, 2007; Saha et al., 2007). 

1.1.1. Symptoms and diagnosis 

Diagnosis of schizophrenia is dependent on criteria outlined in the Diagnostic and Statistical 

Manual of Mental Disorders (DSM; 5th Edition, American Psychiatric Association, 2022) and 

International Statistical Classification of Diseases and Related Health Problems (ICD; 11th 

Edition, World Health Organisation, 2019), generally based on the presence and duration of 

symptoms and how symptoms affect quality of life. Schizophrenia symptoms are broadly divided 

into three main groups: positive, negative and cognitive symptoms (Figure 1.1; Mihaljević-Peleš 

et al., 2019; Tamminga, 2008). Positive symptoms consist of ‘additive’ traits, including: 

disorganised speech, delusions, hallucinations (auditory and visual), paranoia and psychosis; 

while negative symptoms consist of ‘reduced’ traits, such as anhedonia, lack of motivation, 

depression and social withdrawal (Figure 1.1; American Psychiatric Association, 2022). 

Cognitive symptoms, by contrast, consist of cognitive deficits across seven key domains: social 

cognition, verbal, visual and working memory, vigilance, processing speed and problem solving, 

clinically defined by the Measurement and Treatment Research to Improve Cognition in 

Schizophrenia (MATRICS; August et al., 2012; Green et al., 2008; Kern et al., 2008; Young et 

al., 2009). While patients often experience periods of remission for positive symptoms, negative 

and cognitive symptoms are chronic and are arguably the larger contributors to loss of life quality 

(Kahn et al., 2015). Further, delineation of symptoms into distinct domains does not mean they 

are separate with negative symptoms significantly perpetuated by positive symptoms (e.g., 

paranoia and disturbing hallucinations), stress of diagnosis and the disruption to normal life. 

Such secondary negative symptoms can be incredibly debilitating and contribute to worse 

patient outcomes (Correll and Schooler, 2020). Schizophrenia onset usually occurs between 

15-30 years of age and, while individual symptom progression varies, clinical staging includes 

a prodromal stage followed by acute and chronic phases of psychosis (Janoutova et al., 2016; 
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Lieberman, 1999; Niendam et al., 2006). The prodrome is usually a period of weeks/months of 

non-specific symptoms, usually comprising cognitive and emotional deficits, such as isolation 

and deficits in memory and attention (George et al., 2017). The prodromal stage ends with the 

onset of acute psychosis, including psychotic episodes with onset and remission, with such 

symptoms resolving in ~30% of patients (Janoutova et al., 2016; Yung et al., 2007). In patients 

where symptoms do not resolve, individuals deteriorate into a symptomatically stable psychosis 

(the chronic phase) during which patients are often incapable of independence or self-care 

(Janoutova et al., 2016; Kaur and Cadenhead, 2010).  

 

Figure 1.1. Schizophrenia symptom domains  
Summary of the positive, negative and cognitive symptoms arising in schizophrenic patients as outlined by the 
American Psychiatric Association (2022). 
 

Despite extensive efforts to standardise the schizophrenia diagnostic processes, it is not without 

its shortfalls. Schizophrenia is often used as an umbrella term for schizophrenia, schizoaffective 

disorder and psychosis, which can cause issues with correct diagnosis, with significant overlap 

between symptoms outlined in the DSM (American Psychiatric Association, 2022). Given the 

similar risk factors and symptom presentations across neurological disorders, current research 

suggests that inclusion of both transdiagnostic and disorder-specific trait evaluation could 

improve diagnostic accuracy (Dalgleish et al., 2020; Reininghaus et al., 2019). Further, the 

current diagnostic rubric is also suggested to introduce inherent bias into the diagnostic process. 

Historically, there is an increased schizophrenia risk in men (Aleman et al., 2003; McGrath et 

al., 2004). This has been suggested to owe to delayed symptom onset in females who tend to 

present with more affective symptoms (e.g., depression and anxiety) and thereby bias diagnosis 
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to schizoaffective disorders, leading to sub-optimal care (Brand et al., 2022; Reininghaus et al., 

2019). Likewise, there are historically high rates of schizophrenia diagnosis among black 

individuals (Barnes, 2004). However, lack of genetic risk evidence has led to the more recent 

implication that this increased risk owes to symptom presentation divergences between races 

which bias diagnosis (Reininghaus et al., 2019; Schwartz and Blakenship, 2014, Schwartz et 

al., 2019b). Finally, early detection and subsequent intervention is beneficial for schizophrenia 

patients, by preventing the development of chronic psychosis (George et al., 2017; Kulhara et 

al., 2008). Early intervention for schizophrenia has been historically challenging, as it is the 

acute and chronic phases of schizophrenia where symptoms become readily diagnosable under 

standard diagnostic processes, whereas more subtle early prodromal symptoms are usually 

missed (George et al., 2017; Kulhara et al., 2008; Taber et al., 2010). That said, improvements 

to early diagnosis are being made, through the development of approaches to recognising high 

risk individuals, enabling early intervention and reduced psychiatric admissions, particularly 

involuntary admissions (Malda et al., 2019; Sizer et al., 2022). 

1.1.2. Treatment 

1.1.2.1. Psychopharmacology and drug-based strategies  

The field of neuropsychopharmacology was established in the 1950s following the development 

of the first antipsychotic, chlorpromazine, which was found to possess adrenolytic, gangliolytic 

and antiemetic properties (Anton-Stephens, 1954; Ban, 2007; Ramachandraiah et al., 2009). 

Subsequently, various chlorpromazine-like compounds, including phenothiazines and 

butyrophenones, constitute ‘first-generation’ antipsychotics (Ban, 2007; Ramachandraiah et al., 

2009), acting through antagonism of dopaminergic receptors (Carlsson and Lindqvist, 1963; 

Seeman et al., 1975). Later tricyclic compounds, including clozapine and risperidone, were 

found to have antipsychotic properties with less extrapyramidal side-effects (e.g., tremors, 

dyskinesia and slurred speech) experienced with first-generation antipsychotics 

(Ramachandraiah et al., 2009). These ‘second-generation’ antipsychotics were found to act as 

potent antagonists at serotonin receptors, as well as dopamine receptors (Meltzer et al., 1989, 

2003). While first and second-generation antipsychotics remain the mainstay of schizophrenia 

therapy, they are not without challenges. Most patients show an incomplete response to 

antipsychotics, with psychosis resolving in only ~70-75% of patients, with limited effect on 

auditory hallucinations (Ibrahim and Tamminga, 2011; Keefe et al., 2007; Lieberman et al., 

2005; Spark et al., 2022; Swartz et al., 2007). Further, while second-generation antipsychotics 

have been indicated to ameliorate some negative symptoms (Meltzer et al., 2003), this was 

found to be primarily attributable to secondary negative symptoms (Căpățînă et al., 2021; Correll 

and Schooler, 2020), with antipsychotic compounds ineffective for cognitive symptoms (Ibrahim 

and Tamminga, 2011; Jaaskelainen et al., 2013; Spark et al., 2022). Further, antipsychotics are 

associated with severe side-effects including metabolic syndromes, hormonal and neurological 

symptoms (Muench and Hamer, 2010; Ucok and Gaebel, 2008). The side-effects and lack of 
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efficacy of antipsychotics can provoke lack of patient compliance. Indeed, since their advent and 

clinical introduction, patients were found to have poor adherence to oral dosing of antipsychotics 

(Rubio et al., 2021), with a recent systematic review estimating noncompliance to medication in 

schizophrenia patients to be as high as 50% (Semahegn et al., 2020). This prompted the 

development of long-acting injectables, however, these have not always been well-received by 

patients and have been less favoured by clinicians than oral antipsychotics (Brissos et al., 2014; 

Correll et al., 2021).  

It is notable that the challenges associated with antipsychotics do not discriminate between first 

and second-generation antipsychotics. Indeed, comparative clinical trials between first- and 

second-generation antipsychotics (e.g., CATIE and CUtLASS trials) showed little difference 

between them in terms of patient compliance, effectiveness and quality of life (Naber and 

Lambert, 2012; Spark et al., 2022).  

More recent drug treatments aim to overcome many of the limitations of current antipsychotics. 

For example, novel atypical antipsychotics such as asenapine (Căpățînă et al., 2021) and 

cariprazine (Fleischhacker et al., 2019) have been found to show improvements to negative 

symptoms with better affinity than earlier compounds. That said, despite promising clinical trials 

for novel compounds targeting alternative neurotransmitter systems, none have been 

successful, with high attrition in late-stage clinical trials relating to lack of efficacy and safety 

profiles (Spark et al., 2022). Alternatively, adjuvant therapies have been employed in an attempt 

to manage negative and cognitive symptom domains, in combination with antipsychotics. Such 

adjuvant therapies have included antidepressants which attempt to manage negative 

symptoms, including selective serotonin reuptake inhibitors, tricyclic and tetracyclic 

antidepressants and have in general shown promising results, though it remains unclear if they 

improve primary or secondary negative symptoms (Căpățînă et al., 2021; Correll and Schooler, 

2020). Likewise, anti-inflammatories have also been suggested as adjuvant therapies, 

hypothesised to improve schizophrenia symptoms domains (Section 1.1.3.4) though with mixed 

success (Çakici et al., 2019; Cho et al., 2019; Hashimoto, 2019; Jeppesen et al., 2020). 

1.1.2.2. Psychotherapy and alternative strategies 

More recent research suggests that integration of psychopharmacology and 

psychotherapy/psychosocial interventions may be better practice for schizophrenia 

management than drug-based strategies alone (Mueller, 2023). Psychosocial interventions, 

include: cognitive behavioural and remediation therapies, psychoeducation programs, family 

intervention programs and social skills training and assertive community treatment. Such 

methods have been shown to improve patient symptom outcomes and reduce patient drug 

noncompliance (Chien et al., 2013; Cooper et al., 2020). Cognitive behavioural therapy (CBT) 

has been a prevalent approach, showing extensive benefits in social function, psychosis and 

secondary negative symptoms (Moritz et al., 2019; Sitko et al., 2020). CBT is recommended at 

all stages of schizophrenia progression and in particular has proven efficacious in treatment-
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resistant schizophrenia where antipsychotics have proven ineffective (Moritz et al., 2019; Polese 

et al., 2019). Other beneficial alternative treatment strategies for schizophrenia include 

increased physical exercise (Tew et al., 2023) and creative pursuits (Shukla et al., 2022) which 

have been suggested to improve overall patient well-being.  

1.1.3. Etiopathogenesis 

1.1.3.1. Brain morphological changes  

Various brain changes have been identified in schizophrenia and are suggested to be 

progressive into the chronic stages of the disease course (DeLisi et al., 2006; Liloia et al., 2021). 

Magnetic resonance imaging (MRI) and computed tomography scan studies in schizophrenia 

patients have consistently shown enlargement of lateral ventricle volume and subarachnoid 

space (Elkis et al., 1995; Gaser et al., 2004; Kanahara et al., 2022; Kempton et al., 2010), 

concomitant with volume reduction in several other brain regions including: the amygdala, 

hippocampus, striatum, thalamus and overall cortical thinning (Dabiri et al., 2022; Gaser et al., 

2004; Kuo and Pogue-Geile, 2019; Lawrie and Abukmeil, 1998; Nelson et al., 1998; Pina-

Camacho et al., 2022; Velakoulis et al., 1999). These volume reductions owe primarily to overall 

loss of grey matter (Kuo and Pogue-Geile, 2019; Pantelis et al., 2003; Stegmayer et al., 2014; 

Vita et al., 2012), arising due to reductions in synapse and dendritic density (Dabiri et al., 2022). 

White matter changes are usually measured by diffusion tensor imaging (DTI) for measuring 

white matter integrity. Various studies have evidenced reduced white matter integrity in 

schizophrenia (Arnone et al., 2008; Koshiyama et al., 2020; Zong et al., 2021), particularly 

associated with cognitive deficits (Holleran et al., 2020; Zong et al., 2021).   

1.1.3.2. Neurotransmitter signalling 

Dopamine and serotonin were among the first neurotransmitter systems associated with 

schizophrenia, owing to the discovery that first- and second-generation antipsychotics acted via 

antagonism of these pathways (Carlsson and Lindqvist, 1963; Meltzer et al., 1989; Seeman et 

al., 1975), with early hypotheses (i.e., the dopamine hypothesis) suggesting serotonin-dopamine 

interactions were critical in schizophrenia pathophysiology (Kapur and Remington, 1996; 

Meltzer et al., 2003). However, while the so-called dopamine hypothesis has been one of the 

most enduring theories in schizophrenia research, it is not alone sufficient to explain the disease 

symptomatology (Gomes and Grace, 2021; Yang and Tsai, 2017). Indeed, while likely playing 

roles in the development of positive symptoms (e.g., psychosis; Howes and Kapur, 2009) 

dopamine dysfunction cannot explain the severe cognitive symptoms experienced by 

schizophrenia patients. Likewise, despite ongoing interest in serotonin pathways, few studies 

have provided direct evidence for serotonergic dysfunction in schizophrenia (De Deurwaerdère 

and Di Giovanni, 2020; Yang and Tsai, 2017). Accordingly, more recent research has turned to 

alternative neurotransmitter systems, notably, glutamatergic and GABAergic systems. Early 

studies implicated deficient glutamate signalling (the major excitatory neurotransmitter; Niciu et 
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al., 2012), in the pathology of schizophrenia, through observations that glutamatergic N-methyl 

D-aspartate (NMDA) receptor antagonists, such as phencyclidine (PCP) and ketamine, promote 

psychosis development and cognitive dysfunction in humans and rodents (Cadinu et al., 2018; 

Javitt and Zukin, 1991; Krystal et al., 1994; Meltzer et al., 2013). Indeed, PCP administration 

remains a common method for preclinical animal models for schizophrenia (Cadinu et al., 2018; 

Lee and Zhou, 2019; Meltzer et al., 2013). Dysfunctional glutamate signalling is further 

supported by analysis of schizophrenia post-mortem brains which demonstrate reduced 

expression and hypofunction of hippocampal and prefrontal NMDA receptors (Harrison et al., 

2003; Olney and Farber, 1995; Yang and Tsai, 2017). By contrast, gamma-aminobutyric acid 

(GABA) is the main inhibitory neurotransmitter, synthesized from glutamate by glutamate 

decarboxylase (GAD) enzymes (e.g., GAD65 and GAD67; Watanabe et al., 2002), enriched in 

GABAergic interneurons (Llorca and Deogracias, 2022). It has been suggested through live 

imaging studies that GABA signalling or concentrations are reduced in distinct brain regions and 

cerebral spinal fluid (CSF) in schizophrenia and are associated with symptom severity 

(Chiapponi et al., 2016; Orhan et al., 2018) aligning with post-mortem studies which support 

reduced GABAergic output in schizophrenia (Curley et al., 2011; Hyde et al., 2011; Lewis et al., 

2005, 2012).  

1.1.3.3. Neuroendocrine signalling 

Neuroendocrine signalling occurs at the juncture of neuronal and peripheral hormone signalling 

(Gore, 2013). Within the brain, the hypothalamus is the major regulator for neuroendocrine 

signalling, circadian rhythms and stress responses, as part of the hypothalamic-pituitary-adrenal 

(HPA) axis (Figure 1.2; Stephens and Wand, 2012). Under stress conditions, the hypothalamus 

is triggered to release cortisol-releasing hormone (CRH) which induces the anterior pituitary 

gland to stimulate adrenocorticotrophic hormone (ACTH) which in turn acts on the adrenal 

glands atop the kidneys, concluding with the release of the stress hormone, cortisol (Figure 1.2; 

Stephens and Wand, 2012). Cortisol (or corticosterone in rodents) is a glucocorticoid hormone, 

which binds to and activates glucocorticoid receptors (GRs). Upon activation, GRs translocate 

to the nucleus and promote the transcription of various downstream target genes (Oakley and 

Cidlowski, 2013).  

Elevated circulating cortisol in schizophrenia patients has been correlated with poorer symptoms 

and increased mortality (Bradley and Dinan, 2010; Sachar et al., 1970; Walder et al., 2000). 

Meanwhile, altered expression of genes/proteins involved in the normal stress response 

signalling pathways have also been identified in the brains and blood of schizophrenia patients 

(Liu et al., 2020b; Sinclair et al., 2013; Webster et al., 2002). However, systematic reviews of 

cortisol response after stress have suggested a blunted cortisol response in schizophrenia, 

associated with poor stress adaptivity, though this does appear to differ between disease stage 

(e.g., acute vs chronic; Dauvermann and Donohoe, 2019; Lange et al., 2017). Taken together, 

these results postulate dysregulated HPA-axis signalling and stress responses in schizophrenia 

patients. 
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Figure 1.2. Hypothalamus-pituitary-adrenal (HPA) axis signalling 
Following stress, neurotransmitter signalling induces the hypothalamus to release cortisol-releasing hormone 
(CRH) which acts on the anterior pituitary gland to stimulate adrenocorticotrophic hormone (ACTH) which in 
turn acts on the adrenal glands atop the kidneys, thereby stimulating release of the stress hormone, cortisol.  

1.1.3.4. Inflammation 

There is growing evidence for the involvement of inflammation in the aetiology of schizophrenia. 

Population studies have shown that infections increase risk of schizophrenia outcome 

(Khandaker et al., 2012; Moccia et al., 2023) and it is hypothesised that infection-mediated 

inflammatory pathways contribute to this risk. Inflammation can influence multiple body sites, 

including the central nervous system (CNS; Choudhury and Lennox, 2021; Müller et al., 2015). 

Microglial cells are the critical CNS immune cells (Dawson et al., 2003; Dos Santos et al., 2020) 

becoming activated in response to infection, generating an inflammatory signalling cascade and 

secretion of cytokines (Fernández-Arjona et al., 2017). In the past 10 years, there has been 

particular interest in the function and role of microglia in schizophrenia pathology, with active 

microglia hypothesised to drive neuroinflammatory disturbances in schizophrenia brains 

(Laskaris et al., 2016; Trovão et al., 2019). However, results from post-mortem studies have 

been mixed, with some demonstrating increased active microglial density or activity (Bernstein 
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et al., 2015; De Picker et al., 2021; Frick et al., 2013) while others have observed no effect 

(Conen et al., 2021; Di Biase et al., 2017). Likewise, several studies have associated cytokine 

functions with schizophrenia symptoms and progression, including increased serum/plasma and 

CSF protein concentrations for TNF-α, IL-1β, IL-6, IL-8, IL-12 and decreased for IL-17 and IFN-

 (Gallego et al., 2018; Kalmady et al., 2018; King et al., 2021; Kogan et al., 2018; Trovão et al., 

2019; Upthegrove et al., 2014) though inter-study variability remains for individual cytokines. 

Furthering the possible role of inflammation in schizophrenia, as mentioned previously, anti-

inflammatory agents have been suggested as early-stage adjuvant therapies (Hashimoto, 

2019). However, recent meta-analyses have indicated a general lack of efficacy of anti-

inflammatories in schizophrenia (Çakici et al., 2019; Cho et al., 2019; Jeppesen et al., 2020). 

These inter-study discrepancies likely owe to the more recent speculation that an individual 

subgroup of schizophrenia patients present with a high basal inflammatory state and hence lack 

of patient stratification in clinical trials and large-scale studies could confound these findings 

(Hameete et al., 2020; Di Biase et al., 2017).  

1.1.3.5. Genetics  

Twin studies can be used to assess heritability of complex disorders. Monozygotic twins have 

no differences in DNA sequence while dizygotic twins are genetically dissimilar (Verweij et al., 

2012). However, the shared environments of twins allow control over environmental risk factors, 

enabling the calculation of the relative contribution of genetics and environment to the basis of 

a disease (Riley, 2004). Accordingly, if all the variance of a disease phenotype were genetic, 

heritability estimates of 100% for monozygotic twins and 50% for dizygotic twins would be 

calculated (Verweij et al., 2012). Twin studies in schizophrenia have shown greater concordance 

in monozygotic twins relative to dizygotic twins, with an estimated heritability of ~80% (Hilker et 

al., 2018; Sullivan et al., 2003) suggesting a high contribution of genetic risk. This was supported 

by the finding that schizophrenia risk is ten times greater for relatives of a schizophrenia patient 

(Riley, 2004).  

Early studies investigating the genetic variants which contributed to schizophrenia risk used 

gene linkage studies. These were typically performed within family pedigrees, identifying genetic 

markers within chromosomes (e.g., microsatellites), which co-segregated with the schizophrenia 

phenotype (Riley, 2004). Early linkage studies identified several chromosome regions of 

interest, including 3p, 5q, 6p, 8p, 20p and 22q (Curtis et al., 1996; Daniels et al., 1997; Hovatta 

et al., 1998). However, a crucial disadvantage to these early studies was the size of the genomic 

regions, which included hundreds of genes and hence it was not clear which were functional 

candidates. Later studies investigated smaller copy number variants (CNVs), comprising 

genomic insertions/deletions usually ≥1000 base pairs (bp), which often alter gene expression 

dosage (Gamazon and Stranger, 2015). In contrast to linkage studies, CNVs are usually 

identified using microarray technologies in large case-control cohorts. Multiple studies have 

shown a contribution of CNVs to schizophrenia risk, including the consistent finding of NRXN1 

exon-disrupting CNVs (Howrigan, 2017; Kirov et al., 2009; Lee et al., 2010; Marshall et al., 2017; 



43 
 

Rees et al., 2014). Critically, pathogenic CNVs, while rare within the schizophrenia population, 

are thought to be highly penetrant in particular patient subgroups (Foley et al., 2020; Marshall 

et al., 2017). Moreover, next-generation sequencing technologies have also enabled genome-

wide evaluation of single bp variants or small nucleotide polymorphisms (SNPs) within the DNA 

sequence. SNPs are usually analysed as part of genome wide association studies (GWAS) 

which assess SNP differences between disease cases and controls. These studies have 

primarily been performed by collaborations, such as the Schizophrenia Psychiatric GWAS 

Consortium (Dennison et al., 2020) with numerous GWAS conducted for schizophrenia in 

various human cohorts (Bigdeli et al., 2021; Pardiñas et al., 2018; Ripke et al., 2011, 2013, 

2014), together identifying hundreds of genes. It has been suggested that schizophrenia risk 

variants are present at high rates in the general population and that these variants likely combine 

additively or under epistasis, combining with environmental risks to result in schizophrenia 

(Andreasen et al., 2011; Dennison et al., 2020; Riley, 2004). However, functional validation of 

genome-wide significant SNPs has proven challenging (Pardiñas et al., 2018). That said, more 

recently, SNPs have been shown to associate with distinct symptom domains, such as 

neurocognitive and psychotic symptoms and symptom severity in schizophrenia (Gennarelli et 

al., 2022; Greenwood et al., 2019; Wan et al., 2021), with some variants shown to increase 

schizophrenia risk in a single sex (Sozuguzel et al., 2019), supporting a functional role for SNPs 

in schizophrenia pathology. In line with this, more recent studies have shown that schizophrenia 

risk genes functionally converge in inhibitory GABAergic interneurons and excitatory 

glutamatergic neurons and synaptic function (Liu et al., 2022; Schmidt-Kastner et al., 2020; 

Trubetskoy et al., 2022), in support of a role in the disease etiopathogenesis. 

1.1.3.6. Environment 

Several environmental factors have been shown to contribute to increased risk of schizophrenia 

development. These include substance abuse, particularly cannabis, alcohol and tobacco which 

have been demonstrated to exacerbate psychotic symptoms (Janoutova et al., 2016; Khokhar 

et al., 2018). General environmental conditions have a relationship with schizophrenia. Urban 

living has been significantly associated with schizophrenia risk (Murray, 2003; Paksarian et al., 

2018; Szoke et al., 2014). It has been shown that urban lifestyle factors such as stress, excess 

noise (Wright et al., 2016), pollution (Lei et al., 2023; Newbury et al., 2021), lack of sunshine 

(Liu et al., 2023) and drug availability (Janoutova et al., 2016; Khokhar et al., 2018) all contribute 

to schizophrenia development, symptom severity and relapse. Exposure to multiple 

environmental insults has also been demonstrated to result in earlier age of onset and worse 

prognosis, suggesting a cumulative effect of environmental factors on schizophrenia 

pathogenesis (Brown, 2011; Stepniak et al., 2014). Additionally, various prenatal and early-life 

events have been suggested to contribute to schizophrenia risk, underscoring the 

neurodevelopmental hypothesis for schizophrenia (Section 1.2).  
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1.1.3.7. Patient biotypes and clinical stratification 

A significant amount of variability exists in the literature regarding schizophrenia 

etiopathogenesis and in part this likely owes to a lack of patient stratification into different 

subgroups. Schizophrenia is a highly heterogenous disorder with recent work suggesting that, 

within schizophrenia, there are divergent patient biotypes (Clementz et al., 2016, 2022), distinct 

from the DSM criteria. Indeed, Clementz et al. (2022) have suggested three patient biotypes, 

distinguished by severity of symptoms (notably cognitive ability) and functional brain changes. 

Validation work has suggested stratification using these biotypes to provide better predictability 

for biological changes, including regional volumetric changes and white matter integrity changes 

(Guimond et al., 2021; Kelly et al., 2021). Distinct patient biotypes are also hypothesised to 

underscore disparate genetic and environmental risk factors (Choudhury and Lennox, 2021). 

With this in mind, standard medication is unlikely to be universally beneficial across these 

biotypes (Clementz et al., 2022). This speculation is consistent with lack of efficacy of current 

treatments such as antipsychotics. Recognition of these subgroups is hence critical for clinical 

testing of new therapies, with a personalised medicine approach likely to be more efficacious. 

Accordingly, it has been postulated that the lack of anti-inflammatory efficacy is due to a lack of 

patient stratification based on individual basal inflammatory state, with more recent clinical trials 

aiming to overcome this (UK Research and Innovation, 2023). 

1.2. Neurodevelopmental hypothesis for schizophrenia 

The Barker hypothesis originated with the concept that a sub-optimal maternal environment 

could predispose offspring to later-life diseases (Barker, 1990). This idea was supported by early 

studies demonstrating that undernutrition during pregnancy produced foetal growth restriction 

and increased offspring propensity for metabolic syndromes, deemed the ‘thrifty phenotype’ 

(Barker, 2002; Hales and Barker, 1992, 2001). Much of the supportive epidemiological research 

for this hypothesis was performed in the Dutch Winter Cohort, a population which experienced 

famine in 1944-1945, with exposed offspring shown to have higher rates of obesity, glucose 

intolerance and cardiovascular diseases (Ravelli et al., 1976; Roseboom et al., 2006). This 

research is now commonly referred to as the developmental origins of health and disease 

(DOHaD), proposing that early-life environments (prenatally and postnatally) induce 

developmental changes which predispose individuals to disease (Gillman, 2005). Historically, 

schizophrenia was considered a neurodegenerative disorder, until the neurodevelopmental 

hypothesis of schizophrenia emerged. This hypothesis proposed that schizophrenia results from 

perturbed brain development (Weinberger, 1987). The mammalian brain develops over a 

protracted period, beginning at early post-conception and advancing into adulthood. This 

creates a large window of vulnerability during which neurodevelopmental trajectory can be 

altered by environmental factors, in line with the DOHaD hypothesis. Early events thought to 

impact neurodevelopment and predispose individuals to schizophrenia include pregnancy 
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complications, maternal infection, placental dysfunction and early-life adversity (Murray and 

Lewis, 1988; Owen et al., 2011; Rapoport et al., 2005). 

1.2.1. Neurodevelopment: a brief overview 

The mammalian CNS is a complex structure, composed of both neuronal and non-neuronal 

cells, which together form networks which transmit signals via synapses and signalling circuits 

to form the complete CNS (Azevedo et al., 2009; Jiang and Nardelli, 2016; Stiles and Jernigan, 

2010). Brain development is a lengthy process, beginning relatively early in foetal development 

(gestational week three in humans and gestational day (GD) 5 in rodents) and continuing into 

postnatal adolescence (Jiang and Nardelli, 2016; Stiles and Jernigan, 2010).  

Early stages of brain development occur with neural tube convergence and patterning followed 

by proliferation of neuroepithelial cells, which transition into radial glial cells, the essential neural 

progenitor cells (NPCs) of the CNS (Gotz and Huttner, 2005). NPC proliferation and 

differentiation occurs in the ventricular zone (VZ) and subventricular zone (SVZ) to give rise 

firstly to neurons (i.e., neurogenesis; McEwan et al., 2023). Newly generated neurons then 

migrate outwards into the layers of the cortex (Gotz and Huttner, 2005; Marin et al., 2010). Of 

note, GABAergic interneurons are among the last neurons to be specified in the SVZ (~GD15 

in rodents) before migrating to the cortical layers postnatally (Hu et al., 2017; Llorca and 

Deogracias, 2022). Neurogenesis is followed by gliogenesis, the production of astrocytes and 

oligodendrocytes from SVZ NPCs (Baydyuk et al., 2020; Gotz and Huttner, 2005; Tong and 

Vidyadaran, 2016; Zheng et al 2022). The switch from neurogenesis to gliogenesis (i.e., the 

gliogenic switch) is regulated both temporally and spatially by various signalling pathways (Miller 

and Gauthier et al., 2007; Naik et al., 2017; Sarkar et al., 2019). Finally, myelination, synaptic 

sculpting/pruning and maturation of cells and circuitry networks occurs in the postnatal period 

(Guirado et al., 2020; Larsen and Luna, 2018; Stadelmann et al., 2019; Tau and Peterson, 

2010). Other key postnatal neurodevelopmental events include the GABAergic inhibitory switch 

and glutamatergic NMDA receptor switch, both important for the establishment of the normal 

excitatory/inhibitory (EI) balance in the postnatal brain (Ganguly et al., 2001; Groc et al., 2007; 

Liu et al., 2021). Also important in brain development are microglial cells which originate from 

monocyte precursors in the yolk sac, from which they migrate to the CNS in early foetal 

development (Ginhoux et al., 2013; Menassa and Gomez-Nicola, 2018; Tong and Vidyadaran, 

2016). The entry of microglia into the foetal brain coincides with the formation of radial glial cells 

from neuroepithelial cells. Microglia first cluster in the SVZ and then later populate the rest of 

the cortex, remaining throughout life (Tong and Vidyadaran, 2016). It is thought that microglial 

invasion influences normal neuronal migration and differentiation patterns and modulates 

neuronal circuity formation. Indeed, microglia have been shown to regulate the NPC pool, 

neuronal positioning, synaptic pruning and myelination (Menassa and Gomez-Nicola, 2018; 

Reemst et al., 2016; Tong and Vidyadaran, 2016). Overall, this protracted period of brain 

development (Figure 1.3) leaves it highly vulnerable to prenatal and postnatal stressors, which 
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can disturb these processes and thereby alter neurodevelopmental trajectory (Giussani, 2011; 

Sarkar et al., 2019). 

 

Figure 1.3. Overview of rat and human neurodevelopment 
Figure illustrates neurodevelopmental timelines in both rats and humans, beginning from conception through to 
adulthood as indicated by the red timelines. Critical developmental stages and vulnerability windows are shown 
encompassing prenatal, neonatal, adolescence and adulthood periods. Key developmental events have been 
indicated in event peaks, beginning at the initiation of a process and peaking when the process is most dominant 
and then tailing off when the event ends/or is diminishing in later life. Key events detailed include neurogenesis 
(pink), gliogenesis (grey), microglial cell invasion (blue) and myelination (green). Windows of vulnerability denote 
the time period where stress and environment can critically influence these developmental processes. Adapted 
from Sarkar et al. (2019). 

1.2.2. Neurodevelopmental risk factors for schizophrenia  

1.2.2.1. Early-life stress (ELS) and adversity 

Early-life trauma/adversity, ELS and altered care have all been associated with schizophrenia 

development. Indeed, abuse and neglect in childhood have been linked to poorer intellectual 

and social cognition and outcomes in schizophrenia patients (Kilian et al., 2018; Loewy et al., 

2011; Rokita et al., 2018; Schalinski et al., 2018). The effect of early-life events has been 

theorised to work through the ‘traumagenic neurodevelopmental’ model of schizophrenia in 

which ELS alters the normal HPA-axis function in children, altering their stress response and 

ultimately predisposing children to psychosis (Read et al., 2001). In vivo, it has been shown that 

rodent pups receiving reduced maternal care behaviours (MCB) demonstrate increased anxiety 

and fear alongside decreased cognition (Caldji et al., 1998; Lehmann et al., 1999; Lovic and 

Fleming, 2004). Molecular changes were also noted following MCB deficits, including robust 

support for dysregulated HPA-axis response in affected offspring (Caldji et al., 1998; Liu et al., 
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1997; Plotsky and Meaney, 1993; Plotsky et al., 2005; van Bodegom et al., 2017). Further 

studies have also shown altered neurotransmitter signalling pathways (Liu et al., 2000; Vicentic 

et al., 2006) and immune dysregulation (Catale et al., 2020; Dutcher et al., 2020). Of note, the 

latter has also been demonstrated in human studies, which have shown a role for systemic 

cytokine dysregulation, notably elevated IL-6 following ELS, as a biomarker for psychosis 

development (Khandaker et al., 2014; King et al., 2021; Perry et al., 2021).  

1.2.2.2. Pregnancy complications and undernutrition 

Several studies have associated low birthweight, premature birth and preeclampsia with 

increased risk of schizophrenia in offspring (Boksa, 2004; Cannon et al., 2002; Eide et al., 2013; 

Kunugi et al., 2001). Likewise, prenatal undernutrition, as a result of placental dysfunction or 

maternal diet, has also been shown to increase schizophrenia risk (Brown and Susser, 2008; 

He et al., 2018). In vivo studies have suggested that one of the primary mechanisms of action 

is hypoxia and resulting oxidative stress, with perinatal hypoxia in rodents shown to produce 

schizophrenia-associated behavioural traits (Boksa, 2004; Nicodemus et al., 2008). Prenatal 

undernutrition in rats has accordingly been shown to associate with similar behavioural deficits 

and cortical oxidative stress (Allgäuer et al., 2023; Xu et al., 2019). That said, nutrient supply 

during pregnancy is critical for a range of developmental processes, with restrictive or 

unbalanced nutrient supply to the developing foetus shown to have marked developmental 

impacts. One of the most well-studied impacts of nutrient inadequacy relates to folate provision, 

where folate insufficiency has been robustly associated with neural tube defects, cognitive 

deficits and psychosis (Brown and Susser, 2008; Irvine et al., 2022; Rubini et al., 2021). 

1.2.2.3. Maternal immune activation (MIA) 

Early evidence supporting the contribution of maternal infection to schizophrenia came from 

epidemiological studies demonstrating that schizophrenia incidence increased following 

influenza epidemics (Adams et al., 1993; Mednick et al., 1988). The key methodological issue 

for these studies was that the calculated schizophrenia risk was underscored by the timing of 

an infectious outbreak, rather than corroborated evidence of true maternal infection (Brown and 

Derkits, 2010). That said, later studies successfully correlated serological maternal antibodies 

for influenza with up to a three-fold offspring risk of schizophrenia (Brown et al., 2004). 

Subsequently, several other infectious agents have also been associated with schizophrenia 

risk, with supporting serological evidence, including Toxoplasma gondii (Bo Mortensen et al., 

2007) and herpes simplex virus (Buka et al., 2008). Additionally, multiple neurodevelopmental 

disorders (NDDs) have been associated with MIA, including autism spectrum disorder (ASD) 

and bipolar disorder (BPD), both NDDs with a similar genetic risk profiles to schizophrenia 

(Atladottir et al., 2010; Canetta et al., 2014). Accordingly, there is now a general consensus for 

the role of prenatal infection in the development of schizophrenia, though individual infectious 

agents are still debated (Cheslack-Postava and Brown, 2022) and hence it is proposed that it is 

the maternal immune response or MIA as opposed to the infectious agent itself that promotes 
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schizophrenia risk (Akbarian, 2014). The prevailing hypothesis is that maternal infection 

indirectly affects offspring neurodevelopment through MIA-mediated mechanisms which in turn 

promote schizophrenia development (Estes and McAllister, 2016; Labouesse et al., 2015b). This 

concept has been supported in animal models of MIA which report no evidence that 

administered immune agents (e.g., virus/bacteria) reach the developing foetus (Ashdown et al., 

2006; Fatemi et al., 2012) and that infectious mimetics also produce behavioural deficits 

consistent with NDDs (Ashdown et al., 2006; Harvey and Boksa, 2012; Meyer, 2014). With this 

in mind, it is thought that cytokines are key in mediating the effect of MIA (Meyer et al., 2009b).  

I. The cytokine hypothesis 

Infection in pregnant women generates elevated cytokine concentrations in both maternal serum 

and amniotic fluid (Romero et al., 1989, 1990). Further studies in humans have associated 

elevated maternal cytokines with impaired cognitive development, anxiety, depression and 

psychosis risk in exposed children (Allswede et al., 2020; Giollabhui et al., 2019; Nazzari et al., 

2020). Such maternally-derived cytokines, notably IL-6 and TNFα, have been demonstrated to 

cross the placenta, enter the foetal blood circulation and cross the foetal blood brain barrier 

(BBB; Banks et al., 1991, 1994; Dahlgren et al., 2006; Zaretsky et al., 2004). Cytokines and 

their receptors are expressed constitutively throughout foetal brain development (Mehler and 

Kessler, 1997; Mousa et al., 1999) with cytokines shown to function in a range of 

neurodevelopmental pathways (Deverman and Patterson, 2009). Taken together, these data 

support a hypothesis whereby MIA induces disturbed cytokine expression which impacts 

placental and foetal development to induce neuroinflammation, ultimately converging in altered 

brain developmental trajectory, predisposing affected individuals to pathology (Meyer et al., 

2009b).  

II. The SARS-CoV-2 pandemic 

SARS-CoV-2 infections have been shown to generate a systemic immune response, including 

the production of pro-inflammatory cytokines IL-6 and TNFα (Pedersen and Ho, 2020). Pregnant 

women are among the high-risk category for SARS-CoV-2 infection, demonstrating elevated 

cytokine responses even with asymptomatic presentation (Garcia-Flores et al., 2022; 

Wastnedge et al., 2021) with limited evidence of vertical SARS-CoV-2 transmission (Dube and 

Kar, 2020). However, placentas from exposed pregnancies have demonstrated inflammatory 

properties (Argueta et al., 2022; Garcia-Flores et al., 2022) aligning with the cytokine hypothesis 

for MIA. It is estimated that up to 20 million babies per year could have been exposed globally 

to maternal SARS-CoV-2 infection in utero (Dubey et al., 2022; Shook et al., 2022) with 

emerging evidence already suggesting that exposed children have increased risk of 

neurodevelopmental impairment (Shook et al., 2022; Shuffrey et al., 2022). These data therefore 

suggest a population-wide increased risk of MIA-associated NDDs, including schizophrenia, in 

the coming years. Hence our understanding of the mechanisms which link MIA and altered 

neurodevelopment are critical. 
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1.2.3. The role of the placenta  

The placenta forms during pregnancy through interactions between both embryonic (from the 

chorionic sac) and maternal (from the endometrium) derived cells and is essential for normal 

foetal development (Gude et al., 2004). A placental exchange barrier consisting of distinct 

cellular layers separates foetal and maternal blood flows of the fetoplacental and uteroplacental 

circulations respectively (Bryant-Greenwood, 1998). The placenta performs several functions 

required to support foetal growth and development including the transport of essential nutrients 

and oxygen, protection from infection and xenobiotics, removal of foetal waste products and 

hormone secretion. Placental function also adapts during gestation to meet foetal 

developmental and growth demand and hence perturbations to placental development and 

function can be detrimental to the foetus (Gude et al., 2004). The placenta also protects the 

foetus against the transfer of microbial infections and provides the foetus with maternal 

immunoglobulin antibodies (Palmeira et al., 2012).  

The placenta has a unique structure comprising distinct structural zones. Considering first the 

rodent placenta, there are three clear morphological zones, each with different functions, 

including: the maternal decidua, across which the spiral arteries deliver maternal blood flow, the 

junctional zone (JZ), important in endocrine functions throughout pregnancy and the labyrinth 

zone (LZ) containing the placental villi and the site of transfer of nutrients between maternal and 

foetal blood flows (Figure 1.4A; Rai and Cross, 2014; Soares et al., 2012). The human placenta, 

by contrast, has three analogous structural zones comprising an outer decidua layer, containing 

the maternal spiral arteries which deliver the maternal blood flow; the basal plate (considered 

similar to the JZ in rodents) and a collection of chorionic villi, which, though less intricately dense 

than the rodent LZ, also functions in nutrient transfer between maternal and foetal blood flows 

to mediate maternofoetal nutrient exchange (Figure 1.4B; Gude et al., 2004; Rai and Cross, 

2014; Soares et al., 2012). Classification of placentation is based on the number of cellular 

layers separating the maternal and foetal blood circulations (Dilworth and Sibley, 2013; Gude et 

al., 2004). Human and rodent placentas are both classified as haemochorial, with maternal 

blood in direct contact with the foetal trophoblast cell layer (Enders and Blankenship, 1998; 

Soares et al., 2012). However, while in humans a single trophoblast layer (haemomonochorial) 

separates the maternal and foetal blood flows, in rodents, by contrast, there are three (layers I, 

II and III) distinct trophoblast layers (haemotrichorial) between the two circulations (Figure 1.5; 

Gude et al., 2004; Rai and Cross, 2014; Soares et al., 2012). Layer I is composed of 

mononuclear sinusoidal trophoblast giant cells in direct contact with the maternal blood flow with 

large fenestrations between these cells, thought to allow unrestrictive transport of nutrients 

through this layer (Figure 1.5; Dilworth and Sibley 2013). By contrast, layers II and III are 

composed of syncytiotrophoblast cells, constituting the main, selective barrier to nutrient transfer 

between maternal and foetal blood flows in the rodent (Figure 1.5; Dilworth and Sibley 2013; 

Soares et al., 2012).  
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Figure 1.4. Schematic comparison of rodent and human placental structure 
A. Schematic of rodent placenta depicting the three structural zones, from top (maternal side) to bottom (foetal 
side): decidua, junctional zone (JZ) and labyrinth zone (LZ). The spiral arteries can be seen entering the placenta 
at the decidua, filling the maternal blood spaces surrounding the placental villi of the LZ containing the foetal 
capillaries. B. Schematic of human placenta, from top (maternal side) to bottom (foetal side): decidua, basal 
plate, villi. The spiral arteries can be seen entering the placenta via the decidua to fill the intervillous space with 
maternal blood in direct contact with the placental villi containing the foetal capillaries. Adapted from Rai and 
Cross (2014). 

 
Figure 1.5. Haemotrichorial placenta 
A. Electron microscopy image of fixed rat haemotrichorial placenta. I, II and III indicate the three trophoblast 
layers. Staining of alkaline phosphatase in the rat placenta, showing localisation product (arrows) between 
trophoblast layers I and II, indicating the first main barrier for maternofoetal nutrient transport resides at the 
maternal-facing plasma membrane of layer II. Adapted from Glazier et al. (1990). B. Schematic representation 
of rat haemotrichorial placenta showing three trophoblast layers I, II and III. As depicted, layer I is composed of 
sinusoidal trophoblast giant cells with intercellular spaces, whereas layers II and III are syncytiotrophoblast 
layers (syncytial multinuclear cellular layers with no lateral boundaries). Adapted from Furukawa et al. (2014). 
Abbreviations: FB, foetal blood within the foetal capillary; MB, maternal blood space containing maternal blood. 
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Despite some structural differences between rodent and human placentas, there are significant 

similarities, including mechanistic physiology (Enders and Blankenship 1998), transport 

capabilities (Cramer et al., 2002; Glazier et al., 1996; Novak and Beveridge 1997) and 

conservation of genes involved in regulating placentation (Soares et al., 2012). 

The placenta is a complex and essential organ for normal foetal development, critical for the 

provision of nutrients to support normal growth. With this in mind, it has been suggested that 

stress and MIA can impact on the placenta in such a way, most likely through alteration of its 

transport and metabolic functions, to disrupt foetal neurodevelopment. There is supportive 

evidence for this mechanistic framework. MIA has been shown to induce placental 

morphological changes, including increased inflammatory cells and loss of LZ morphology 

(Fatemi et al., 2012) and elevated cytokine concentrations (Mueller et al., 2019). Further, it has 

been shown that cytokines, particularly IL-6, can transverse the placenta to the foetus (Dahlgren 

et al., 2006; Zaretsky et al., 2004) thereby suggesting one mechanism by which MIA can impact 

directly on foetal neurodevelopment. Further, we and others have shown that MIA induces 

significant changes in expression and function of critical amino acid transporters (Kowash et al., 

2022; McColl and Piquette-Miller, 2019). Likewise, transcriptomic profiling of the placenta 

following influenza-induced MIA has demonstrated changes in placental gene expression 

related to functions in apoptosis, hypoxia, inflammation/immune response and psychosis 

(Fatemi et al., 2012). Together, these studies suggest functional changes to the placenta in the 

context of MIA which could impact on the developing foetal brain. Critically, several 

schizophrenia risk genes have been suggested to be related to normal placental function (Ursini 

et al., 2017). These risk loci also appear to associate with pregnancy complications and hypoxia, 

supporting the role of the placenta as a mediator of prenatal challenges that increase risk of 

NDDs (Ursini et al., 2017). Of note, there is also evidence that these placental changes act in a 

sex-specific way (Bronson and Bale, 2016). In normal pregnancies there are clear sex 

differences in the placenta, with transcriptomic profiling showing differences in expression of 

several genes between male and female offspring (Buckberry et al., 2014). Particularly, the 

placental enzyme 11β-HSD, which works to protect the foetus from the majority of maternal 

cortisol and protect offspring from maternal stress, is expressed more highly in male placentae 

than female placentae (Hirasawa et al., 2000). Reduction in the placental expression of this 

enzyme affects normal foetal development and is seen in both growth restriction and 

preeclampsia pregnancies, two prenatal risk factors for schizophrenia (Schoof et al., 2001; 

Shams et al., 1998). Finally, placental transport function will also be crucial for the provision of 

foetal biosynthetic precursors and foetal methylation capacity and hence foetal epigenetic 

patterning. The essential nutrient folate, as well as methionine, required for cellular methylation 

pathways, are actively transported to the foetus by the placenta (Antony, 2007; Solanky et al., 

2010; Tsitsiou et al., 2009) and deficiencies in folate transport to the foetus are associated with 

birth defects and brain malformations (Refsum, 2001) and impaired amino acid transport is 

associated with foetal growth restriction (Glazier et al., 1997).  
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1.2.4. The role of epigenetics 

Waddington (1956, 2012) first proposed the concept of epigenetics, suggesting a mechanism 

through which environmental factors might induce heritable phenotypic alterations. Epigenetics 

is now commonly defined as mitotically/meiotically heritable mechanisms which regulate 

changes in gene expression that do not entail changes to the DNA sequence (Holliday, 1994; 

Wu and Morris, 2001). Epigenetic mechanisms can be broadly divided into three categories: 

DNA modifications, histone modifications and non-coding RNA (ncRNA), which collaboratively 

regulate gene expression (Figure 1.6). Epigenetic mechanisms are particularly important for 

regulating tissue-specific transcriptomes (Roadmap Epigenomics Consortium et al., 2015). 

Eukaryotic DNA is packaged into a nucleoprotein structure called chromatin, the basic unit of 

which is the nucleosome, constructed from DNA (147bp) wrapped around a core histone 

octamer. The regulation of chromatin structure effects gene expression by enabling or inhibiting 

access of transcription factors to regulatory elements, forming repressive heterochromatin (in 

which gene expression is inhibited) and active euchromatin (in which gene expression is 

enabled or potentially enabled; Lawrence et al., 2016; Quina et al., 2006). 

 
Figure 1.6. Chromatin structure and epigenetic regulatory mechanisms 
The chromosome is formed from repeating nucleosome units (DNA wrapped around histone octamers). Histone 
modifications occur on the histone protein tails, most commonly on lysine residues. The most prevalent 
modifications are histone methylation and acetylation, established by histone acetyl (HATs) and methyl 
transferases (HMTs) and removed by histone deacetylases (HDACs) and demethylases (HDMs). DNA 
modifications are direct modifications, typically on cytosine bases, within the double stranded DNA helix, 
established by DNA methyltransferases (DNMTs) and removed by ten-eleven translocation (TET) enzymes. 
The final epigenetic mechanisms is non-coding RNA (ncRNA). ncRNA is transcribed from DNA alongside 
messenger RNA (mRNA). ncRNA regulates gene expression primarily post-transcriptionally through 
transcriptional interference and regulation of translation. Adapted from Joosten et al. (2018). 

1.2.4.1. Overview of epigenetic mechanisms  

I. DNA methylation (DNAm) 

DNAm is achieved through addition of a methyl residue to the 5th position of cytosine bases 

usually located adjacent to a guanine (Roy and Weissbach, 1975), referred to as cytosine-

guanine dinucleotides (CpGs). It is estimated that 70-80% of all CpG sites are methylated in 
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human tissues with the brain being one of the most highly methylated tissues (Ehrlich et al., 

1982; Illingworth et al., 2010; Meissner et al., 2008). The majority of CpG sites are located in a 

clustered fashion within so-called CpG islands (CGIs), usually 1 kilobase (kb) long (Bird et al., 

1985). These islands are normally hypomethylated and lie outside nucleosome structures, 

associated with transcription start sites (TSS) and promoters which regulate nearby genes. 

Hence CGIs are available for interaction with regulatory proteins and thereby modulate gene 

expression (Bird et al., 1985; Saxonov et al., 2006; Tazi and Bird, 1990) with CGI and promoter 

methylation usually leading to inhibition of gene expression (Mohn et al., 2008). Multiple 

mechanisms enable this, including inhibition of transcription factor binding, recruitment of 

repressive methyl-binding proteins and chromatin compaction (Moore et al., 2013). Of note, 

while DNAm was initially believed to occur only at CpG sites, genome-wide mapping studies 

have demonstrated that methylated cytosines can also occur at non-CpG sites, where the 

methyl-cytosine is adjacent to a base other than guanine (CpH-sites; Lister and Ecker, 2009). 

CpH methylation is highly tissue-specific but is present at high levels in the brain and is enriched 

in promoters and gene bodies (Christopher et al., 2017; Guo et al., 2014). DNAm patterns are 

established by a family of enzymes known as DNA methyltransferases (DNMTs) which catalyse 

the transfer of a methyl group, from the donor S-adenosyl methionine (SAM), onto cytosine 

residues (Christopher et al., 2017; Moore et al., 2013). DNMTs comprise two groups. The first 

group, de novo DNMTs, establish methylation patterns in previously non-methylated DNA 

(DNMT3a and DNMT3b; Figure 1.7A) while the second group, maintenance DNMT, accurately 

copies DNAm patters within hemi-methylated DNA during cellular divisions (DNMT1; Figure 

1.7B). A final DNMT, DNMT3L, lacks the typical catalytic domain and is thought to instead direct 

the activity of de novo DNMTs (Aapola et al., 2000; Cedar and Bergman, 2009).  

  

Figure 1.7. DNA methylation (DNAm) by DNA methyltransferases (DNMTs) 
A. DNMT3a and DNMT3b add a methyl group to the 5th position of previously non-methylated cytosine bases 
to establish de novo methylation. B. DNMT1 copies previous DNAm patterns during DNA replication and favours 
hemi methylated DNA. Adapted from Moore et al. (2013). 
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DNA demethylation can either be active, using enzymes that catalyse the removal of methyl 

groups, or passive, through loss of fidelity of DNMT1 activity (Bhutani et al., 2011; Monk et al., 

1991). Active DNA demethylation proceeds through several enzymatic processes whereby 

5-methyl-cytosine (5mC) is deaminated and oxidised to regenerate an unmodified cytosine base 

(Bhutani et al., 2011; He et al., 2011; Ito et al., 2011). 

II. Histone modifications 

Histone protein post-translational modifications (PTMs), primarily within the N-terminal tails, 

affect the structure and function of chromatin and thus gene expression (Jenuwein and Allis, 

2001). To date >30 residues exist within each of the four histone tails that are known have PTMs 

(Figure 1.8) including: phosphorylation, ubiquitination, carbonylation and ADP-ribosylation 

(Bannister and Kouzarides, 2011; Jenuwein and Allis, 2001; Lawrence et al., 2016). Arguably 

the most studied PTMs are histone methylation and acetylation, the latter of which is catalysed 

by histone acetyl transferases (HATs) and histone deacetylases (HDACs) and the former by 

histone methyltransferases (HMTs; Bannister and Kouzarides, 2011; Rice and Allis, 2001). The 

mechanism by which histone PTMs act are twofold; through electrostatic interactions between 

the histone PTMs and DNA to alter chromatin compaction and through interaction with 

regulatory proteins which in turn influence chromatin structure/gene expression (Figure 1.6; 

Bannister and Kouzarides, 2011; Lawrence et al., 2016; Rice and Allis, 2001). Of note, it has 

also been shown that histone tail PTMs can directly influence the establishment of DNAm 

patterns through interaction with and modulation of the DNMT enzymes (Cedar and Bergman, 

2009; Fu et al., 2020). 

 

Figure 1.8. Histone post-translational modifications (PTMs)  
Histone PTMs are added to amino acid residues in the N-terminal tail of histone proteins in the nucleosome. 
Marks can co-ordinate active or repressed transcription. Several modifications are found in each histone tail. 
Shown in the figure are acetylation, methylation, phosphorylation and ubiquitination. 
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III. Non-coding RNA (ncRNA) 

ncRNAs are divided into two groups: long ncRNA and short ncRNA (Huang et al., 2013). Short 

ncRNAs can further be subdivided into short interfering RNA (siRNA), P-element induced wimpy 

testis-interacting RNAs (piRNA) and microRNA (miRNA; Huang et al., 2013). Within these 

groups, miRNAs are perhaps the most well categorised and most widely expressed in 

mammalian tissues, comprising nucleotide structures of 22bp. They function by binding to 

complementary messenger RNA (mRNA) transcripts and regulating gene expression by 

impacting transcript and translation interference, usually via promoting transcript cleavage and 

degradation (Figure 1.6; Bartel, 2004; Catalanotto et al., 2016; Huang et al., 2013). Studies 

evaluating miRNA function in human tissues have estimated that >50% of the total human 

transcriptome is regulated by miRNAs (Brennecke et al., 2005; Catalanotto et al., 2016; Krek et 

al., 2005; Xie et al., 2005). Further, DNAm and histone modifications also, in turn, regulate 

ncRNA expression much as they do mRNA (Barski et al., 2009; Han et al., 2007), while ncRNA 

molecules directly influence DNA and histone modification patterns via recruitment of DNMTs 

and histone modifier proteins to distinct genomic regions (Holz-Schietinger and Reich, 2012; 

Peschansky and Wahlestedt, 2014). 

1.2.4.2. The environment and epigenetic programming of disease 

Epigenetic mechanisms have become of particular interest in recent years owing to the fact that 

they mediate interactions between environmental stressors and changes in gene expression 

(Fraga et al., 2005; Wong et al., 2010). Epigenetic programming describes the erasure and re-

establishment of epigenetic marks (Messerschmidt et al., 2014; Morgan et al., 2005). 

Accordingly, it has been suggested that epigenetic programming plays a role in the DOHaD 

hypothesis, underscored by the idea that prenatal and early-life environment induces adaptive 

epigenetic programming events which predispose individuals to later-life disease (Bianco-Miotto 

et al., 2017). Initial proof of concept for this hypothesis in NDDs arose from in vivo ELS models 

with pivotal work demonstrating that deficient MCB correlates with altered promoter methylation 

and histone modifications of critical genes in offspring brains, alongside concomitant changes 

in gene expression and NDD-like behavioural traits. These genes included Bdnf and Nr3c1 

(encoding the GR), involved in neuron survival and stress responses, respectively (Meaney, 

2001; Weaver et al., 2004). These early studies were followed by numerous in vivo studies 

supporting the impact of prenatal or ELS on epigenetic changes in the brain, particularly at 

stress-response genes (Catale et al., 2020; Fitzgerald et al., 2021; Mueller and Bale, 2008; 

Murgatroyd et al., 2009; Wu et al., 2014). Such findings have since been corroborated in human 

studies evaluating methylation changes following early-life adversity or trauma (Essex et al., 

2011; Houtepen et al., 2016; Suderman et al., 2012; Wiegand et al., 2021).  
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1.2.4.3. Epigenetics in the brain 

Epigenetic mechanisms are known to be essential for normal brain development and function. 

A number of human disorders, with perturbed brain function, originate from mutations in genes 

critical for normal epigenetic regulation (Table 1.1; Jakovcevski and Akbarian, 2012). These 

findings have been supported by in vivo genetic manipulation of epigenetic modifiers which 

produce deficits in learning and memory consistent with human diseases (Table 1.1). Likewise, 

pharmacological inhibition of DNMTs and HDACs have been shown to be detrimental and 

beneficial respectively, for normal learning and memory processes (Miller et al., 2010; Morris et 

al., 2010).  

There are key epigenetic differences between the brain and other organs. Indeed, the brain 

shows distinct epigenetic patterns compared to other tissues, including overall hypermethylated 

DNA and high ncRNA expression (Ehrlich et al., 1982; Guo et al., 2014; Qureshi and Mehler, 

2012). Rather uniquely, mature neurons lack mitotic activity and, as a result, fail to maintain 

stringent regulation of epigenetic marks creating vulnerability to epigenetic dysfunction 

(Christopher et al., 2017). Likewise, expression of epigenetic modifying enzymes (e.g., DNMTs) 

persist in adult neurons whereas they are usually downregulated in other tissues, implying a 

maintained functional role for epigenetics in the brain (Feng et al., 2005; Inano et al., 2000; 

Sendžikaitė et al., 2019; Watanabe et al., 2006). There is also critical evidence for the ongoing 

role of epigenetics in neurodevelopment. Longitudinal genome-wide methylation profiling in both 

human and mouse corticies demonstrated distinct differences between foetal and young adult 

stages of development (Lister et al., 2013) with brain methylation patterns, as with other tissues, 

predictive of age (Grodstein et al., 2021). Likewise, profiling mouse brain miRNA expression 

across development has suggested 20% of miRNAs undergo significant changes of expression 

(both down and up-regulation) over the developmental time-course (Krichevsky et al., 2003). 

There are also key cell-type specific epigenetic patterns in the brain (Kadriu et al., 2012), with 

thousands of differentially methylated genes between neuronal and non-neuronal cells and 

notably higher DNAm in oligodendrocytes than GABAergic or glutamatergic neurons (Kozlenkov 

et al., 2014, 2018; Lister et al., 2013).   

In line with the distinctive epigenetic patterns in the brain throughout development, there are 

also functional roles for epigenetics throughout neurodevelopment. During early 

neurodevelopment, epigenetic modifications regulate cell fate decisions, including neurogenesis 

and gliogenesis (Jobe and Zhao, 2017; Park et al., 2022; Shirvani-Farsani et al., 2021), while 

later in neurodevelopment, DNAm and histone remodelling occurs in line with synaptogenesis 

and ongoing synaptic plasticity. It has been suggested this attributes a role for epigenetics in 

memory formation and long-term potentiation (LTP) by inducing synaptic transcriptome changes 

(Creighton et al., 2020; Levenson et al., 2006; Lister et al., 2013).  
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Table 1.1. Gene mutations of epigenetic modifiers and resulting neurological phenotypes 

Epigenetic 
modifier 

Associated 
Epigenetic 
Mechanism 

Human disease Rodent phenotype References 

DNMT1 DNAm enzyme Heterozygous mutation in the DNMT1 gene causes 
autosomal dominant cerebellar ataxia, deafness and 
narcolepsy (ADCADN) characterised by 
narcolepsy/cataplexy, sensorineural deafness and 
dementia, optic atrophy, sensory neuropathy, 
psychosis and depression. 

KO was anti-depressive and anxiolytic in mice. Moghadam et al., 2014; 
Morris et al., 2016.  

DNMT3A DNAm enzyme Heterozygous mutation causes Tatton-Brown-
Rahman syndrome, characterised by macrocephaly, 
overgrowth and impaired intellectual development. 

KO consistently demonstrates learning and memory 
deficits. 

Morris et al., 2016;  
Tatton-Brown et al., 2018. 

MECP2  Major DNAm binding 
protein   

LOF mutations result in the NDD, Rett syndrome, 
characterised by impairments in language and 
coordination and repetitive movements. 

KO mice display a phenotype comparable to that 
observed in Rett syndrome patients.  

Amir et al., 1999;  
Guy et al., 2001. 

HDAC2 Histone de-acetylating 
enzyme 

- KO in mice causes enhanced fear and distress.  
Overexpression causes reduced performance in 
cognition/working memory. 

Guan et al., 2009;  
Morris et al., 2013. 

HDAC4 Histone de-acetylating 
enzyme 

Heterozygous mutation results in 
Neurodevelopmental disorder with central hypotonia 
and dysmorphic facies (NEDCHF), characterised by 
global developmental delay, impaired intellectual 
development, seizures. 

KO mice show increased anxiety, deficient learning 
and memory. 

Kim et al., 2012;  
Wakeling et al., 2021. 

DICER1  Enzyme, critical in 
miRNA biosynthesis 

- KO disrupts brain development, promoting 
microcephaly and delayed myelination with 
neurodevelopmental phenotypes. 

Davis et al., 2008;  
Dugas et al., 2010. 

DGCR8 Microprocessor 
complex subunit, 
involved in miRNA 
biosynthesis 

- Heterozygotic mice have disrupted cortical miRNA 
expression correlated with decreased postnatal 
excitatory signalling with neurodevelopmental 
phenotypes. 

Schofield et al., 2011. 

Abbreviations: LOF, loss of function; KO, knock-out 
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1.2.4.4. Epigenetics and schizophrenia 

Studies in the epigenetics of schizophrenia have supported dysregulated epigenetic patterns in 

the brain (Akbarian et al., 2005; Beveridge and Cairns, 2012; Chen et al., 2021a; Pries et al., 

2017; van Dongen and Boomsma, 2013), however DNAm is perhaps the most studied 

mechanism (Villicaña and Bell, 2021). The first study in DNAm patterns in schizophrenia (Mill et 

al., 2008), was followed by an exponential increase in subsequent studies which have broadly 

supported genomic hypomethylation in schizophrenia patients (Li et al., 2018a; Pries et al., 

2017; Wan et al., 2019). Genome-wide methylation studies in schizophrenia have collectively 

identified thousands of differentially methylated loci, both genic and intergenic. Of note, findings 

from these studies are often sex-specific (Adanty et al., 2022; Wan et al., 2019). While meta-

analyses have shown lack of replication between studies, there have been some inter-study 

overlapping genes, including GAD1, RELN, BDNF and COMT (Chen et al., 2021a; Pries et al., 

2017). When trying to unravel the function of epigenetic variants in schizophrenia, one study 

mapping prefrontal cortex (PFC) DNAm changes in schizophrenia patients discovered that 

schizophrenia-associated CpG sites were found at loci which function in prenatal-postnatal 

developmental transition (Jaffe et al., 2016), suggesting a role for DNAm patterns in the genesis 

of neurodevelopmental abnormalities in schizophrenia. In line with this, several studies have 

evidenced disturbed epigenetic aging in schizophrenia brains (Akbarian, 2020), although with 

mixed outcomes as to whether there is accelerated (Higgins-Chen et al., 2020; Jeremian et al., 

2022b; Zhang et al., 2020b), delayed (Wu et al., 2021), or no changes (Hannon et al., 2021) 

found. However, some of these differences may be explained by the effect of antipsychotics on 

DNAm patterns (Burghardt et al., 2020; Higgins-Chen et al., 2020). Moreover, genetic variants, 

particularly SNPs have been shown to induce changes in the normal epigenetic patterns, with 

genome and epigenome variants thought to play an interactive role in predisposition to disease 

(Do et al., 2017; Mangnier et al., 2022; Zhi et al., 2013). 

DNAm changes in schizophrenia have also been associated with particular symptoms, such as 

cognitive performance and psychosis (Hannon et al., 2022; Ho et al., 2020) alongside other 

factors such as suicide risk (Jeremian et al., 2022a) and treatment resistance (Hannon et al., 

2021; Lu et al., 2023). Overall, these data suggest that DNAm contributes causally to 

schizophrenia pathogenesis. Accordingly, individual candidate genes have begun to be 

functionally validated. For example, RELN, one of the most robust epigenetically associated 

genes in schizophrenia, has shown promoter hypermethylation significantly reduced Reelin 

expression (Abdolmaleky et al., 2005; Guidotti et al., 2016; Nabil Fikri et al., 2017).  

1.3. Preclinical modelling for schizophrenia 

The current lack of efficacious therapeutic approaches, which manage all symptom domains, 

owes for the most part to the complex and multifactorial nature of schizophrenia aetiology (Taber 

et al., 2010; Thapar et al., 2017). Understanding the molecular mechanisms that promote 
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schizophrenia pathology are critical in the development of effective therapeutic strategies. 

Preclinical models for schizophrenia are hence an invaluable tool for the discovery of such 

neuropathological changes and identification of novel therapeutic targets and biomarkers (Bale 

et al., 2019; Białoń and Wąsik, 2022; Cadinu et al., 2018; Jones et al., 2011; Winship et al., 

2019). Several preclinical models for schizophrenia exist, including genetic knock-out (KO) 

models (e.g., Disc1 KO), pharmacological models (e.g., PCP models) and neurodevelopmental 

models (e.g., MIA models). That said, to be considered effective for application to preclinical 

research, the model needs to be translatable to the human disease, often requiring extensive 

validation. Indeed, there are distinct validity criteria that should be considered, historically 

divided into three groups: face, construct and predictive validity (Figure 1.9; Mattei et al., 2015; 

Meyer and Feldon, 2010, 2012; Willner, 1986). However, a particular caveat of these validation 

criteria is that animal models are often designed to recapitulate a narrow spectrum of the disease 

which can restrict the advancement of novel drugs targets (Garner, 2014). Hence, the ‘construct’ 

validity should consider both ‘pathogenic’ (does the model mimic the developmental progression 

of the disease) and ‘mechanistic’ (does the design of the model produce biological changes 

comparable to those seen in the disease) validity.   

 

Figure 1.9. Preclinical model validity 
Figure summarises the three domains of preclinical model validity: face, construct and predictive validity. 

1.3.1. Key considerations 

1.3.1.1. Rodent behaviours and their clinical relevance 

Despite their preclinical necessity, rodent models are unable to demonstrate an exhaustive set 

of symptoms for psychiatric disorders, in particular traits such as hallucinations/psychosis (Low 

and Hardy, 2007). Accordingly, preclinical rodent models for schizophrenia typically aim to 

model a restricted spectrum of symptoms, measured through behavioural tests (Bergdolt and 

Dunaevsky, 2019; Meyer and Feldon, 2010). Various behavioural tests exist to measure deficits 
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comparable to discrete symptom domains (Table 1.2). Of note, while many preclinical studies 

favour the use of mice, rats are larger and show less conspecific aggression and hence are 

usually better for use in cognitively-demanding and social tasks (Ellenbroek and Youn, 2016; 

Netser et al., 2020).  

Table 1.2. Selected rodent behaviour tests used in preclinical schizophrenia models 

Behavioural Task(s)  Behavioural measure Schizophrenia 
symptom domain 

Amphetamine-induced 
locomotion 
 

Substance dependence Positive  

Attentional set-shifting task 
(ASST) 

Cognitive flexibility, learning and memory, 
executive function 

Cognitive 

Elevated plus maze (EPM) 
Zero maze 
 

Anxiety, avoidance  Negative 

Forced swim test (FST) Depressive behaviour Negative 

Latent inhibition (LI) Sensory information processing, attention Cognitive/Positive 

Light-dark box Anxiety Negative 

Morris water maze (MWM) 
 

Spatial learning and memory Cognitive 

Novel object recognition (NOR) Learning and memory, episodic memory Cognitive 

Open field (OF) Anxiety, locomotion Positive/Negative 

Prepulse inhibition (PPI) Sensory information processing, attention Cognitive/Positive 

Radial arm maze (RAM) 
T-maze/Y-maze 
 

Spatial learning and memory, working 
memory 

Cognitive 

Social interaction (SI) 
Social preference  
Social novelty (SN) 
 

Social memory, social preference, anxiety Cognitive/Negative  

Sucrose preference  Depression, anhedonia Negative 

5-choice task  Attention Cognition  
Task summaries extracted from Hånell and Marklund, 2014; Lezak et al., 2017; Sousa et al., 2006; Tanila, 2018; 
Tanimizu et al., 2017; van den Buuse, 2010. 

1.3.1.2. Extrapolating developmental timelines 

Rodent models are particularly useful in NDD research by enabling longitudinal analysis across 

a developmental time course (Meyer and Feldon, 2010). However, it is important to consider 

extrapolating neurodevelopmental timelines between rodents and humans. For example, rodent 

gestation is estimated to contribute only to human trimesters one and two, with the third trimester 

relative to the first rodent postnatal week (Figure 1.3; Bayer et al., 1993; Clancy et al., 2001, 

2007; Sarkar et al., 2019). Further, there are also temporal differences between rodent species, 

with developmental events in mice occurring 2 days earlier than rats (Clancy et al., 2001, 

2007). These differences should hence be considered when designing neurodevelopmental 

preclinical models for schizophrenia. Indeed, developmental models (e.g., MIA and ELS models) 

have shown that the timing of insults produce differences in behavioural and molecular 

phenotypes which can make extrapolating data between rodents and humans challenging 

(Meyer et al., 2007).  
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1.3.2. Preclinical modelling for MIA: an overview of current 

findings 

Despite growing support for a role of MIA in schizophrenia aetiology and the emerging evidence 

following the SARS-CoV-2 pandemic, our ability to study the impact of MIA in humans remains 

limited, due to the protracted timeline of the disease, ethical considerations and methodological 

challenges (Bale et al., 2019; Dubey et al., 2022; Massrali et al., 2022). This prevents clear 

understanding of mechanisms which mediate risk between MIA and offspring outcomes. Hence, 

rodent models of MIA are invaluable for the investigation of this paradigm and, ultimately, for 

identifying mechanisms and loci of dysfunction for potential new therapies (Meyer and Feldon, 

2010). Accordingly, the past 30 years have seen a dramatic increase in MIA model research. 

1.3.2.1. Rodent models for MIA 

MIA models are designed to mimic epidemiological studies in humans, hence, common models 

induce MIA via influenza, lipopolysaccharide (LPS) and polyinosinic:polycytidylic acid (poly(I:C)) 

at a prespecified window during rodent gestation (Meyer and Feldon, 2010, 2012; Reisinger et 

al., 2015). Offspring from these pregnancies are then assessed for behavioural (Table 1.2) and 

biological changes, including morphological and molecular changes (Woods et al., 2021). 

I. Influenza models  

The first MIA model was created by infecting pregnant mice with active influenza virus, with the 

objective of inducing a suitable immune response (Mattei et al., 2015; Meyer, 2013; Reisinger 

et al., 2015). Alongside behavioural alterations (Table 1.3), several biological changes were 

observed in the offspring, representative of those seen in schizophrenia patients (Fatemi et al., 

1998a, 1998b, 2012), demonstrating the validity of the model. However, while the use of the 

influenza virus has the positive attribute of directly recapitulating human infection, it requires use 

of a live pathogen and hence warrants rigorous health and safety considerations and limits 

control over length and potency of the generated immune response (Reisinger et al., 2015). 

Consequently, the use of alternative immune stimulants with better immuno-safety have become 

popular amongst laboratories, commonly applying LPS and poly(I:C) to mimic bacterial and viral 

infections, respectively. A main advantage these mimetics is that they produce distinct but short-

lived immune responses, allowing for precise control of temporal immune activation and dose-

dependency (Cunningham et al., 2007; Meyer et al., 2005). However, as they elicit a restricted 

immune response, they may not completely recapitulate the entirety of the MIA phenotype 

(Reisinger et al., 2015). That said, the demonstration of a range of behavioural and biological 

phenotypes displayed by exposed offspring supports their utility as MIA model alternatives 

(Meyer et al., 2009a).  
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II. Lipopolysaccharide (LPS) 
LPS is a naturally occurring gram-negative bacterial endotoxin which elicits an immune 

response via toll-like receptor (TLR) 4, mimicking bacterial infection (Hao et al., 2010; Reisinger 

et al., 2015). TLR4 signalling induces distinct immune responses, notably, the TLR4-MyD88-

dependent pathway produces inflammatory cytokines via activation of NF‐κB while the TLR4-

MyD88-independent path stimulates the interferon regulatory factor which in turn promotes 

activation of inteferon-responsive genes (Akira and Takeda, 2004; Kawai and Akira, 2007). 

These pathways promote downstream activation of both pro- and anti-inflammatory 

cytokines, including IL-1, IL-6 and TNFα (Boksa, 2010). Several studies using LPS-induced 

MIA models, have confirmed a sufficient maternal immune response, including systemically 

elevated IL-1β, IL-2, IL-6 and TNFα (Arsenault et al., 2014; Borrell et al., 2002; Gilmore et al., 

2003; Núñez-Estevez et al., 2020; Oskvig et al., 2012). However, a key issue with the use of 

LPS is high inter-batch variability and serotype, which produce variable immune profiles, 

challenging direct comparisons between studies (Boksa, 2010; Migale et al., 2015).  

III. Poly(I:C) 

Poly(I:C) is a commercially available, synthetic double-stranded RNA which mimics viral 

infection (Meyer, 2014; Reisinger et al., 2015) through TLR3 (Alexopoulou et al., 2001; 

Tatematsu et al., 2014). Importantly, TLR3 expression is detected across a range of tissues 

including the placenta and the brain (Matsumoto et al., 2011). TLR3 triggers upregulation of 

cytokines and chemokines that induce downstream immune response systems (Alexopoulou et 

al., 2001; Leonard et al., 2008; Matsumoto and Seya, 2008; Matsumoto et al., 2011). Cytokine 

profiles in MIA models which use poly(I:C) have consistently demonstrated dam systemic 

elevations in IL-1β, IL-6 and TNF-α (Arrode-Brusés and Brusés, 2012; Kowash et al., 2022; 

Meyer et al., 2006b; Mueller et al., 2019, 2021; Murray et al., 2019; Potter et al., 2023; Smith et 

al., 2007). However, supplier of poly(I:C) and molecular weight have been shown to induce 

disparate immune profiles and hence these methodological criteria need to be considered when 

comparing results across studies (Careaga et al., 2018; Kowash et al., 2019; Mueller et al., 

2019). A notable benefit of poly(I:C)-induced MIA is that few changes to litter survival have been 

documented, suggesting a better safety margin regarding foetal viability when compared to LPS-

induced MIA (Arsenault et al., 2014). 

1.3.2.2. Behavioural changes  

To date, it has been well validated that MIA induces a range of behavioural deficits of relevance 

to all three schizophrenia symptom domains, including locomotor-based tasks, analogous to 

positive symptoms, anhedonia and anxiety tasks for negative symptoms and several learning 

and memory tasks, for cognitive symptoms (Table 1.3). Further, many offspring behavioural 

changes have post-pubertal emergence, suggesting the relevance of these phenotypes to the 

clinical progression of schizophrenia (Lorusso et al., 2022; Fernández de Cossío et al., 2021; 

Meyer et al., 2008a; Potter et al., 2023; Zuckerman and Weiner, 2005; Zuckerman et al., 2003). 
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Additionally, studies have produced mixed results on sex-specific behaviours, with some 

indicating no difference (Meyer et al., 2005; Zuckerman et al., 2003) while others demonstrate 

clear sex-specific phenotypes (Bronson and Bale, 2014; Gogos et al., 2020; Schwendener et 

al., 2009). These studies together begin to demonstrate face validity of the MIA model. Further 

studies have begun to investigate predictive validity of MIA models, demonstrating that first- and 

second-generation antipsychotics alleviate offspring behavioural and molecular deficits in both 

rats and mice in LPS and poly(I:C) paradigms (Borrell et al., 2002; Farrelly et al., 2015; 

MacDowell et al., 2021; Meyer et al., 2010; Piontkewitz et al., 2009; Zuckerman et al., 2003). Of 

note, following on from recent hypotheses that cannabidiol could improve cognitive deficits in 

schizophrenia (Osborne et al., 2017b), cannabidiol has been shown to induce improvements in 

cognitive ability in a poly(I:C)-rat model for MIA (Osborne et al., 2017a, 2019). That said, findings 

for the beneficial effects of cannabidiol in schizophrenia remain mixed (Ahmed et al., 2021; Dyck 

et al., 2022). Following these extensive and well-validated behavioural outcomes, work has now 

begun to focus on the mechanisms which mediate these outcomes. 

1.3.2.3. Brain morphometric and cell density changes 

MIA models have shown several morphological brain changes comparable to those seen in 

schizophrenia, including region-specific volume and grey matter reductions and white matter 

alterations, with the latter including both increases and decreases in white matter (Casquero-

Veiga et al., 2023; Crum et al., 2017; Fatemi et al., 2008; Paintlia et al., 2008; Richetto et al., 

2017a; Wood et al., 2019). Cell changes have been evaluated to explain these morphometric 

changes. Findings have included reduced prenatal and postnatal neurogenesis and disturbed 

gliogenesis (Couch et al., 2021; Khan et al., 2014; Paintlia et al., 2008) with postnatal brains, as 

a result, shown to have altered cell densities. For glial cells, astrocyte and oligodendrocyte 

(responsible for myelination and white matter integrity) densities have been found to be both 

increased and decreased, (Anderson et al., 2022; de Souza et al., 2015; Ding et al., 2019; 

Makinodan et al., 2008; Paintlia et al., 2008; Paylor et al., 2016; Ratnayake et al., 2012; Xia et 

al., 2020). This discordance is most likely attributable to timing of immune insult and brain region 

analysed. Of note, more recent studies have shown altered astrocyte morphology and function 

in the brains of MIA-offspring in the absence of density changes (Hayes et al., 2022; Saavedra 

et al., 2021). Likewise results from microglial changes have been variable, reviewed recently by 

Carloni et al., (2021). However emphasis is now, as with astrocytes, placed on evaluation of 

microglial activity rather than density, with general support for pro-inflammatory microglia. For 

neurons, one of the more robust findings has been reductions in GABAergic interneuron 

densities, particularly parvalbumin and somatostatin interneurons (Casquero-Veiga et al., 2023; 

Mao et al., 2022; Nakamura et al., 2021; Paylor et al., 2016; Vasistha et al., 2019; Wegrzyn et 

al., 2021). 
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Table 1.3. Summary of offspring behaviours identified in MIA models 

Immunogen Species GD of MIA Behavioural phenotype Reference(s) 

Influenza Mouse  GD9 ↓PPI 

↓OF exploration 

↓NOR performance  

↓SI performance  

Fatemi et al., 2008;  
Patterson, 2005;  
Shi et al., 2003. 
 

LPS Mouse 

 

 

Rat 

GD8 

GD17 

 

GD15 

GD18 

↓NOR performance 

↓SI performance 

 

↓PPI 

↓PPI 

Borrell et al., 2002;  
Coyle et al., 2009;  
Fortier et al., 2004, 2007;  
Golan et al., 2005. 
 

Poly(I:C) Mouse  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Rat 

GD9 

 

 

GD12 

 

 

 

 

 

 

 

 

GD17 

 

 

 

 

 

GD18 

 

GD20  

 

 

GD15 

 

 

 

GD18 

↓PPI 

↑Despair in FST 

↑Amphetamine locomotion 

↓PPI 

↓OF performance 

↓MWM performance 

↓NOR performance  

↑Despair in FST 

↓SI performance 

↓EPM exploration 

↓SN performance 

↓Sucrose preference 

↓Y-maze performance 

↓OF performance 

↓T-maze performance 

↓NOR performance  

↓SN performance 

↓SN performance 

↓SI performance 

↓MWM performance 

↓OF exploration 

↓NOR performance  

 

↓LI 

↓PPI 

↓NOR performance 

↓ASST performance 

↓T-maze performance 

↓MWM performance 

↓LI 

Connor et al., 2012; 
Guma et al., 2021;  
Khan et al., 2014;  
Labouesse et al., 2015a; 
Lorusso et al., 2022;  
Meyer et al., 2008a, 2008b; 
Morais et al, 2018; 
Mueller et al., 2021; 
Ozawa et al., 2006;  
Piontkewitz et al., 2009, 2012;  
Potter et al., 2023;  
Ratnayake et al., 2012; 
Richetto et al., 2013;  
Shi et al., 2003;  
Vorhees et al., 2015;  
Vuillermot et al., 2010; 
Zuckerman and Weiner, 2003;  
Zuckerman et al., 2003. 
 

Abbreviations: GD, gestational day of injection; AD, alternate days; ↓Decrease; ↑ Increase; ASST, attentional 
set-shifting task; FST, forced swim test; LI, latent inhibition; MWM, Morris water maze; OF, open field; PPI, 
prepulse inhibition; NOR, novel object recognition; SI, social interaction; SN, social novelty. 
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1.3.2.4. Molecular changes  

A recent systematic review was performed by this author (Woods et al., 2021), of molecular 

changes in the brains of offspring exposed to all paradigms of MIA. The key findings were that 

the genes which demonstrated greatest magnitude of change in response to MIA could be 

clustered into three main functional groups: immune/stress response genes, 

neurotransmission/neuronal signalling genes and neurodevelopmental genes (Woods et al., 

2021). Of note, an additional systematic review of MIA models, focusing on immune changes in 

exposed offspring (Hameete et al., 2020) similarly identified generally dysregulated immune 

profiles in the brains of MIA-offspring. Meanwhile, a recent meta-analysis in poly(I:C)-models 

only corroborated the key changes in pathways associated with neurodevelopment and 

neuronal signalling (Laighneach et al., 2021), supporting further the findings from our review 

(Woods et al., 2021). These processes are all postulated to be critical in the etiopathogenesis 

of schizophrenia (Section 1.1.3), including notable changes in glutamatergic, GABAergic and 

dopaminergic pathways (Figure 1.10; Woods et al., 2021), supporting the pathogenic and 

mechanistic validity of the MIA model in schizophrenia research. That said, methodological 

heterogeneity and lack of reporting and validation prevented thorough comparisons between 

studies. Likewise, changes were often developmental- and sex-specific, supporting the need for 

future studies to perform longitudinal analysis of brain changes in both sexes. Further, of 

surprise, few studies were found to have evaluated epigenetic changes in MIA models, however, 

where evaluated epigenetic changes were found to frequently correlate with gene expression 

changes, providing preliminary evidence that changes in gene expression as a result of MIA, 

may derive from perturbed epigenetic programming (Woods et al., 2021). Taken together, the 

findings support ongoing neuropathology as a result of MIA, with direct relevance for 

schizophrenia. However, further investigations to corroborate previous findings and establish a 

robust framework of alterations will be essential for identification of novel therapeutic targets. 

1.3.2.5. The cytokine hypothesis in MIA models 

One of the key hypotheses following human epidemiology studies, is that maternally-derived 

cytokines, as a result of an activated immune response to a virus or pathogen, mediate the risk 

of MIA in promoting schizophrenia development (Meyer et al., 2009b). Rodent models of MIA 

have provided substantial evidence for this hypothesis. We and others have shown that MIA 

disturbs the normal cytokine profile in the foetal environment (including the placenta and 

amniotic fluid) and foetal brain (Hameete et al., 2020; Kowash, 2019; Meyer et al., 2006a; 

Urakubo et al., 2001; Woods et al., 2021). Further to this, pivotal work by Smith et al. (2007) 

demonstrated that IL-6 is a key mediator in MIA-induced phenotypes. By injecting pregnant mice 

with recombinant IL-6, they were able to effectively demonstrate similar offspring behavioural 

phenotypes as those seen for poly(I:C). They also demonstrated that injection of poly(I:C) in IL-

6 KO mouse dams, or indeed the application of an anti-IL6 antibody in conjunction with poly(I:C) 

treatment in wild-type dams, was sufficient to abolish poly(I:C)-induced traits in the offspring. 
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Figure 1.10. Summary of key MIA-induced changes in neuronal signalling pathways 
Figure summarises the changes in neurotransmitter genes in adult offspring brain tissues, as identified in the systematic review (Woods et al., 2021). Abbreviations: N, no change in 
expression; ↑ increased expression; ↓ decreased expression; CB, Cerebellum; Cere C, Cerebral Cortex; CPu, Caudate Putamen; Hipp, Hippocampus; Hypothal, Hypothalamus; NAc, 
Nucleus Accumbens; Olf Bulb, Olfactory Bulb; Par C, Parietal Cortex; Pir C, Piriform Cortex; PFC, Prefrontal Cortex; SN, Substantia Nigra; V Midbrain, Ventral Midbrain; VTA, Ventral 
Tegmental Area.
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This work was corroborated by Samuelsson et al. (2006) who injected rat dams with 

recombinant IL-6 and observed similar changes in offspring behavioural and brain molecular 

changes as with a traditional MIA model. More recent work has also postulated a role for IL-17a. 

Similar to the aforementioned studies, it was shown that injection of an IL-17a blocking antibody 

in conjunction with poly(I:C) was sufficient to abolish offspring brain and behavioural phenotypes 

(Choi et al., 2016). Notably, IL-6 and IL-17a are suggested to have a synergistic relationship, 

with upregulation of one inducing upregulation of the other during response to viral infection 

(Velazquez-Salinas et al., 2019). In line with these studies, neuroinflammatory pathways and 

IL-6, remain among the most robustly investigated molecular changes in MIA models (Hameete 

et al., 2020; Woods et al., 2021). Further, a recent study demonstrated plasma cytokine 

disturbances, including IL-6, in behaviourally affected MIA-offspring (Mueller et al., 2021). 

Likewise, anti-inflammatories have been shown to ameliorate behavioural and molecular deficits 

in MIA and similar models (Aria et al., 2020; Ferreira et al., 2020; Han et al., 2019). These 

results, together, broadly establish the role of cytokines in the genesis of the MIA phenotype, 

with a particular role for the IL-6 pathway and suggest an ongoing role for disturbed inflammatory 

signalling in MIA-offspring, which may precipitate behavioural deficits (Meyer et al., 2009a; 

Mueller et al., 2021). 

1.3.2.6. Challenges for MIA model validation 

MIA models are not without challenges. First, it is difficult to integrate data between different 

research groups (Harvey and Boksa, 2012; Woods et al., 2021). The main reason for this owes 

to methodological heterogeneity in choice of rodent (e.g., mouse/rat) and strains within this (e.g., 

Wistar/Sprague Dawley rats), which have different developmental timelines and genetics which 

may result in different phenotypes (Bayer et al., 1993; Clancy et al., 2001, 2007). There are also 

differences in methods of immune induction between models (influenza/LPS/poly(I:C)) which, 

while producing similar phenotypes, have different pathways of action (Meyer and Feldon, 2010, 

2012; Meyer, 2014). Furthermore, batches and origins of immunogens (notably LPS and 

poly(I:C)) have also been shown to produce variability in immune response (Boksa, 2010; 

Careaga et al., 2018; Kowash et al., 2019; Mueller et al., 2019). There will also be the added 

irregularities in dose and timings at which these immunogens are given (Harvey and Boksa, 

2012), with timing (early/late gestation) of MIA, in particular, shown to produce disparate 

behavioural and molecular phenotypes (Guma et al., 2021; Meyer et al., 2006b). Animal housing 

has also been shown to impact on MIA outcomes, with environmental enrichment abolishing 

MIA-induced behavioural deficits (Schander et al., 2021; Zhao et al., 2021) and use of 

individually ventilated cages (IVCs) shown to attenuate MIA-induced behaviours (Mueller et al., 

2018). A final key challenge is single-sex bias (Coiro and Pollak, 2019), despite evidenced sex 

effects in MIA behavioural and molecular phenotypes (Bronson and Bale, 2014; Gogos et al., 

2020; Schwendener et al., 2009; Woods et al., 2021).
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With these challenges in mind, there is the call for proper validation and characterisation of MIA 

models, alongside rigorous reporting guidelines, in an effort to reduce model variability and 

consolidate results (Kentner et al., 2019; Roderick and Kentner, 2019). Accordingly, our in-

house model of MIA has been extensively characterised, validating the use of an intraperitoneal 

(i.p.) injection of 10mg/kg bodyweight low molecular weight (LMW) poly(I:C) on GD15 in Wistar 

rat dams. These methodological conditions were selected as they resulted in the least variable 

immune response, producing a consistent and robust elevation in maternal plasma pro-

inflammatory cytokines, IL-6 and TNFα, on day of administration (Kowash et al., 2019, 2022; 

Murray et al., 2019; Potter et al., 2023). This characterisation work created a robust platform 

and paradigm model which can be used efficiently and effectively to study mechanisms which 

underpin the role of MIA in schizophrenia. 

1.3.3. Non-human primate (NHP) models for MIA 

Beyond preclinical rodent modelling, NHP models of MIA have been used to further explore the 

role of MIA in schizophrenia development. While more expensive and time-intensive, NHP-

models are closer to the human paradigm, better able to mimic human behavioural traits, brain 

developmental trajectory and structure (Hanson et al., 2022). Work in NHP models for MIA, 

including influenza and poly(I:C)-models have, critically, validated findings from rodents. NHP 

MIA-exposed offspring have robustly demonstrated behavioural deficits, notably social and 

cognitive deficits (Bauman et al., 2014; Hanson et al., 2022; Vlasova et al., 2021). Findings 

include, morphological changes, such as reduced grey matter and enlarged lateral ventricles 

(Short et al., 2011), altered immune responses (Rose et al., 2017), neuro-molecular changes, 

including altered dendrite morphology and transcriptomic profiles representative of altered 

synaptic and oligodendrocyte function (Page et al., 2021; Weir et al., 2015) and metabolic 

changes, including altered amino acid metabolism (Boktor et al., 2022).  

1.3.4. In vitro MIA modelling 

A key drawback of both rodent and NHP models is the inability to functionally validate the 

mechanisms of action in real-time, with brains generally collected post-mortem for ex vivo 

analysis. Further, animal models cannot completely recapitulate human brain function and 

development. Hence, a combination on in vivo and in vitro methods will ultimately be required 

to preclinically evaluate novel therapeutic approaches for schizophrenia (Couch et al., 2021; 

Koszła et al., 2020), with in vitro models providing functional mechanistic validations in 

complement to in vivo disease modelling. In vitro modelling in the context of MIA has utilised 

human and animal-derived cells and has provided some critical insights into the mechanism of 

MIA, particularly in regard to the impacts of MIA on neurogenesis and microglial function. Such 

studies have demonstrated that cytokines induce transcriptomic changes in patient-derived 

human induced pluripotent stem cells (hiPSC), associated with immune dysregulation and 

synaptic dysfunction and enriched for NDD risk genes (Bhat et al., 2022; Warre-Cornish et al., 
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2020). Likewise, hiPSC-derived microglia, show increased motility and immune responses 

following acute IL-6 exposure (Couch et al., 2023), while microglia derived from a mouse MIA-

model show dampened immune reactivity upon LPS-stimulation (Hayes et al., 2022). Further 

while single-cell findings are incredibly useful, more complex cell cultures such as organoids are 

suggested to be better representative of the human brain (Couch et al., 2021). Indeed, a recent 

human organoid model of MIA validated responses to IL-6 identified in rodent models, including 

transcriptomic changes, immune dysregulation and altered cell differentiation, while also 

identifying novel human-specific mechanisms for future investigation (Sarieva et al., 2023). 

 

1.4. Summary 

Schizophrenia is a neuropsychiatric disorder, with a severe health burden and impact on patient 

quality of life (Castillejos et al., 2018; Charlson et al., 2018). To date, the mainstay of 

schizophrenia therapy is antipsychotics, which primarily ameliorate positive symptoms, with little 

impact on negative and cognitive symptom domains (Naber and Lambert, 2012; Spark et al., 

2022). Further, antipsychotics face several challenges, including patient non-compliance, 

severe side-effects and lack of efficacy (Ibrahim and Tamminga, 2011; Muench and Hamer, 

2010; Semahegn et al., 2020). With this in mind, there is critical need for novel therapeutic 

strategies. This is hindered by the complex and multifactorial nature of the disease, comprising 

both genetic and environmental risk factors. Indeed, schizophrenia is hypothesised to arise 

following disturbed neurodevelopment, arising due to environmental stress, including infection. 

Epidemiology studies have identified that MIA, following maternal infection, accounts for a 

significant proportion of schizophrenia cases (Brown and Derkits, 2010; Weinberger, 1987). 

However, the longitudinal investigation of this paradigm is challenging in humans and hence the 

past 30 years has seen the development of several preclinical animal models of MIA (Meyer 

and Feldon, 2010). One of the most common MIA models uses exposure to the viral mimetic, 

poly(I:C), during mid-late gestation. This has been shown to induce an acute MIA and result in 

behavioural deficits in offspring with relevance to all domains of schizophrenia symptoms (Table 

1.3). In line we this, we have recently characterised a rat model for MIA which administers 

poly(I:C) on GD15 in Wistar rat dams (Murray et al., 2019; Kowash et al., 2019), to use as a 

platform to investigate the critical mechanisms which underscore the relationship between MIA 

and the development of these phenotypes.    

1.4.1. Hypothesis 

MIA, induced by poly(I:C), induces adaptive epigenetic changes in the developing brain, which 

in turn promote changes in gene/protein expression which dysregulate normal cell development 

and function, leading to the development of behavioural deficits relevant for schizophrenia. 
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1.4.2. Thesis aims  

The principal aim of this thesis was to investigate the molecular mechanisms which predispose 

offspring to behavioural deficits as a consequence of MIA. To achieve this, a pre-characterised 

rat model for MIA was used, administering an i.p. injection of poly(I:C) to pregnant Wister rats 

on GD15. To confirm an acute dam immune response had been achieved, plasma pro-

inflammatory cytokines, IL-6 and TNFα, were measured alongside changes in dam bodyweight. 

Molecular mechanisms were then analysed in the offspring brains, using a developmental 

longitudinal approach, inclusive of foetal, infant (postnatal day (PD) 1), juvenile (PD21), 

adolescent (PD35) and adult (PD100-175) stages of development, in an effort to identify when 

pathological changes occur. Various molecular mechanisms were explored in the offspring 

brains, including changes in: metabolite concentrations, DNAm patterns, gene and protein 

expression and cell morphologies and density. To improve the clinical relevance of the study 

peripheral inflammatory biomarkers were also assessed.  

The overarching aim of this thesis was hence to establish translatable molecular mechanisms 

which contribute to schizophrenia risk following MIA and ultimately add to the understanding of 

schizophrenia aetiology, with the long-term aim of identifying novel targets for drug 

development. 

  



 

71 
 

 

2. CHAPTER 2. MIA model validation: 

maternal and offspring outcomes
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2.1. INTRODUCTION 

2.1.1. Schizophrenia: a brief overview 

Symptoms of schizophrenia are broadly divided into three groups: positive, negative and 

cognitive symptoms (Figure 1.1; Mihaljević-Peleš et al., 2019; Tamminga, 2008) with clinical 

staging including a prodrome of non-specific symptoms followed by acute and chronic phases 

of psychosis (Janoutova et al., 2016; Kaur and Cadenhead, 2010; Lieberman, 1999; Niendam 

et al., 2006). Schizophrenia is rated among the top 20 DALYs in the global burden of disease 

analyses, owing to the significant impact of schizophrenia on quality of life, with patients’ 

incapable of self-care and independence, with a resulting burden on healthcare systems (He et 

al., 2020; Institute for Health Metrics and Evaluation, 2018; Janoutova et al., 2016; Kaur and 

Cadenhead, 2010). Early detection and subsequent intervention could be beneficial for 

schizophrenia patients through preventing the development of chronic psychosis (Kulhara et al., 

2008), however, this depends on: i) early diagnosis and ii) effective therapeutics. While much 

progress has been made in early diagnostic strategies for schizophrenia patients, the mainstay 

of schizophrenia treatment relies on antipsychotics which target dopaminergic/serotonergic 

neurotransmitter systems (Spark et al., 2022; Taly, 2013). However, antipsychotics lack efficacy 

with little impact on cognitive and/or negative symptoms and are associated with multiple 

adverse side effects which can contribute to lack of patient compliance (Ibrahim and Tamminga, 

2011; Jaaskelainen et al., 2013; Keefe et al., 2007; Lieberman et al., 2005; Stroup and Gray, 

2018; Swartz et al., 2007). Given these limitations, novel therapeutic strategies are necessary 

to improve the management of schizophrenia symptoms and quality of life. Current lack of 

efficacious therapeutics is partly due to a limited understanding of the complex disease 

aetiology. Indeed, while a clear genetic component exists for schizophrenia (Avramopoulos, 

2018), there is also extensive evidence of environmental risk factors (Gianfrancesco et al., 2019; 

Janoutova et al., 2016). Notably, prenatal and early-life environments are thought to be critical 

in mediating schizophrenia risk.  

2.1.2. Schizophrenia and neurodevelopment 

The Barker hypothesis originated in the 1990s with the postulate that sub-optimal maternal 

nutrition during foetal development could pre-dispose offspring to metabolic diseases later in life 

(Barker, 1990). This hypothesis has since been well-validated (Barker, 2002; Roseboom et al., 

2006) and is now commonly referred to as the DOHaD hypothesis (Gillman, 2005). Historically, 

schizophrenia was considered a neurodegenerative disorder, until the 1980s when the 

neurodevelopmental hypothesis of schizophrenia emerged, proposing that schizophrenia 

results from perturbed brain development (Weinberger, 1987). The mammalian brain develops 

over a protracted period, beginning early post-conception and extending into adulthood. This 

creates a large window of vulnerability where neurodevelopment can be altered by 

environmental factors. Environmental events thought to impact brain development and thereby 
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predispose individuals to schizophrenia include pregnancy complications, maternal infection 

and placental dysfunction (Murray and Lewis, 1988; Rapoport et al., 2005). 

2.1.2.1. Infection and MIA 

Early evidence supporting the contribution of maternal infection to schizophrenia came from 

epidemiological studies demonstrating that schizophrenia prevalence increased in the 

population following influenza epidemics (Adams et al., 1993; Mednick et al., 1988). A key 

limitation of these studies was that calculated schizophrenia risk was underscored by the timing 

of an infectious outbreak, rather than evidence of true maternal infection (Brown and Derkits, 

2010). Accordingly, later studies investigating the serum of infected mothers, successfully 

correlated presence of maternal antibodies for influenza with up to a three-fold offspring risk of 

developing schizophrenia (Brown et al., 2004). This work proposed that it is maternal immune 

responses as opposed to the infectious agent itself that promotes schizophrenia risk, a concept 

supported by influenza-induced animal models of MIA, which produced offspring behavioural 

deficits, without evidence for virus particles reaching the developing foetus (Ashdown et al., 

2006; Fatemi et al., 2012). The prevailing hypothesis is that maternal infection indirectly affects 

offspring neurodevelopment through MIA-mediated mechanisms which, in turn, promote 

schizophrenia development (Labouesse et al., 2015b). Accordingly, it is hypothesised that 

maternal-derived cytokines are important in mediating the effect of MIA (Meyer et al., 2009b). 

I. The cytokine hypothesis 

Studies in humans have associated elevated maternal cytokines with impaired cognitive 

development, anxiety, depression and psychosis risk in exposed children (Allswede et al., 2020; 

Giollabhui et al., 2019; Mevorach et al., 2021; Nazzari et al., 2020). Maternal-derived cytokines 

have been demonstrated to enter the foetal blood circulation and cross the foetal BBB (Banks 

et al., 1991, 1994; Dahlgren et al., 2006; Zaretsky et al., 2004). Cytokines and their receptors 

are expressed constitutively throughout foetal neurodevelopment (Mehler and Kessler, 1997; 

Mousa et al., 1999) and function in a range of neurodevelopmental pathways (Deverman and 

Patterson, 2009). These data hence formulate a hypothesis whereby maternal infection induces 

MIA and cytokine elevation, which could induce foetal neuroinflammation and ultimately 

converge in altered neurodevelopment (Meyer et al., 2009b). Further, it has been suggested 

that such foetal cytokine dysregulation may persist postnatally in affected offspring and be a 

predictive risk factor for schizophrenia development (Choudhury and Lennox, 2021; Khandaker 

et al., 2014; Meyer et al., 2009b). Indeed, several studies have associated cytokine 

dysregulation with schizophrenia symptoms, including genetic variants (Penninck et al., 2021; 

Shivakumar et al., 2020) and increased serum and CSF pro-inflammatory cytokine 

concentrations (Gallego et al., 2018; Kalmady et al., 2018; Kogan et al., 2018; Miller et al., 2011; 

Upthegrove et al., 2014). Taken together, these data imply a key role for cytokines and immune 

dysregulation in the aetiology of schizophrenia (Choudhury and Lennox, 2021). Accordingly, 

anti-inflammatory drugs have been suggested as adjuvant therapies in schizophrenia 
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(Hashimoto, 2019). However, recent meta-analyses have debated their efficacy (Çakici et al., 

2019; Cho et al., 2019; Jeppesen et al., 2020) though this likely owes to lack of patient 

stratification in clinical trials with respect to individual basal inflammatory state. 

II. Placental dysfunction 

The placenta is required for transport of essential nutrients to the developing foetus, including 

the provision of folate and methionine, essential for methylation capacity and nucleotide 

biosynthesis in the foetal compartment, delivered to the foetus through active placental transport 

(Antony, 2007; Gude et al., 2004; Solanky et al., 2010; Tsitsiou et al., 2009). Further, placental 

function adapts during gestation to meet foetal developmental and growth demand and hence 

perturbations to placental development and function can be detrimental to the foetus (Gude et 

al., 2004; Tsukada et al., 2019).  It has been suggested that maternal stress and MIA can impact 

on the placenta in such a way, most likely through altered transport and metabolic functions, to 

disrupt foetal brain development (Kowash et al., 2022). The brain is an energetically costly organ 

and hence is particularly vulnerable to placental dysfunction (Shallie and Naicker, 2019). 

Moreover, it has been shown that cytokines, particularly IL-6, can transverse the placenta to the 

foetus (Dahlgren et al., 2006; Zaretsky et al., 2004) thereby suggesting a mechanism by which 

MIA can impact directly on foetal neurodevelopmental trajectory. Further, it is well-established 

that physiological perturbations in the maternal environment are sensed by the placenta, eliciting 

placental functional changes. This can result in disturbed foetal homeostatic balance and 

therefore influence foetal growth and development (Myatt, 2006; Sferruzzi-Perri and Camm, 

2016). Taken together, these data support the role of the placenta as a key mediator of prenatal 

stressor-induced challenges that increase risk of schizophrenia.   

2.1.3. Rodent models for MIA and the role of cytokines 

Despite growing support for a role of MIA in schizophrenia, our ability to study this in humans 

remains limited due to the protracted timeline of the disease, ethical considerations and 

methodological challenges (Bale et al., 2019; Massrali et al., 2022). This prevents clear 

understanding of the mechanisms which mediate the risk between MIA and offspring outcomes. 

Hence, rodent MIA models are valuable for preclinical validation of this paradigm and to 

ultimately identify mechanisms for potential new therapies (Meyer and Feldon, 2010). Rodent 

models for studying MIA in the context of schizophrenia are based on human epidemiological 

studies, which demonstrated an association between influenza infection during pregnancy and 

subsequent schizophrenia risk in exposed offspring (Meyer and Feldon, 2010; Reisinger et al., 

2015). The most common MIA model uses gestational exposure to the viral mimetic, poly(I:C), 

with exposed offspring assessed for behavioural and biological changes (Meyer and Feldon, 

2010, 2012; Woods et al., 2021). Indeed, it has been well validated that MIA induces a range of 

behavioural deficits of relevance across schizophrenia symptom domains (Table 1.3). Beyond 

extensive behavioural validations, work has now begun to focus on neuro-molecular 

mechanisms which mediate offspring outcomes. Particularly, in line with the cytokine hypothesis 
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(Section 1.2.2.3), pivotal work has identified maternal IL-6 is a key mediator of MIA-induced 

schizophrenia phenotypes in offspring, in both mice (Smith et al., 2007) and rats (Samuelsson 

et al., 2006), broadly establishing the role of cytokines in the genesis of the MIA phenotype, with 

a particular role for IL-6 (Meyer et al., 2009b). Several reviews on neuro-molecular changes in 

MIA models have been performed, three comprising systematic analyses (Hameete et al., 2020; 

Laighneach et al., 2021; Woods et al., 2021). Many identified changes were involved in 

neurotransmission and neurodevelopment, as might be expected in models for NDDs. However, 

there were multiple analyses of cytokines and immune-related pathways. Woods et al. (2021) 

identified the four most extensively studied cytokines as IL-10, IL-1β, IL-6 and TNFα, with 

particular support for altered foetal profiles of pro-inflammatory cytokines in the first 24h post-

exposure to MIA (Figure 2.1; Woods et al., 2021).  

 

Figure 2.1. Pro-inflammatory foetal brain cytokine changes 24h post-MIA 
Summary of temporal changes of Il1b (IL-1β; Blue), Il6 (IL-6; Green) and Tnfa (TNFα; Purple) expression in the 
foetal brain over the first 24h post-immune induction in MIA models using LPS or poly(I:C) as immunostimulants. 
Where a line diverges, this indicates that there is conflicting data for the expression of that gene/protein at that 
time post-induction, often associated with methodological differences between studies. Abbreviations: M-PIC, 
mouse-poly(I:C); models, M-LPS, mouse-LPS; R-LPS, rat-LPS; R-PIC, rat-poly(I:C); I, increase; D, decrease; 
N, no change. Adapted from Woods et al. (2021). 

Accordingly, neuroinflammatory pathways remain among the most robustly investigated neuro-

molecular changes in MIA models (Hameete et al., 2020; Woods et al., 2021). Ongoing systemic 

inflammatory disturbances have been less documented, though a recent study effectively 

demonstrated plasma cytokine disturbances in behaviourally affected MIA-offspring, suggesting 

systemic cytokines may function in determining susceptibility to MIA (Mueller et al., 2021). 
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Likewise, anti-inflammatory therapies have been shown to ameliorate behavioural and 

molecular deficits in MIA and similar models (Aria et al., 2020; Ferreira et al., 2020; Han et al., 

2019), suggesting a causal role for inflammation in MIA-induced behavioural phenotypes. 

2.1.4. Chapter aims  

Several studies have emphasised the difficulty comparing MIA model data between research 

groups (Harvey and Boksa, 2012; Kentner et al., 2019; Woods et al., 2021). A key reason for 

this owes to methodological heterogeneity, including differences in: rodent species/strain used 

(Bayer et al., 1993; Clancy et al., 2001, 2007); methods of immune induction (e.g., influenza, 

LPS, poly(I:C)) (Meyer, 2014; Meyer and Feldon, 2010, 2012); immunogen batches (Boksa, 

2010; Careaga et al., 2018; Kowash et al., 2019; Mueller et al., 2019); dose and timings at which 

immunogens are given (Harvey and Boksa, 2012; Meyer et al., 2006b), which together have 

been shown to induce different immune profiles and behaviours. With these factors in mind and 

with the long-term goal of using MIA models for preclinical drug discovery, there is need for 

proper validation/characterisation of MIA models (Kentner et al., 2019; Woods et al., 2021).  

In this Chapter, extensive validation of the robustness of our model, building on previous broad 

characterisation (Murray et al., 2019; Kowash et al., 2019), is performed, in particular across 

cohorts which will be used for molecular analyses in subsequent chapters. Further, to support 

the primary hypothesis that cytokines play role in mediating the outcomes of MIA (Meyer et al., 

2009b), a major aim of this Chapter was to investigate specific cytokine changes in the 

developing brain as a possible causal mechanism in our model. Accordingly, the aims of this 

Chapter were:  

i) Validate reproducibility of maternal response to poly(I:C) in our model (Murray et al., 

2019; Kowash et al., 2019) across cohorts, including plasma cytokine response, weight 

changes and litter sizes.  

ii) Validate offspring outcomes following MIA, including, foetal and postnatal offspring 

body/brain weights.  

iii) Validate the role of cytokines in offspring outcomes, including changes in foetal brain 

cytokines and ongoing postnatal cytokine pathology following MIA. 

iv) To place these findings in the context of previous behavioural phenotyping (Potter, 

2021). 
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2.2. MATERIALS AND METHODS 

2.2.1. Animal procedures, husbandry and tissue collection  

Adult Wistar rats were obtained from Charles River Laboratories (Females: 200-300g; Males: 

400-500g) and maintained in the Biological Services Facility (BSF) at the University of 

Manchester within two-level IVCs (Double-Decker Cage; Tecniplast, London, UK), with up to 

five animals per cage. Throughout experiments, animals were maintained in a 12h light:dark 

cycle (07:00-19:00) at a temperature of 21±2°C and humidity 55±5% with ad libitum access to 

standard rat chow (Special Diet Services, Essex, UK) and water. Sizzle nest, wood chipping, 

cardboard tubes and wooden blocks formed the only environmental enrichment, to minimise 

impacts of enrichment on behavioural outcomes (Schander et al., 2021; Zhao et al., 2021). All 

animals were acclimatised to the BSF for one week prior to starting procedures. Animal 

procedures were performed under the authority of the procedural project licence (PPL) 

P473EC3B1. Procedures adhered to the Animals (Scientific Procedures) Act (ASPA) 1986 and 

were approved by the University of Manchester Animal Welfare and Ethical Review Body 

(AWERB). Given the timeframe of the animal cohorts (~6 months/cohort), technical 

requirements (e.g., two experimenters needed for injection/blood sampling) and financial 

challenges of maintaining large cohorts demanded to achieve sufficient n-numbers (see Section 

2.2.1.1), cohorts were required to be collaborative between PhD researchers. Likewise, every 

effort was made to adhere to the 3Rs of animal research (Tannenbaum and Bennett, 2015) with 

animals shared for both behavioural studies and various downstream molecular projects. Where 

cohorts have been contributed to/used by multiple PhD researchers, this will be clearly outlined. 

2.2.1.1. Sample size calculations 

Sample size was calculated using the G*Power statistical software package (v3.1.9.2. 

Düsseldorf, Germany; Faul et al., 2007) using a sensitivity analysis, assuming a medium to large 

effect size (f=0.25-0.4), as based on previous effect size estimates from our and other 

molecular/behavioural studies in MIA models (Dickerson et al., 2014; Giovanoli et al., 2015, 

2016; Hao et al., 2019; Kowash et al., 2022; Labouesse et al., 2015a; Potter et al., 2023; 

Richetto et al., 2017a, 2017b; Weber-Stadlbauer et al., 2021). This predicted a minimum of 5-6 

offspring/sex/group/age required for molecular analysis and a minimum of 8 

offspring/sex/group/age required for behavioural assessments, to be sufficiently powered (1-

β=0.8), with a type I error rate (α) of 0.05. Thus, a minimum of 6 or 8 dams/group/cohort would 

be needed to provide a sufficient number of offspring for molecular and behavioural analyses, 

respectively; assuming one male and one female per litter used for each analysis to minimise 

maternal effects (Meyer et al., 2008a). For all analyses both sexes were considered to account 

for sex-differences in neurodevelopment, immune functions and behaviours (Giollabhui et al., 

2019; Gogos et al., 2020; Wheelock et al., 2019) and to overcome traditional sex-bias in 

neuroscience research (Coiro and Pollak, 2019). 
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2.2.1.2. Mating procedures  

Nulliparous female rats were time-mated with one randomly assigned male for up to three days. 

Evidence of a copulation plug in the base of the cage was checked daily and taken as 

confirmation of conception (GD1). Mating was performed under standard BSF conditions, in 

designated mating cages constructed from IVCs with the upper level and all bedding material 

removed. Black paper underneath a raised metal grate lined the cage base to aid in copulation 

plug identification.  

Following successful mating, pregnant females were pair-housed until GD15. All pregnant rats 

were weighed daily to track pregnancy progress and acclimatise to handling. Unmated females 

were returned to their home cages for at least one week before reattempting a mating procedure. 

Breeding males were returned to home cages for at least 48h before being remated with a new 

female.  

2.2.1.3. Induction of MIA 

I. Preparation of solutions for injection 

Endotoxin-free LMW poly(I:C) (tlrc-picw; InvivoGen, London, UK,) was reconstituted to a 

10mg/mL solution in physiological saline (0.9% NaCl) as per manufacturer’s instructions. 0.5mL 

aliquots of poly(I:C) or saline only (vehicle control, hereafter referred to as ‘vehicle’) were 

prepared in sterile, endotoxin-free Eppendorf’s by an independent experimenter and labelled 

solutions ‘A’ or ‘B’ to henceforth blind experimenters to treatment group (hereafter referred to as 

‘group’). Prepared solutions were stored at -20°C until use. The lot-numbers of each poly(I:C) 

batch were assessed using agarose gel electrophoresis as described previously (Kowash et al., 

2019). A single clear band without distortion was taken as indication of good quality poly(I:C) for 

use in in vivo injections (Appendix 1, Supplementary Figure S1.1). 

II. Procedure for induction of MIA 

MIA was induced on GD15, a timepoint shown previously to induce developmental and cognitive 

deficits relevant to schizophrenia (Kowash, 2019; Kowash et al., 2019, 2022; Murray et al., 2019; 

Potter, 2021; Potter et al., 2023). On GD15, dams were pseudo-randomly assigned to group A 

or B using a random number generator. Assigned solution was removed from the freezer and 

allowed to thaw at room temperature. Dams were weighed and the dose of their designated 

solution calculated as 1mL/kg bodyweight, corresponding to 10mg/kg bodyweight poly(I:C). 

Solutions were delivered via a single i.p. injection, using a 23G needle and sterile, single use 

1mL syringe. All injections were performed between 08:00-10:00 to minimise circadian influence 

on immune outcomes (Scheiermann et al., 2013). Injected dams were monitored regularly for 

24h post-treatment to ensure no adverse effects as per the PPL, in particular: spontaneous 

abortions and severe abdominal contractions, which precluded them from further use in the 

study. Weight measurements were taken at 3h, 6h and 24h post-treatment (for prenatal GD15 
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harvests, performed between 3-4h post-injection, only 3h weights were taken). On GD16, dams 

not assigned to GD15/GD16 harvests were housed individually with adequate access to nesting 

material and weights monitored daily until GD22 (term is GD23), but otherwise pregnant dams 

were left undisturbed. 

III. Collection of dam plasma samples 

3h post-injection lateral tail vein blood samples were collected for downstream inflammatory 

marker analysis to confirm MIA. This timeframe was selected for representing the peak pro-

inflammatory response in our model (Kowash et al., 2019; Murray et al., 2019). Dams were 

placed in hotbox (40°C) for 10min to promote vasodilation, then carefully restrained under a 

surgical blanket. A second experimenter collected a lateral tail vein blood sample using a 25G 

butterfly needle. Blood samples were collected in heparinised tubes and centrifuged (10,000xg 

for 1min) within 5min to collect plasma, which was removed and stored in 60μL aliquots at -

80°C. 

2.2.1.4. Prenatal harvest procedures 

Dams assigned to prenatal cohorts (GD15, GD16 or GD21) were anaesthetised with 5L/min 

isoflurane (Abbott, Maidenhead, UK) in 2L/min O2 until cessation of breathing. The dams were 

then sacrificed by cardiac puncture and removal of the heart. Their abdominal cavity was 

opened, the uterine horn exposed and the fetoplacental unit rapidly removed. The whole foetus 

and the placenta were isolated and weighed. Harvested placentas were randomly assigned to 

be stored (at -80°C) in RNAlater stabilisation solution (Sigma-Aldrich, Gillingham, UK) or flash-

frozen for downstream nucleic acid and protein analysis, respectively. Foetal tail tips were taken 

and stored at -80°C for sex-typing using the KAPA Express Extract and KAPA2G Robust 

HotStart® ReadyMix™ (Sigma-Aldrich, Gillingham, UK) as described previously, using the male 

Sry gene to identify male sex (performed by Dr Hager Kowash, see Kowash, 2019; Kowash et 

al., 2022).  

Foetal whole brains were then rapidly harvested and weighed. For early prenatal samples 

(GD15, GD16) it was not possible to reliably dissect brain areas by hand and thus for these 

timepoints, whole brains were taken for downstream analysis. Harvested whole brains were 

randomly assigned to be stored (at -80°C) in RNAlater (Sigma-Aldrich, Gillingham, UK) or flash-

frozen for nucleic acid and protein analysis, respectively. For GD21, where more complex brain 

structures have begun to form, it was possible to dissect distinct brain regions and hence these 

brains underwent further processing procedures (see Section 2.2.2) 

2.2.1.5. Postnatal offspring husbandry and tissue collection 

For dams assigned to postnatal cohorts, dams were allowed to birth naturally with presence of 

pups in the nest considered PD0. On PD1 (between 16:00-17:00) the dam was removed from 

the nest and placed in a holding cage. All pups from the litter were removed from the nest and 
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placed on a heat mat (40°C) to maintain body temperature. Each pup was then quickly weighed 

and sexed based on ano-genital distance (Schwartz et al., 2019a). To ensure even distribution 

of maternal care resources across litters (Suvorov and Vandenberg 2016), significantly small 

litters were excluded (>2 standard deviations (SD) from the mean, given the normal distribution 

of litter sizes; Section 2.3.1), while litters >10 pups were culled to 10 to match more closely litter 

sizes in wild Norway rat populations. Pups were randomly selected for culling using a random 

number generator, with equal sex ratios maintained where possible to minimise sex-biased 

maternal care. PD1 pups selected for culling were sacrificed by overdose anaesthetic 5L/min 

isoflurane (Abbott, Maidenhead, UK) in 2L/min O2. Pups were then rapidly decapitated and 

checked for cessation of bleeding. Trunk blood was collected in heparinised tubes and 

centrifuged (10,000xg for 1min) within 5min of collection, with resulting plasma stored in 100μL 

aliquots at -80°C. PD1 brains were isolated, weighed and processed for downstream molecular 

analysis (see Section 2.2.2). Remaining pups were marked with a distinguishing pattern on their 

back (Potter, 2021) using a non-toxic marker to identify them and returned to the nest, along 

with the dam. It is worth noting that for experiments in which cross-fostering was employed 

(postnatal cohort 2A (PN2A)), half the remaining PD1 pups were randomly cross-fostered, 

following marking, to a reciprocal treatment dam (Potter, 2021) such that half the litter was 

hereafter referred to as cross-fostered and half remained in the home cage with their birth dam 

(non-cross-fostered). Cross-fostered animals were not used in any of the downstream molecular 

experiments in subsequent chapters. Pups were marked daily until weaning, to counter their 

rapid removal due to dam licking behaviours. On PD6, PD10 and PD14, dams were removed 

into a holding cage for 1h to enable ultra-sonic vocalisation and MCB scoring (Potter, 2021). 

During this time, pups were weighed to track developmental growth. On PD21, all pups were 

weighed, marked and one male and one female from each litter randomly selected for sample 

collection. These animals were asphyxiated by 2L/min CO2, followed by cervical dislocation. 

Animals were then decapitated and trunk blood collected in heparinised tubes and centrifuged 

(10,000xg for 1min), with resulting plasma stored in 100μL aliquots at -80°C. PD21 brains were 

also isolated, weighed and processed for downstream molecular analysis (Section 2.2.2) 

Offspring were weaned on PD28 and dams subsequently sacrificed by 2L/min CO2, followed by 

cervical dislocation. Weaned offspring were randomly assigned to female (5/cage) or male (2-

3/cage) cages irrespective of group, with weekly tail-marking to maintain identification. New IDs 

were provided to re-blind experimenters prior to behavioural testing. At this stage offspring were 

randomly assigned to adolescent (PD35) or adult (PD100-175) behavioural analysis. Post-

behavioural profiling, animals were culled by either:  

i) Asphyxiation by 2L/min CO2 until cessation of breathing, followed by cervical dislocation for 

nucleic acid/protein analysis. Following asphyxiation/cervical dislocation, animals were 

subsequently decapitated and trunk blood collected in heparinised tubes. Blood samples 

were centrifuged (10,000xg for 1min), with resulting plasma stored in 100μL aliquots at -
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80°C. Whole brains were isolated and weighed prior to downstream processing (Section 

2.2.2). 

ii) Overdose of anaesthetic followed by trans-cardial perfusion with paraformaldehyde (PFA), 

for immunohistochemical analysis. Animals were anesthetised with 5% isoflurane (Abbott, 

Maidenhead, UK) in 2L/min O2. Once they were unresponsive to physical stimuli, an 

abdominal incision was made, below the xiphoid cartilage. The diaphragm was then 

severed and the heart exposed. A 15G perfusion needle, attached to a perfusion pump 

(20mL/min flow rate), was inserted into the left ventricle and clamped into position. An 

incision was then made in the right atrium to permit outflow from the circulatory system. 

The first flush was performed with ice-cold 1XPBS (Oxoid, Basingstoke, UK) for 

approximately 10min until the outflow was clear, followed by ice-cold 4%PFA (Sigma-

Aldrich, Gillingham, UK) in 1XPBS for a further 10min. The brains were then removed for 

downstream processing (Section 2.2.2).  

Postnatal timepoints correspond to infant (PD1), juvenile (PD21), adolescent (PD35) and adult 

(PD100-175) developmental periods (Spear, 2000; Woods et al., 2021) 

2.2.1.6. Offspring behavioural assessments  

Behavioural experiments were performed in adolescence (PD35) and adulthood (PD100-175). 

Cognitive tasks were selected (Table 2.1) based on their clinical relevance, measured according 

to the MATRICS Consensus Cognitive Battery (MCCB; August et al., 2012) to best represent 

schizophrenia cognitive symptoms (Mihaljević-Peleš et al., 2019). Behavioural tasks were 

performed by Dr Harry Potter (see Potter, 2021; Potter et al., 2023). Behavioural phenotypes of 

offspring will be discussed only as they relate to the downstream molecular analyses. 

Table 2.1. Cognitive behavioural assessments 

Task Cognitive Measure Brain region Ages 
NOR Visual recognition memory  Hippocampus Adolescent, Adult 
SI Social cognition PFC Adolescent, Adult 
RAM Spatial working memory Hippocampus Adolescent, Adult 

ASST 
Cognitive flexibility 
Reversal learning  

PFC Adult 

 

2.2.2. Preparation of harvested brains for downstream analysis 

For nucleic acid and protein analysis, whole brains collected at GD21, PD1, PD21, PD35 and 

PD100/PD175 were bisected into left and right hemispheres and stored in RNAlater (Sigma-

Aldrich, Gillingham, UK) for nucleic acid isolation or flash-frozen using dry ice for protein 

isolation, respectively. Samples were then stored at -80°C in sterile Bijou tubes for later use. 

Hemispheric dissections were subsequently performed on ice by hand to isolate brain regions 

of interest as directed by the Rat Brain Stereotaxic Co-ordinates (6th Edition, Paxinos and 

Watson, 2006; Figure 2.2). For GD21 and PD1 where the PFC has not yet formed (Kolk and 

Rakic, 2022), left or right hemisphere frontal cortex (FC) only were dissected, whereas from 
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later postnatal samples (PD21, PD35, PD100/175) both FC and PFC were dissected. All 

dissected brain tissues were stored in individual clean Eppendorf tubes containing 200µL 

RNAlater (left hemisphere for nucleic acid isolation) or frozen without buffer (right hemisphere 

for protein isolation) at -80°C. The PFC was selected for its involvement in cognition and 

schizophrenia pathophysiology and, particularly, its role in the ASST (Miller, 2000; Salgado-

Pineda et al., 2009).  

 
Figure 2.2. Stereotaxic co-ordinates for rat brain dissections 
Offspring brains were dissected for corticol regions of interest: the frontal cortex (FC) and prefrontal cortex (PFC) 
as directed by the Rat Brain Sterotaxic Co-ordinates (6th Edition, Paxinos and Watson, 2007). Co-ordinates are 
shown by the furthest rostral and caudal identifiers for each region, with figure number references, bregma and 
interaural co-ordinates provided. The FC and PFC have been highlighted in yellow.  

For immunohistochemical (IHC) and immunofluorescence (IF) analysis, perfused brains were 

placed in 10mL ice-cold 4%PFA (Sigma-Aldrich, Gillingham, UK) in 1XPBS and incubated 

overnight at 4°C to post-fix. Brains were then transferred into 10mL 30% sucrose (Sigma-

Aldrich, Gillingham, UK) solution for 24-48h at 4°C until the brain sank, indicating complete 

infiltration. The brain was then snap frozen in isopentane (Fisher Scientific, Loughborough, UK) 

and stored at -80°C until sectioning. For sectioning, frozen brains were coated in optimal cutting 

temperature (OCT) compound (Scigen, Gardena, USA) and mounted onto a cryostat (Leica 
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Biosystems, Newcastle, UK), with the rostral face of the brain aligned to the blade. Using the 

Rat Brain Stereotaxic Co-ordinates as a guide (6th Edition, Paxinos and Watson, 2006; Figure 

2.2), 30μM coronal sections were sliced through the PFC. Once cut, sections were rapidly 

submerged in cryoprotectant (prepared from 30% ethylene glycol (Sigma-Aldrich, Gillingham, 

UK), 30% glycerol (Sigma-Aldrich, Gillingham, UK), in 1XPBS (Oxoid, Basingstoke, UK)), in a 

12-well culture plate. Moving from rostral to caudal, every 8th section was pooled (creating 8 

samples/animal). Section pools were stored at -20°C. 

2.2.3. Preparation of protein lysates from brain samples  

Stock homogenisation buffer was prepared as per Table 2.2, divided into 10mL aliquots and 

stored at -20°C until use, with stock solutions of phosphatase and protease inhibitors prepared 

as per Table 2.3 on day of use. Briefly, one 10mL homogenisation buffer aliquot was removed 

from the freezer and thawed at room temperature. Once thawed, 400μL 25X cOmplete protease 

inhibitor cocktail, 100μL 0.1M PMSF and 100μL 0.1M sodium orthovanadate were added to 

activate the buffer. 

Table 2.2. Homogenisation buffer composition for protein lysates 

Reagent Weight or volume Final concentration  

Trizma base (Sigma-Aldrich, UK) 242.28mg 10mM 

Sucrose (Sigma-Aldrich, UK) 21.9mg 0.32mM 

Ethylenediaminetetraacetic acid  
(EDTA; Sigma-Aldrich, UK)  

148.9mg 2.5mM 

dH2O Up to 200mL - 

 

Samples were thawed on ice and activated homogenisation buffer added to the samples at 

10μL/mg frozen tissue weight. The samples were then homogenised on ice using a pestle until 

no visible tissue remained. For whole tissue lysates, samples at this stage were stored at -80°C. 

Table 2.3. Preparation of protease/phosphatase inhibitors for whole tissue lysates 

Compound Role Preparation Concentration 

Phenylmethylsulfonyl fluoride  
(PMSF; Sigma-Aldrich, UK) 

Protease 
inhibitor 

87.1mg in 5mL 100% ethanol  0.1M 

Sodium Orthovanodate  
(Sigma-Aldrich, UK) 

Phosphatase 
inhibitor 

91.96mg in 5mL dH2O 0.1M 

cOmplete protease inhibitor 
(Roche, UK) 

Protease 
inhibitor 

1 tablet cOmplete protease 
inhibitor in 2mL dH2O  

25X 

 

2.2.3.1. Bradford assay for quantifying protein concentrations 

Protein concentration was quantified using a Bradford Protein Assay (Bio-Rad, Watford, UK), 

according to the manufacturer’s instructions. Briefly, samples were diluted (whole tissue lysate, 

1:100) in distilled water (dH2O) in a total of 50μL volume. Bovine serum albumin (BSA; A2153; 
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Sigma-Aldrich, Gillingham, UK) was used to create a standard curve. BSA was dissolved in 

dH2O to a 1mg/mL BSA stock solution, aliquoted and stored at -20°C. An 8-point standard 

ranging from 0.01-1mg/mL BSA, including a dH2O blank (0mg/mL), was prepared fresh from the 

frozen BSA stock solution on day of use. 20μL of prepared samples/standards were loaded into 

a clear, flat-bottomed microplate in duplicate. 90μL 0.3M NaOH (Sigma-Aldrich, Gillingham, UK) 

was added to each well and incubated for 5min to solubilise protein, followed by addition of 90μL 

0.3M HCl (Sigma-Aldrich, Gillingham, UK), incubated for 5min to neutralise. 50μL Bradford 

reagent was then added and mixed thoroughly by repeated pipetting, with a colour change of 

brown to blue indicative of high protein concentration.  

Absorbance was read at 595nm on the Biotek synergy H1 plate reader (Agilent, Cheadle, UK). 

Data was exported and input into GraphPad Prism (v9.0; San Diego, USA) and a linear 

regression standard curve used to interpolate sample values. Interpolated sample values were 

corrected for their initial dilution factor to give final protein concentration (mg/mL). Pass criteria 

for Bradford assays included a standard R2≥0.99 and replicate percentage co-efficient of 

variation (%CV) ≤10%. A representative curve can be found in Figure 2.3.  

 

Figure 2.3. Representative Bradford protein assay standard curve 
Linear regression with R2-value indicated (p<0.0001). Data shown as mean ±SEM. 

2.2.4. Quantification of maternal and offspring cytokines  

2.2.4.1. Measurement of maternal plasma TNFα and IL-6 

concentration 

Abcam (Cambridge, UK) TNFα (ab100784) and IL-6 (ab100772) ELISA kits were used to 

measure maternal plasma cytokines, as per manufacturer’s instructions. Reagents/buffers from 

both kits were prepared to their working dilutions as per kit guidelines. 400μL Assay Diluent A 

(TNFα) or 500µL Assay Diluent C (IL-6) were added to the supplied stock standard vials. From 

these stock standards, 8-point serial dilution standards were prepared as directed: 41.15-
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20,000pg/mL TNFα and 40.96-10,000pg/mL IL-6. For both standard curves a 0pg/mL (Assay 

Diluent only) standard point was included.  

50µL standards were added to the provided pre-coated plates in duplicate. 50µL neat plasma 

sample was added per single well (or duplicate wells where volume was available). Plates were 

then incubated at room temperature for 2.5h on an orbital shaker (100rpm; S1500 Stuart™; 

Cole-Parmer, Illinois, USA). The solutions were then discarded and wells washed 4 times with 

300μL 1XWash solution before addition of 50µL 1XBiotinylated detection antibody. The plate 

was then incubated for 1h at room temperature on an orbital shaker (100rpm). The solutions 

were discarded and wells washed as previously. 50µL 1XHRP-Streptavidin solution was added 

to each well and the plate incubated for 1h at room temperature on an orbital shaker (100rpm). 

The solutions were then discarded and wells washed as previously. 100μL TMB solution was 

added to each well and incubated in the dark for 30min at room temperature on an orbital shaker 

(100rpm). 50µL Stop Solution was added to each well and plate absorbance read at 450nm on 

a FLUOstar Omega microplate reader (BMG Labtech, Aylesbury, UK) within 5min. Raw Data 

was imported into GraphPad Prism (v9.0) and analysed by generating a 4-parameter logistic 

regression (4-PL) curve to interpolate sample values (pg/mL). %CV values were calculated for 

all standards/sample duplicates and accepted at CV≤10%. Standard curve values consistently 

had R2≥0.99 indicating goodness of fit. A representative standard curve for IL-6 and TNFα can 

be seen in Figure 2.4.  

 

Figure 2.4. Representative standard curves for maternal plasma cytokine ELISAs 
A. IL-6, 0-1,000pg/mL; B. TNFα, 0-2,000pg/mL. Standard curves were fitted with 4-PL analysis, with R2-values 
indicated. Data shown as mean ±SEM.  

2.2.4.2. Quantification of cytokines from foetal brain tissue  

To assess changes in the brain neuroinflammatory profiles, the Abcam ELISA kits were trialled 

using foetal (GD15, GD16) whole brain lysates, alongside a well containing the homogenisation 

buffer only. It was found that the homogenisation buffer interfered with the assay, resulting in 

high background, over which the sample concentrations were not interpretable (data not shown). 

A B 
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Hence it was determined that these were not suitable for the quantification of cytokines from 

tissue lysates and instead alternative ELISAs were selected for these analyses.  

I. TNFα, IL-1β and IL-10 

TNFα, IL-1β and IL-10 ELISAs were obtained from Proteintech (Manchester, UK) and performed 

as per kit specifications. In brief, standard concentrates were reconstituted in 1mL sample 

diluent PT1-dc (IL-1β) or 2mL PT1-ef (TNFα and IL-10). For each analyte a 1:2 serial dilution 

standard was prepared: 31.25-2,000pg/mL (IL-1β), 15.125-1,000pg/mL (TNFα), 31.25-

4,000pg/mL (IL-10). All standard curves included a 0pg/mL (sample diluent only) standard point. 

Onto the supplied pre-coated microplate 100μL standards were loaded in duplicate along with 

a single 100μL neat foetal whole brain tissue lysate (duplicate where feasible). The plate was 

incubated for 2h at 37°C and 100rpm on the Mini Shaking Incubator (N-Biotek, Gyeonggi-do, 

Korea). The wells were then washed four times with 1XWash buffer. 100μL Detection Antibody 

(prepared from 100XDetection Antibody diluted 1:100 in Detection Diluent) was added to each 

well and incubated for 1h at 37°C and 100rpm on the Mini Shaking Incubator. The wells were 

then washed as previously and 100μL HRP-conjugated antibody (prepared from 100XHRP-

conjugated antibody diluted 1:100 in Detection Diluent) added to each well and incubated for 

40min at 37°C and 100rpm on the Mini Shaking Incubator. The wells were then washed as 

previously. 100μL TMB substrate was added to each well and incubated for 20min at 37°C in 

the dark before addition of 100μL Stop Solution. Absorbance was then read on a Biotek synergy 

H1 plate reader (Agilent, Cheadle, UK) at a primary wavelength of 450nm and reference 

wavelength of 630nm. 

To analyse, the reference wavelength absorbance reading was subtracted from the primary 

wavelength to generate a normalised optical density (OD). GraphPad Prism (v9.0) was used to 

generate a 4-PL standard curve, with representative standard curves shown in Figure 2.5A-C. 

%CV of standard values ranged from 0-12%, with an R2≥0.99. Interpolated sample values 

(pg/mL) were normalised to protein concentration (mg/mL) to generate tissue concentration (pg 

cytokine/mg protein) for each sample. 

II. IL-6 

R&D systems (Abingdon, UK) Duoset IL-6 rat ELISA and ancillary kit were used as per 

manufacturer’s instructions. Briefly, from the ancillary kit, 25XWash buffer concentrate was 

diluted 1:25, 10XReagent diluent concentrate diluted 1:10, both in dH2O to produce 1XWorking 

solutions. IL-6 lyophilised reagents were reconstituted as per Lot-specific instructions to create 

stock solutions of the following concentrations: Mouse Anti-Rat IL-6 Capture Antibody 

(480µg/mL) in 1XPBS, Biotinylated Goat Anti-Rat IL-6 Detection Antibody (9µg/mL) in 

1XReagent diluent, Recombinant Rat IL-6 Standard (230ng/mL) in 1XReagent diluent.  

Reconstituted Capture Antibody was diluted to 4μg/mL (1:120 dilution) in 1XPBS. 100µL diluted 

Capture Antibody was added to each well of the microplate and incubated overnight at room 
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temperature (25°C). The solution was discarded and each well washed three times with 200µL 

1XWash buffer. 300µL 1XReagent diluent was added to each well and incubated at room 

temperature for 1h. Solution was discarded and wells washed three times with 400µL 1XWash 

buffer. 34.8μL reconstituted Recombinant Rat IL-6 Standard was diluted in 965.2µL 1XReagent 

diluent to produce an 8,000pg/mL starting solution. A 1:2 serial dilution was prepared from the 

starting standard solution to produce a 31.25-4,000pg/mL standard curve. Prepared standard 

curves also included a 0pg/mL (1XReagent diluent only) standard point. 100µL neat foetal brain 

protein lysate (single) and prepared standards (duplicate) were added to the wells of the 

prepared microplate and incubated for 2h at 25°C. The Detection Antibody was diluted 15min 

prior to use to working dilution of 150ng/mL in 1XReagent diluent containing 2% (v/v) normal 

goat serum (Vector Laboratories, UK). Samples and standards were discarded and wells 

washed three times with 200µL 1XWash buffer before addition of 100µL Detection Antibody 

solution, incubated for 2h at 25°C. Detection antibody was discarded and wells washed three 

times with 200µL 1XWash buffer. 100µL streptavidin-HRP (diluted 40-fold with 1XReagent 

diluent) was added to each well and incubated for 20min at 25°C. The substrate solution was 

prepared 5min before use by mixing equal volumes reagent A and B. Streptavidin-HRP solution 

was discarded and wells washed three times with 200µL 1XWash buffer. 100µL prepared 

substrate solution was added to each well and incubated for 20min at 25°C, followed by addition 

of 50µL Stop Solution. Plate absorbance was read on Biotek Synergy H1 plate reader (Agilent, 

Cheadle, UK) at a primary wavelength of 450nm and reference wavelength of 570nm. The 

reference wavelength values were deducted from the primary absorbance values prior to 

analysis. These corrected OD values were then input into GraphPad prism (v9.0), a 4-PL 

standard curve generated and sample values interpolated. %CV of standard duplicates ranged 

from 0-6%, with R2≥0.99. A representative standard curve for IL-6 can be seen in Figure 2.5D. 

Interpolated sample IL-6 values (pg/mL) were then divided by the protein concentration (mg/mL) 

to give a tissue IL-6 concentration (pg/mg protein). 

2.2.4.3. Quantification of cytokines from offspring tissues  

To investigate ongoing inflammatory disturbances in postnatal offspring, multiplexes were firstly 

trailed owing to their ability to assay several analytes in low sample volumes with high sensitivity. 

Two multiplex platforms: BioTechne Luminex and Merck Millipore Milliplex rat cytokine panels 

were trialled. However, results from these studies showed high background signal from tissue 

samples which prevented accurate quantification of cytokines (data not shown). As a 

contingency, owing to limited sample availability and large volumes required for ELISA-based 

methods (outlined above), only a single cytokine could be analysed from matched plasma and 

brain lysates in postnatal offspring. IL-6 was selected for analysis as the only cytokine showing 

significant changes in both maternal plasma and foetal whole brain in response to MIA. Further, 

IL-6 is thought to be critical in mediating the outcomes of MIA (Samuelsson et al., 2006; Smith 

et al., 2007) and has been identified as a marker for increased psychosis-risk following ELS 
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(Khandaker et al., 2014; King et al., 2021; Perry et al., 2021). For this, the pre-optimised R&D 

systems Duoset IL-6 rat ELISA (Section 2.2.4.2) assay was used, analysing matched plasma 

and whole tissue lysate samples from GD21-PD100. The only alteration to the outlined 

methodology was that standards and samples were loaded at 50μL due to the limited lysate 

volume obtained from postnatal PFC samples. This lower sample input did not affect the 

standard curve, with similar R2-values and %CVs between replicates.  

 

Figure 2.5. Representative standard curves for foetal cytokine ELISAs 
A. TNFα, 0-1,000pg/mL; B. IL-1β, 0-2,000pg/mL; C. IL-10, 0-4,000pg/mL; D. IL-6, 0-4,000pg/mL. Standard 
curves are fitted by 4-PL with R2-values indicated. Data are shown as mean ±SEM.  

2.2.5. Statistics 

All statistical analysis was performed in SPSS v28.0 (IBM, Armonk, USA). Within-group outliers 

were identified and excluded using SPSS extreme outlier function, calculated as datapoints >3X 

interquartile range. For all statistical models the least significant predictors were sequentially 

removed to find a minimal model, which included significant and/or trending to significant 

predictor variables only (Grafen and Hails, 2002). P-values≤0.05 were considered statistically 

significant, while 0.05<p≤0.08 were considered trending towards significant. 

Maternal plasma cytokine concentrations (IL-6 or TNFα pg/mL) were analysed by general linear 

modelling (GLM), while for dam percentage weight change across pregnancy, a repeated 

A B 

C D 
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measures GLM (RM-GLM) was used to assess pre- and post-treatment growth rates, both using 

group as a fixed factor. Maternal measures were first assessed across all cohorts, including 

cohort as a fixed factor in the model and then, where cohort had a significant main effect, data 

was analysed within each cohort individually. For dam weight changes, maternal 3h plasma 

TNFα and IL-6 (pg/mL) were also included in the model as covariates to evaluate if the 

magnitude of MIA influenced dam weights.  

For foetal/offspring measures (including the following dependent variables in this Chapter: litter 

size, weights and brain/plasma cytokine concentrations), general linear mixed modelling 

(GLMM) was used, with the degrees of freedom estimated using the Satterthwaite 

approximation and with normality of error assumptions assessed. Dam was included as a 

random factor in each GLMM to account for variability induced by shared maternal environments 

and group and sex were used as fixed factors. Maternal 3h plasma TNFα and IL-6 (pg/mL) were 

also included as co-variants because it is hypothesized that maternal-derived cytokines drive 

pathological changes in MIA-exposed offspring (Meyer et al., 2009b). Where effects of all four 

predictors (sex, group, maternal TNFα and IL-6) were insignificant, the phrase ‘there were no 

significant effects of any predictors’ will be used. For all GLMMs, where sex or group*sex 

interactions were significant or trending toward significance, a further GLMM was performed 

within a single sex with Dam as a random factor, group as a fixed factor and maternal cytokines 

as covariates. As each timepoint or molecular analyses comprised different animals no multiple 

testing correction was applied to any GLMM analysis in this thesis. 

Where appropriate, correlations were used to evaluate the relationship between quantitative 

dependent variables and covariates. Normality of raw data distribution was determined using 

the Shapiro-Wilk Test, with p≥0.05 indicating normal distribution. When both variables were 

normally distributed, post-hoc Pearson’s (r) correlations were used, where one or more variables 

were non-normally distributed, Spearman’s (rho) correlations were used.  

All graphs were generated using GraphPad prism (v9.0), with n-numbers for dam per group (N) 

and foetuses/pups/placentas per sex per group (n) indicated in the figure legends. For bar 

charts, data are represented as mean ±SEM. Plotted points on graphs indicate individual 

samples.  
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2.3. RESULTS 

PR1 dam/foetal weights/dam cytokine quantification was performed by Dr Hager Kowash (Kowash, 
2019), with author support for GD21. PN1/PN2A dam cytokine quantification was performed by Dr 
Harry Potter (Potter, 2021), with author support for weight data. PN2B data and foetal/offspring 
cytokine data was collected by the author.  

2.3.1. Cohort summaries 

A total of three cohorts of animals were used for the molecular studies in this thesis. The first 

two cohorts, prenatal cohort 1 (PN1, comprising dams harvested on GD15, 16 and 21; Kowash, 

2019) and postnatal cohort 1 (PN1, the first postnatal cohort; Potter, 2021; Potter et al., 2023), 

were performed from 2017-2018 and used poly(I:C) Lot PIW-38-04. The third was a second 

postnatal cohort (PN2) which used poly(I:C) Lot PIW-39-01. This cohort was performed in two 

parts from 2019-2020: the first a primary cohort with a split-litter cross fostering design (PN2A; 

Potter, 2021), the second a satellite cohort of animals which did not undergo a cross-fostering 

procedure (PN2B) but underwent the same husbandry procedures as PN1/PN2A to induce the 

same adult cognitive phenotypes. Offspring from the latter cohort were used exclusively for 

molecular analysis. A summary of the cohorts can be found in Table 2.4. Of the outlined cohorts, 

all litters were included in downstream analysis, except for two dams in PN2B: one vehicle-dam 

and one poly(I:C)-dam, with litters of three pups, falling outside the pre-specified mean ±2SD 

inclusion criterion, indicating these were abnormal litter sizes. Hence, these litters were 

excluded from all downstream analyses, resulting in seven vehicle-dams and eight poly(I:C)-

dams in PN2B.   

Table 2.4. Summary of animal cohorts 

Cohort 
Poly(I:C) 
Lot 

Dam 
number 

Litter size  
(mean ±SD) 

Offspring sex/litter 
(mean ±SD) 

Adolescent 
behaviour 

Adult 
behaviour  

PR1* 

GD15 

PIW-38-04 
 

6 VEH 
8 PIC  

VEH: 15±3 
PIC: 14±3 

VEH: 8±3 (M); 7±2 (F)  
PIC: 7±2 (M); 7±2 (F) 

NA NA 

GD16 
6 VEH 
6 PIC 

VEH: 14±4 
PIC: 14±1 

VEH: 6±1 (M); 8±3 (F)  
PIC: 7±3 (M); 7±3 (F) 

NA NA 

GD21 
6 VEH 
6 PIC 

VEH: 14±3 
PIC: 13±3 

VEH: 7±2 (M); 7±2 (F)  
PIC: 7±2 (M); 7±1 (F) 

NA NA 

PN1** 
9 VEH 
9 PIC 

VEH: 14±2 
PIC: 12±3 

VEH: 6±2 (M); 8±3 (F)  
PIC: 7±2 (M); 5±2 (F) 

PD35 PD175 

PN2** 

A 

PIW-39-01 

11 VEH 
11 PIC 

VEH: 13±2 
PIC: 12±3 

VEH: 6±3 (M); 7±2 (F)  
PIC: 6±2 (M); 6±2 (F) 

PD35 PD100 

B 
8 VEH 
9 PIC 

VEH: 12±3 
PIC: 11±3 

VEH: 6±2 (M); 6±3 (F)  
PIC: 5±3 (M); 5±4 (F) 

- - 

*PR1 designed and performed by Dr Hager Kowash, with author support for mating, procedures and GD21 litter culls. 
**PN1/PN2A designed and performed by Dr Harry Potter, with author support for PN2A mating, MIA induction and plasma 
collection, offspring weighing and culling. PN2B was performed by the author. Abbreviations: VEH, vehicle-dams, PIC, 
poly(I:C)-dams; F, female; M, male; NA, not applicable. Data are represented as mean ±SD owing to the SD-based exclusion 
criteria applied to litter sizes (Section 2.2.1.5)  
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2.3.2. Dam response to poly(I:C) 

2.3.2.1. Dam plasma cytokines 

Two pro-inflammatory cytokines, IL-6 and TNFα, were selected for plasma cytokine analysis 3h 

post-treatment based on previous studies showing the relevance of these cytokines in MIA 

outcomes (Kowash et al., 2019; Potter et al., 2023; Smith et al., 2007).  

I. IL-6 

There was a significant main effect of group (GLM: F1,60=9.75, p=0.003), with increased plasma 

IL-6 concentration in poly(I:C)-dams relative to vehicle-dams and a main effect of cohort (GLM: 

F2,60=39.69, p<0.001). When cohorts were considered individually there was a significant main 

effect of group in each of the cohorts, with poly(I:C) consistently inducing elevated plasma IL-6 

at the 3h timepoint. However, the concentration values (pg/mL) for IL-6 varied across cohorts 

(Table 2.5; Figure 2.6A), with a high variance seen in poly(I:C)-groups, especially for PR1 and 

PN1 cohorts.   

Table 2.5. Summary of dam plasma IL-6 concentrations across cohorts 

Cohort Vehicle IL-6  
(mean ±SEM) 

Poly(I:C) IL-6  
(mean ±SEM) 

Main effect of group  
(GLM) 

PR1 82.43±5.24 133.66±18.38 F1,30=6.43, p=0.017 
PN1 1.38±0.98 23.20±11.39 F1,14=5.18, p=0.039 
PN2A ND ND - 
PN2B 12.09±0.31 21.32±2.5 F1,13=11.54, p=0.005 

Abbreviations: ND, not detected. 

II. TNFα 

As with IL-6, there was a significant main effect of group (GLM: F1,74=49.07, p<0.001), with 

increased plasma TNFα in poly(I:C)-dams relative to vehicle-dams and a main effect of cohort 

(GLM: F3,74=9.46, p<0.001). When cohorts were considered individually there was a main effect 

of group in each of the cohorts, with poly(I:C) consistently inducing elevated plasma TNFα at 

the 3h timepoint, with the effect seeming more robust than observed for IL-6, though again the 

TNFα concentration (pg/mL) varied between cohorts, with greatest variability in poly(I:C)-groups 

(Table 2.6; Figure 2.6B).  

Table 2.6. Summary of dam plasma TNFα concentrations across cohorts 

Cohort 
Vehicle IL-6  
(Mean ±SEM) 

Poly(I:C) IL-6  
(Mean ±SEM) 

Main effect of group  
(GLM) 

PR1 315.38±44.33 1128.12±181.06 F1,29=17.83, p<0.001 

PN1 109.26±34.74 842.28±180.20 F1,15=17.92, p<0.001 

PN2 40.88±5.45 398.93±53.78 F1,31=36.48, p<0.001 

PN2A 32.87±9.37 471.69±69.44 F1,16=31.20, p<0.001 

PN2B 50.01±2.28 307.98±76.99 F1,13=9.72, p=0.008 
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Figure 2.6. Dam plasma cytokine concentrations 
A. Maternal plasma IL-6 pg/mL (N=7-17) B. Maternal plasma TNFα pg/mL (N=7-15). – shaped significance bars 
show GLM result across all cohorts, Π-shaped significance bars indicate GLM result within a single cohort. 
Symbols indicate significant main effects of: group *p<0.05, **p<0.01, ***p<0.001. Abbreviations: PR, prenatal 
cohort; PN, postnatal cohort; VEH, vehicle-dams; PIC, poly(I:C)-dams. Data show mean ±SEM, dots represent 
individual dams. 

2.3.2.2. Dam weight changes 

Pre-pregnancy weight (mean ±SEM) of all dams included in the study (N=95) was 260.45g 

±1.94, with no significant differences between cohorts/groups. A summary of percentage weight 

gain across pregnancy can be found in Figure 2.7. Dams showed an average percentage weight 

gain of 21.52% ±4.22 up to GD14, with no significant difference between groups (RM-GLM: 

F13,689=0.430, p=0.959; Figure 2.7). By comparison, weight gain post-treatment (GD15-22) was 

significantly different between groups (RM-GLMM: F7,301=4.472, p<0.001) with poly(I:C)-dams 

having a lower weight gain increment rate than vehicle-dams (Figure 2.7).  
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Figure 2.7. Dam weight gain through pregnancy 
Percentage weight gain of vehicle (VEH; N=46) and poly(I:C) (PIC; N=49) dams throughout pregnancy, relative 
to GD1. Arrow indicates GD15, treatment. Rate of growth (%weight gain) was compared pre-(GD1-14) and post-
(GD15-22) treatment: ns, non-significant; ***p<0.001 (RM-GLM). Data show mean ±SEM.   
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The initial weight change between groups could be attributed to a greater weight loss in the 

poly(I:C)-dams relative to vehicle-dams across 3h, 6h and 24h post-treatment on GD15 (RM-

GLM: F2,104=9.00, p<0.001; Figure 2.8A).  

I. 3h weight change 

There was no main effect of cohort on 3h weight loss. However, there was a trend toward main 

effects of both group (GLM: F1,56=2.48, p=0.063; Figure 2.8A) and plasma IL-6 (GLM: F1,56=2.51, 

p=0061; Figure 2.8A), the latter corresponding to a negative correlation between plasma IL-6 

and weight loss (r=-0.235, p=0.066; Figure 2.8B), suggesting a relationship between magnitude 

of MIA and acute weight loss.   

II. 6h weight change 

6h weight change analysis included 3h weight change as a covariate to account for any effects 

of MIA on the 3h weight change. Here, there was a significant main effect of 3h weight change 

(GLM: F1,71=39.84, p<0.001; Figure 2.8A), with a positive correlation between 3h and 6h weight 

changes (r=0.443, p=0.006; Figure 2.8D) and a main effect of group (GLM: F1,71=31.70, 

p<0.001; Figure 2.8A), with greater 6h weight loss in poly(I:C)-dams relative to vehicle-dams 

and a main effect of cohort (GLM: F3,71=4.90, p=0.004). The addition of plasma cytokines as 

covariates had no impact on the minimal model, although there was a negative correlation 

between 6h weight change and plasma TNFα (r=-0.355, p=0.042; Figure 2.8C), indicating high 

plasma TNFα induces weight loss at 6h.  

Given the significant main effect of cohort, 6h weight change was re-analysed within each 

individual cohort. These results showed that across all cohorts, 3h weight change predicted 6h 

weight change (Table 2.7). However, there was a main effect of group in cohorts PR1/PN2, with 

greater weight loss at 6h in poly(I:C)-dams relative to vehicle-dams (Table 2.7), but a main effect 

of plasma IL-6 in PN1, with a negative correlation between plasma IL-6 and 6h weight changes 

(r=-0.571, p=0.021). Nevertheless, these data support a robust MIA-induced weight loss at 6h 

post-treatment that associates with maternal cytokine concentrations.   

Table 2.7. Summary of 6h dam weight changes within each cohort 

Cohort GLM results 

PR1 Group: F1,19=17.06, p<0.001; 3h weight change: F1,19=8.52, p=0.009 

PN1 Plasma IL-6: F1,13=14.94, p=0.002; 3h weight change: F1,13=19.58, p<0.001 

PN2 Group: F1,30=5.27, p=0.029; 3h weight change: F1,30=54.93, p<0.001 

PN2A Group: F1,30 =5.27, p=0.029; 3h weight change: F1,30=54.93, p<0.001 

PN2B Group: F1,12=9.91, p=0.008; 3h weight change: F1,12=6.09, p=0.030 

 

III. 24h weight change 

Similar to the 6h weight change, 24h weight change analysis included both 3h and 6h weight 

changes as covariates in the GLM. There was a significant main effect of 6h weight change 
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(GLM: F1,50=35.29, p<0.001; Figure 2.8A) and cohort (GLM: F2,50=10.66, p<0.001). Accordingly, 

there was a significant correlation between 24h weight change and both 6h (r=0.500, p<0.001; 

Figure 2.8E) and 3h (r=0.369 p=0.006; Figure 2.8F) weight changes. Of note, there was a 

negative correlation between plasma IL-6 (r=-0.361, p=0.046; Figure 2.8B) and a trend to a 

significant negative correlation between plasma TNFα (r=-0.264, p=0.067; Figure 2.8C) and 

weight changes at 24h, suggesting a relationship between magnitude of MIA and 24h weight 

loss.  

Given the main effect of cohort, 24h weight changes were re-analysed within each cohort 

separately (Table 2.8). Here, there was main effect of 6h weight change in cohorts PN1/PN2B, 

but a main effect of 3h weight change and a main effect of group in PN2A.  

Table 2.8. Summary of 24h dam weight changes within each cohort 

Cohort GLM results  

PN1 6h weight change: F1,16=29.58, p<0.001 

PN2 Group: F1,29=3.57, p=0.069; 6h weight change: F1,29=8.34, p=0.007 

PN2A Group: F1,14=8.32, p=0.012; 3 h weight change: F1,14=6.74, p=0.021 

PN2B 6h weight change: F1,13=7.34, p=0.018 

 

Taken together the results indicate a poly(I:C)-induced weight loss 6h post-treatment, with this 

weight loss appearing to remain in effect at 24h. Notably, the observed weight changes can be 

directly attributed to the magnitude of the elicited immune response, evidenced by the negative 

correlations between maternal plasma pro-inflammatory cytokines and dam weight change. 

Further, the poly(I:C)-dams do not recuperate from this loss and remain lagging in percentage 

weight gain for the remainder of pregnancy (Figure 2.7). It is worth noting that vehicle-dams 

displayed weight loss from 0-6h post-treatment, which may be attributed to normal circadian 

weight loss and food intake during the light cycle for laboratory rats (Kawamura et al., 2020). 
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Figure 2.8. Dam weight changes in the 24h post-treatment 
A. %weight change at 3h, 6h and 24h post-treatment (mean ±SEM; N=46-49). Black Π-shaped bars show significant GLM results. Black symbols show significant main effects of: group, 
***p<0.001; 3h weight change, ###p<0.001; 6h weight change, ψψψp<0.001. Grey dashed Π-shaped bars and symbols show trending main effects of: group, *p=0.063; plasma IL-6, 
δp=0.061. B-C: Pearson’s r correlations between dam 3h plasma cytokines and dam weight changes at 3h, 6h and 24h post-treatment. Two-tailed significance is indicated: *p<0.05, T, 
trending (p<0.07); ns, non-significant. D-E. Pearson’s r correlations between weight changes. Axis represent %weight change at the timepoint indicated on the axis. Two-tailed 
significance is indicated: **p<0.01, ***p<0.001. 
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2.3.2.3. Litter sizes and demographics 

When litter size was analysed, dam plasma TNFα almost reached statistical significance (GLM: 

F1,47=3.97, p=0.052; Figure 2.9A), with a negative correlation between litter size and dam 

plasma TNFα in postnatal cohorts only (r=-0.268, p=0.060). This suggests that high plasma 

TNFα, resulting from poly(I:C)-elicited MIA, leads to smaller live-birthed litters, but does not 

appear to impact the number of viable foetuses prenatally, although Kowash et al. (2022) report 

a litter size reduction at GD21. For litter sex demographics, there were no differences in number 

of males, however, there were reduced number of females in poly(I:C)-litters relative to vehicle-

litters (GLM: F1,52=6.24, p=0.016; Figure 2.9C), suggesting that reduced poly(I:C)-litter size is 

due to a reduced number of females. 

 

Figure 2.9. Litter sizes and demographics 
A. Litter size (mean ±SEM; N=46-49; dots represent individual litters). B. Number of males within each litter 
(mean ±SEM; N=46-49). C. Number of females within each litter (mean ±SEM; N=45-48). Black Π-shaped bar 
shows significant GLM results. Black symbols show significant main effects of: group, *p<0.05. Grey dashed Π-
shaped bar shows trending GLM results for: maternal TNFα, αp=0.052. Abbreviations: VEH, vehicle; PIC, 
poly(I:C).  

2.3.3. Foetal and offspring weights  

2.3.3.1. Prenatal cohort 

Foetal weight increased as expected with advancing gestational age, with the largest increase 

in weight observed between GD16-GD21 (Figure 2.10).  

I. GD15 

There was a significant main effect of sex (GLMM: F1,197.98=9.57, p=0.002) on foetal weight, with 

male-foetuses being heavier than female-foetuses (Figure 2.10A; as expected, Kalisch-Smith 

et al., 2017) and seen at the other gestational ages (Figure 2.10). There were no significant 

differences for brain weight, brain:bodyweight ratio (Figure 2.10B&C), placental weight or 

placental:bodyweight ratio (data not shown).   

✱A B C 
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Figure 2.10. Foetal body and brain weights and brain:bodyweight ratios 
A. GD15 foetal weight; B. GD15 brain weight; C. GD15 brain:bodyweight ratio; D. GD16 foetal weight; E. GD16 
brain weight; F. GD16 brain:bodyweight ratio; G. GD21 foetal weight; H. GD21 brain weight; I. GD21 
brain:bodyweight ratio. Bars represent mean ±SEM (N=6-9, n=25-59). Significance bars indicate GLMM results. 
Symbols show significant main effects of: sex, ϕp<0.05, ϕϕp<0.01, group, *p<0.05; litter size, Ωp<0.05. 
Abbreviations: VEH, vehicle; PIC, poly(I:C). 
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II. GD16 

There was a significant main effect of group (GLMM: F1,8.95=5.91, p=0.038; Figure 2.10D) on 

foetal weight, with poly(I:C)-foetuses being lighter relative to vehicle-foetuses. There was also a 

significant main effect of sex (GLMM: F1,130.76=5.40, p=0.022) and litter (GLMM:  F1,12.028=4.83, 

p=0.048) on GD16 brain weight (Figure 2.10E), with males having heavier brain weight than 

females. There were no significant differences for brain:bodyweight ratio (Figure 2.10F), 

placental weight or placenta:bodyweight ratio (data not shown). 

III. GD21 

There was a significant main effect of sex (GLMM: F1,139.91=8.36, p=0.004) on foetal weight 

(Figure 2.10G), with male-foetuses being heavier than females, this was also found for brain 

weight (GLMM: F1,140.86=7.18, p=0.008; Figure 2.10H). However, when brain:bodyweight was 

compared, there was a main effect of group (GLMM: F1,9.77=5.56, p=0.041; Figure 2.10I), with 

poly(I:C)-foetuses having increased brain:bodyweight ratios compared to vehicle-foetuses. 

There were no significant differences for placental weight or placenta:bodyweight ratio (data not 

shown). 

2.3.3.2. Postnatal cohorts 

A summary of offspring growth trajectory can be found in Figure 2.11. Offspring weight increased 

as expected with advancing age. Likewise, males were typically heavier than females 

throughout development, with the largest divergence in weight between sexes observed in 

adulthood (PD100-175).  

 

Figure 2.11. Offspring developmental growth trajectory 
The developmental increase in offspring (N=28-29, n=139-160) weight from all postnatal cohorts. Data at each 
timepoint is presented as mean ±SEM. Abbreviations: F, female; M, male; PIC, poly(I:C); VEH, vehicle.   
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I. Birthweight (PD1) 

For PD1 weight, there were significant main effects of both sex (GLMM: F1,523.12=33.025, 

p<0.001; Figure 2.12A), with males being heavier than females (as expected; Slob et al., 1975) 

and litter size (GLMM: F1,285.64=76.99, p<0.001; Figure 2.12A), with a negative correlation 

between litter size and PD1 weight (r=-0.405, p=0.01; Figure 2.12C; as expected, Russell, 

1980). Post-hoc analysis by sex showed only a significant main effect of litter size for males 

(GLMM: F1,96.69=31.60, p<0.001), while for females, there were significant main effects of litter 

size (GLMM: F1,113.23=35.141, p<0.001) and group (GLMM: F1,111.06=7.83, p=0.006), with 

poly(I:C)-females heavier than vehicle-females. To illustrate these latter findings, PD1 weights 

were plotted relative to litter size (Figure 2.12B). For PD1 brain weight, there was a main effect 

of maternal TNFα (GLMM: F1,64.67=5.61, p=0.021; Figure 2.12D), corresponding to a negative 

correlation between the two (r=-0.306, p=0.003; Figure 2.12F). However, for brain:bodyweight 

ratio, there was only a trending main effect of litter size (GLMM: F1,54.39=3.99, p=0.051; Figure 

2.12E). 

Note PD1 weight was included as a covariate when analysing all subsequent postnatal offspring 

weights to account for birthweight effects on growth trajectory. To illustrate the significant effects 

of PD1 weight, postnatal weights at each age are plotted relative to their respective PD1 weight.  

II. Early developmental weight changes (PD6, PD10 and PD14) 

Across all three timepoints there was a main effect of PD1 weight: PD6 (GLMM: F1,406.94=538.02, 

p<0.001), PD10 (GLMM: F1,488.29=305.77, p<0.001) and PD14 (GLMM: F1,510.59=260.34, 

p<0.001) implying a significant relationship between birthweight an early developmental weight 

change. There was also a continued main effect of group: PD6 (GLMM: F1,180.32=19.23, 

p<0.001), PD10 (GLMM: F1,201.77=11.22, p<0.001) and PD14 (GLMM: F1, 195.14=9.31, p=0.003) 

with poly(I:C)-offspring being consistently lighter than vehicle-offspring (Figure 2.13A-C) 

III. Juvenile weight changes (PD21-28) 

At both timepoints there was a continued main effect of PD1 weight: PD21 (GLMM: 

F1,405.50=175.09, p<0.001), PD28 (weaning; GLMM: F1,267.34=132.43, p<0.001) suggesting a 

continued relationship between birthweight and developmental weight change. Likewise, there 

remained a main effect of group: at PD21 (GLMM: F1,108.42=13.96, p<0.001) and PD28 (GLMM: 

F1,94.89=14.61, p<0.001) with poly(I:C)-offspring being lighter than vehicle-offspring (Figure 

2.13D-E). However, there was also a main effect of sex: PD21 (GLMM: F1,356.45=9.19, p=0.003) 

and PD28 (GLMM: F1,311.26=98.53, p<0.001), with males being heavier than females (Figure 

2.13D-E), suggesting a notable increase in male-offspring weight gain in the juvenile period, 

compared to females.  

When PD21 brain weight was analysed, there was a significant main effect of sex (GLMM: 

F1,42.72=5.48, p=0.021; Figure 2.14A), with male brains being heavier than female brains and a 

group*sex interaction (GLMM: F2,41.74=3.90, p=0.028; Figure 2.14A). Post-hoc analyses showed 
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there was a significant main effect of group in females, with reduced brain weight in poly(I:C)-

females relative to vehicle-females (GLMM: F1,22.59=7.27, p=0.013). For brain:bodyweight ratio, 

there was only a main effect of litter (GLMM: F1,55.49=11.38, p=0.01; Figure 2.14B). 

IV. Adolescent weight changes (PD35) 

Again, there was a main effect of PD1 weight (GLMM: F1,195.51=120.82, p<0.001) but no main 

effect of group as seen in earlier development, suggesting that any influences of MIA on 

offspring weight is abolished post-weaning. However, there was a main effect of sex (GLMM: 

F1,318.30=434.21, p<0.001) with males being heavier than females (Figure 2.13F). 

When PD35 brain weight was compared there was a significant main effect of sex (GLMM: 

F1,42.17=26.89, p<0.001; Figure 2.14C), with males having heavier brain weights than females. 

For brain:bodyweight ratio, there was also a main effect of sex (GLMM: F1,85=51.44, p<0.001; 

Figure 2.14D), revealing that female-offspring, while having lighter brain weights, have a much 

higher brain:bodyweight ratio, a phenomenon not observed in the juvenile time period. This 

change likely represents the large and rapid male bodyweight gain post-weaning (Figure 2.11). 

V. Adult weight changes (PD100/175) 

At both adult timepoints (PD100 and PD175), there was no main effect of PD1 weight, 

suggesting the relationship between birthweight and developmental weight change is abolished 

by adulthood. There was a significant main effect of sex: PD100 (GLMM: F1,73.27=1877.54, 

p<0.001) PD175 (GLMM: F1,36.99=186.09, p<0.001), with males being significantly heavier than 

females (data not shown).  

Brain weights were only available for PD100 offspring, showing a main effect of sex (GLMM: 

F1,29=308.28, p<0.001; Figure 2.14E), with reduced brain weight in females relative to males. 

For brain:bodyweight ratio, there was a main effect of sex (GLMM: F1,61.32=41.71, p<0.001; 

Figure 2.14F), showing again that females, while having lighter brain weights, have higher 

brain:bodyweight ratios than males.
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Figure 2.12. PD1 pup weights 
A. PD1 pup weights. B. PD1 pup weight:litter size ratio. C. Pearson’s r correlation between PD1 pup weight and litter size, two-tailed significance indicated, **p≤0.01. D. PD1 brain 
weights. E. PD1 brain:bodyweight ratio. F. Pearson’s r correlation between PD1 brain weight and maternal TNFα, two-tailed significance indicted **p<0.01. Bars represent mean ±SEM 
(N=28-29, n=139-160), dots show individual animals. Significance bars indicate GLMM results: black bars, significant results; grey-dashed bars, trending results. – shaped significance 
bars show changes across both sexes, Π-shaped significance bars indicate post-hoc GLMM within a single sex. Black symbols show significant main effects of: sex, ϕϕϕp<0.001; litter 
size, ΩΩΩp<0.001; group, **p<0.01; maternal TNFα αp<0.05. Grey symbols indicate trending main effects of: litter, Ωp<0.06. Abbreviations: VEH, vehicle; PIC, poly(I:C).
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Figure 2.13. Developmental weight:birthweight ratios 
Figure shows developmental weights (g) from PD6-PD35 normalised to birthweight (PD1 weight, g). Bars 
represent mean ±SEM. A. PD6 (n=124-145); B. PD10 (n=124-145); C. PD14 (n=124-145); D. PD21 (n=124-
145); E. PD28 (n=86-98); F. PD35 (n=86-98). Significance bars show GLMM results across both sexes. Symbols 
show significant main effects of: group, **p<0.01, ***p<0.001; sex, ϕϕp<0.01, ϕϕϕp<0.001. Abbreviations: VEH, 
vehicle; PIC, poly(I:C).
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Figure 2.14. Postnatal offspring brain weights 
A. PD21 brain weight (n=18-28); B. PD21 brain:bodyweight ratio (n=18-28); C. PD35 brain weight (n=21-23); D. PD35 brain:bodyweight ratio (n=21-23); E. PD100 brain weight (n=21-
22); F. PD100 brain:bodyweight ratio (n=21-22). Bars represent mean ±SEM. ― shaped significance bars show GLMM results across the whole dataset, Π-shaped significance bars 
show post-hoc GLMM within a single sex. Symbols show significant main effects of: sex, ϕp<0.05, ϕϕϕp<0.001; litter size, ΩΩp≤0.01; group, *p<0.05; group*sex interaction, ⊗p<0.05. 
Abbreviations: VEH, vehicle; PIC, poly(I:C).
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2.3.4. Acute foetal brain cytokine concentrations (GD15-16) 

Four cytokines were measured at 3h and 24h post-treatment in the foetal whole brain: the anti-

inflammatory IL-10 and pro-inflammatory IL-1β, IL-6 and TNFα, selected as the most 

consistently investigated cytokines in the foetal brain in MIA models (Woods et al., 2021).  

At GD15 (3h post-treatment; corresponding to peak pro-inflammatory response in the dam) 

there was only a significant difference in IL-10, with a main effect of maternal TNFα (GLMM: 

F1,8.55=8.22, p=0.020; Figure 2.15A), corresponding to a positive correlation between maternal 

plasma TNFα concentration and foetal brain IL-10 concentration (rho=0.655, p<0.001). There 

were no significant effects of any predictors on pro-inflammatory cytokine concentration. 

At GD16 (24h post-treatment; Figure 2.15B) there were no significant effects of any predictors 

on IL-10 or TNFα concentrations. However, for IL-1β there was a main effect of both sex (GLMM: 

F1,10.34=7.63, p=0.020), with males having higher IL-1β concentrations than females and 

maternal plasma TNFα (GLMM: F1,3.3=22.35, p=0.014), corresponding to a positive correlation 

between 3h maternal plasma TNFα concentration and 24h foetal brain IL-1β concentration 

(rho=0.697, p=0.002). For IL-6 there was a significant main effect of group (GLMM: F1,14=18.48, 

p<0.001), with higher IL-6 concentrations in poly(I:C)-foetuses relative to vehicle-foetuses.   

 

Figure 2.15. Foetal brain tissue cytokine concentration 
A. GD15 (N=5, n=5-6); B. GD16 (N=5, n=5-7). Bars represent mean ±SEM. Significance bars show GLMM 
results, symbols show significant main effect of: sex, ϕp<0.05; maternal TNFα, αp<0.05; group, ***p<0.001. 
Abbreviations: M, male; F, female; VEH, vehicle; PIC, poly(I:C).   

2.3.5. Systemic and cortical IL-6 across development (GD21-

PD100) 

In the GD21 FC there was increased IL-6 concentration in the pol(I:C)-foetuses relative to 

vehicle-foetuses, with a trend to a main effect of group (GLMM: F1,7.27=4.92, p=0.061; Figure 

2.16A).  

Postnatally, at both PD1 (Figure 2.16B&F) and PD21 (Figure 2.16C&G) there were no significant 

effects of any predictors on cortical or plasma IL-6 concentrations. However, at PD35 there was 

a trend to a main effect of group for both cortical (GLMM: F1,25=3.41, p=0.077; Figure 2.16D) 

αϕ
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and plasma (GLMM: F1,25=3.85, p=0.071; Figure 2.16H) IL-6 concentrations, with both showing 

increased IL-6 in poly(I:C)-offspring relative to vehicle-offspring. By PD100 this increase became 

significant with main effects of group for both cortical (GLMM: F1,13.30=8.98, p=0.015; Figure 

2.16E) and plasma (GLMM: F1,11.87=5.36, p=0.039; Figure 2.16I) IL-6 concentrations.  

 

Figure 2.16. Cortical and plasma IL-6 concentrations 
Cortical tissue IL-6 concentration at A. GD21 FC; B. PD1 FC; C. PD21 PFC; D. PD35 PFC; E. PD100 PFC; and 
offspring plasma concentration at F. PD1; G. PD21; H. PD35; I. PD100. Bars represent mean ±SEM (N=5-7; 
n=6-7), dots show individual animals. Black significant bars and symbols show significant GLMM results with 
main effects of: group, *p<0.05. Grey dashed bars and symbols show trending (0.05<p<0.08) GLMM results. 
Abbreviations: VEH, vehicle; PIC, poly(I:C). 
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These findings translate to a direct correlation between plasma and cortical IL-6 concentrations 

at both PD35 (r=0.412, p=0.041; Figure 2.17C) and PD100 (r=0.426, p=0.034; Figure 2.17D). 

These correlations are not observed at PD1 (r=0.329, p=0.116; Figure 2.17A) or PD21 (r=-

0.021, p=0.918; Figure 2.17B).  

 

Figure 2.17. Correlations between plasma and cortical IL-6 concentrations in offspring 
A. PD1; B. PD21; C. PD35; D. PD100. Plasma IL-6 concentration plotted against matched cortical IL-6 
concentration. Dots represent individual samples. Pearson’s r correlation co-efficient indicated alongside two-
tailed significance: ns, non-significant; *p<0.05. 

2.3.6. Offspring behaviour 

This work was designed and performed by Dr Harry Potter (Potter, 2021). It will be outlined here 
solely for the context of future work and to confirm validity of the model. 

2.3.6.1. Cognitive behavioural assessments in adolescence 

In PD35 poly(I:C)-offspring from both PN1 and PN2A we found inconsistent deficits in the NOR 

discrimination index (Potter, 2021, Chapter 4, Section 4.2.9 and Chapter 5, Section 5.3.9.). In 

PN1 there was indication of increased pro-social behaviours in SI and working memory deficits 

on day three of the RAM task (Potter, 2021, Chapter 4, Section 4.2.9) but these changes were 

not robust across cohorts, with no evidence of these in PN2A (Potter, 2021, Chapter 5, Section 

5.3.9.). These tests broadly establish no overt cognitive phenotypic traits in PD35 poly(I:C)-

offspring. 
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2.3.6.2. Cognitive behavioural assessments in adulthood 

In PN1 and PN2A cohorts, there were no deficits in the NOR discrimination index, SI behaviours 

or RAM performance (Potter, 2021, Chapter 4, Section 4.2.9 and Chapter 5, Section 5.3.9). 

However, in the ASST (Table 2.1) there was an increased number of trials and errors in the 

extra-dimensional (ED) shift phases of the task, translating to an increased intradimensional 

(ID)/ED shift in adult poly(I:C)-offspring across cohorts; with group significantly predicting ID/ED 

shift increase in adult females (adult males were not assessed) in PN1 (GLMM: F1,13=7.20, 

p=0.019; Figure 2.18A) and both adult females (GLMM: F1,48=22.06, p<0.001; Figure 2.18B) 

and males (GLMM: F1,21=5.57, p=0.028; Figure 2.18C) in PN2A. Importantly, the latter was not 

affected by cross-fostering, indicating this deficit is driven by MIA and not influenced by MCB.  

 

Figure 2.18. Adult offspring ID/ED shift 
A. PN1 (females only). B. PN2A Females (F). C. PN2A Males (M). The intradimensional (ID)/extradimensional 
(ED) shift in the attentional set shifting task (ASST) across cohorts (N=8-12; n=8-14). Bars represent mean 
±SEM, dots show individual animals. Significant bars and symbols indicate GLMM results, with main effect of: 
group, *p<0.05, ***p<0.001. Abbreviations: VEH, vehicle; PIC, poly(I:C). Data taken from Potter (2021).
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Figure 2.19. Summary of significant findings in Chapter 2 
Summary of MIA-induced maternal and offspring changes identified in Chapter 2. Timeline (bottom) indicates the developmental age. Live measurements in dam/foetus/offspring or 
tissue analysed (whole brain (WB), frontal cortex (FC) or prefrontal cortex (PFC)) are indicated on the left. Pink: dam measurements; Purple: foetal/offspring weights; Green: offspring 
behaviours; Grey: brain weights; Blue: foetal/offspring cytokine changes. Abbreviations: GD, gestational day; PD, postnatal day; ↓Decrease; ↑Increase; F, female-specific result; p, 
plasma cytokine; B:B, brain:bodyweight ratio
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2.4. DISCUSSION 

The key aim of this Chapter was to perform extensive validation of the robustness of our MIA 

model, building on previous broad characterisation (Kowash et al., 2019; Murray et al., 2019). 

The analysis included the maternal response to poly(I:C) (e.g., plasma cytokines and weight 

changes) and offspring outcomes (e.g., foetal/postnatal offspring body and brain weights). 

Further, to support the primary hypothesis that cytokines act as mediators of offspring outcomes 

in the MIA paradigm, a major aim was to investigate cytokine changes, both cortical and 

systemic, as a possible causal mechanism in our model. Finally, this Chapter aimed to 

summarise previous offspring behavioural phenotyping (Potter, 2021), as a validation of the 

effect of MIA in predisposing offspring to later-life cognitive deficits. Critically, this validation was 

performed across cohorts which will be used for molecular analyses in subsequent chapters. 

The results from this Chapter achieved these aims, demonstrating in-depth validation of a viral-

mediated acute MIA model which produces a robust PFC-mediated cognitive deficit in adult 

MIA-exposed offspring, particularly relevant for schizophrenia. Of note, this Chapter also 

provides preliminary evidence for inflammatory disturbances in MIA-exposed foetuses and 

offspring which precede the onset of cognitive deficits in adulthood, suggesting a possible role 

for ongoing inflammatory signalling in the development of schizophrenia-like traits in MIA-

exposed offspring. A summary of the findings from this Chapter are outlined in Figure 2.19 and 

will be discussed in detail below.  

2.4.1. Poly(I:C) induces an acute MIA 

Across all cohorts there were significant increases in maternal plasma cytokines IL-6 and TNFα, 

at 3h post-exposure to poly(I:C), indicative of an acute inflammatory response (Figure 2.6). Of 

note, there were significant differences in the baseline (vehicle) plasma concentrations between 

cohorts, driving a significant main effect of cohort in the model. This difference likely owes to 

storage differences, with plasma cytokine stability known to alter across time (Vincent et al., 

2019). Plasma cytokine analysis was typically performed at the completion of a cohort, for 

prenatal cohorts, analysis was performed within 1month of sample collection, while for postnatal 

cohorts this was often 6months after sample collections, with PN2 impacted by COVID 

lockdown, hence prolonging analysis of cytokines from collected plasma. Further, ELISA kit Lot-

numbers varied across cohorts and could have further influenced readouts across cohorts. 

Irrespective of differences in baseline cytokine values, the data clearly demonstrate a robust 

acute inflammatory response to viral mimetic, poly(I:C), validating a robust MIA response in the 

model. 
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2.4.2. MIA induces maternal and early developmental weight 

changes 

As another validation of MIA, maternal weight was monitored across the 24h post-treatment 

(Figure 2.8). Dams exposed to poly(I:C) showed acute weight loss 6h post-treatment which 

predicted a sustained weight loss at 24h. Further, dams which received poly(I:C) on GD15 show 

reduced weight gain for the reminder of pregnancy (Figure 2.7). This weight loss further 

represents an acute MIA in response to poly(I:C), in line with elevated plasma cytokines. Given 

that there were no statistically significant treatment effects on litter size (Figure 2.9), it appears 

this observed weight loss cannot be attributed to a loss in foetus number. This infers that the 

observed 24h post-treatment weight loss in poly(I:C)-dams likely reflects reduced foetal weight 

gain over this time, indicated by reduced GD16 foetal weight (Figure 2.10D). This scenario would 

imply reduced placental transfer of nutrients required for efficient foetal growth in the 24h post-

exposure to poly(I:C). Of note, a reduction in transplacental transport of leucine, an essential 

amino acid required for foetal growth, in the poly(I:C)-dams has been previously demonstrated 

over this timeframe within the prenatal cohort (Kowash et al., 2022), lending weight to this 

hypothesis. Importantly, the GD16 foetal weight loss appears to be recovered by GD21 (Figure 

2.10G), likely due to compensatory increases of transplacental transport in later pregnancy 

(Kowash et al., 2022). However, these observed weight changes during pregnancy appear to 

have limited impact on foetal viability, with no differences seen in prenatal litter sizes. That said, 

there was a trend to a relationship between maternal plasma TNFα and litter size (Figure 2.9A), 

primarily driven by postnatal cohorts. This suggests that any differences in litter sizes are due 

to a reduction in live-birthed pups, perhaps due to changes in normal cannibalism rates in Wistar 

rat dams (Tarôco et al., 2015). In particular, there was a reduction in the number of live-birthed 

female poly(I:C)-offspring (Figure 2.9C). 

The observed effects of MIA on offspring weight appear to persist throughout early development. 

Litter size is one of the most common factors predicting birthweight (PD1 weight). This is not 

surprising as a fewer number of pups receive greater maternal resource allocation to each 

individual pup (Russell, 1980; Suvorov and Vandenberg, 2016). However, when litter size is 

accounted for, PD1 poly(I:C)-pups appeared heavier than vehicle-pups (Figure 2.12), perhaps 

driven by the increased transplacental nutrient transport in later pregnancy (Kowash et al., 

2022). From PD6 up until PD28 weaning (accounting for birthweight), there was a significant 

main effect of group (Figure 2.13), with poly(I:C)-offspring being lighter than vehicle-offspring. It 

could be hypothesised that the reduced postnatal weight gain of poly(I:C)-offspring, despite an 

increased birthweight, owes to altered metabolism in these animals, primed as a result of 

dysregulated nutrient availability during pregnancy, in line with the DOHaD hypothesis (Gillman, 

2005). However, given that this group effect only persists until weaning, after which sex 

becomes the most significant predictor of offspring weight, due to a rapid and pronounced weight 

gain in male offspring from weaning to adulthood (Figure 2.11), it is more likely that early 

developmental weight reductions in poly(I:C)-offspring is due to an effect of poly(I:C)-dam 
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resources. It could be that poly(I:C)-dam milk is insufficient or of lower quality, or that their care 

behaviours are somehow altered, which could be investigated in future research.  

Brain weights were rarely different between groups, with the exception of an increased 

brain:bodyweight ratio at GD21 and a negative correlation between brain weight and 3h 

maternal TNFα at PD1 and reduced brain weight in PD21 poly(I:C)-females, though neither of 

the latter were significant when ratioed to bodyweight. These findings suggest very limited gross 

brain anatomical changes following MIA. This finding is at odds with observed volumetric 

reductions in the brains of schizophrenia patients (Haijma et al., 2013), though it should be 

acknowledged that weight here does not necessarily correspond to brain volume.  

Taken together, the weight data show that adolescent and adult offspring from MIA dams 

appear, for the most part, largely identical to their vehicle counterparts. This raises the 

interesting possibility that more covert molecular abnormalities occur in the poly(I:C)-offspring 

brains, a postulate which is investigated further in subsequent chapters.    

2.4.3. MIA stimulates foetal and offspring inflammatory 

dysregulation 

In the 24h after poly(I:C)-exposure, there was a pronounced change in the foetal 

neuroinflammatory profile. Initially, 3h post-exposure to poly(I:C), where we observe the peak 

maternal inflammatory response (Figure 2.6; Kowash et al., 2019, 2022; Potter, 2021), there 

was a concurrent increase in the anti-inflammatory cytokine IL-10 in the foetal brain. Of note, 

this was directly proportional to the dam TNFα plasma concentration. It is suggested that this is 

an acute attempt by the foetal brain to counteract the inflammatory response in the maternal 

circulation. However, at 24h post-exposure, when the peak dam inflammatory response has 

subsided (Kowash et al., 2019), there was an increase in pro-inflammatory IL-1β and IL-6 in the 

foetal brain. This could be attributable to i) foetal-driven pro-inflammatory responses following 

the initial, acute anti-inflammatory phenotype; ii) a maternal-driven pro-inflammatory foetal 

response, owing to maternal-derived pro-inflammatory cytokines reaching the foetal 

compartment; iii) a foetal pro-inflammatory response to placental inflammation which may be 

temporally shifted relative to the peak maternal inflammatory response. Taken together, all 

these factors may account for the observed change in foetal neuroinflammatory profiles. To 

better understand the relationship between the maternal and foetal inflammatory responses it 

would be interesting to consider how placental changes fit temporally with observed maternal 

and foetal inflammatory changes. Nonetheless, the observed changes in the foetal brain 

cytokine profile in the 24h post-MIA, are in line with the current literature in MIA models (Woods 

et al., 2021). Indeed, while exact temporal results in cytokine concentrations vary between 

models, often dependent on methodology, there is a general consensus between our and other 

studies, in that the foetal brain experiences neuroinflammatory disturbances during the 24h 

period post-treatment (Figure 2.1). Notably, the data also shows that the observed elevation in 
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foetal IL-6 at GD16 is likely sustained throughout foetal brain development post-MIA, with a 

trend towards elevated IL-6 in the GD21 FC (Figure 2.16A).  

Such neuroinflammatory disturbances could have critical impacts on the developing foetal brain. 

The timing of MIA in our model corresponds to the peak period of foetal neurogenesis, microglia 

proliferation and the specification of interneurons and glial progenitors (Figure 1.3; Sarkar et al., 

2019; van Tilborg et al., 2018), all processes for which cytokines are important regulators (Bilbo 

and Schwarz, 2009; Dziegielewska et al., 2000; Favrais et al., 2011; Park et al., 2018; Taylor et 

al., 2010). Accordingly, it could be suggested that the observed foetal cytokine profiles may lead 

to dysregulated cellular development, including altered microglia priming, which may lead to 

long-term immune dysregulation and neuroinflammation, while perturbations in neurogenesis 

and gliogenesis could lead to altered proliferative capacity within the foetal brain, perhaps 

represented in the increased GD21 brain:bodyweight ratio. In addition to altered cellular 

development, the observed cytokine disturbances could have important epigenetic 

consequences. The analysed cytokines and their downstream inflammatory signalling pathways 

are known to induce the expression and activity of DNMTs, important for establishing normal 

DNAm patterns (Guarnieri et al., 2020; Ibrahim et al., 2018; Komanda and Nishimura, 2022; Li 

et al., 2012; Morisawa et al., 2017; Mourtzi et al., 2021; Seutter et al., 2020). Hence, 

dysregulation of cytokines in the foetal brain could lead to an altered epigenetic landscape which 

would induce long-term dysregulation of cellular gene expression and programmed changes in 

cell development.  

Following this, it was of interest to determine whether this foetal neuroinflammatory disturbance 

is sustained postnatally. Due to methodological constraints which allowed quantification of only 

a single cytokine, IL-6 was selected for analysis (Figure 2.16). IL-6 is thought to be a critical 

mediator in the MIA model and in predicting child cognitive outcomes and psychosis in response 

to ELS (Khandaker et al., 2014; Perry et al., 2021; Samuelsson et al., 2006; Smith et al., 2007). 

Interestingly, the sustained foetal neuroinflammatory response at GD21 was abolished by birth 

(Figure 2.16). Indeed, postnatally, there were no differences in IL-6 measurements during early 

development. However, from PD35-100 there was an increase in both plasma and cortical IL-6, 

indicative of general inflammatory dysregulation in adolescent and adult MIA-offspring, with the 

significant correlations between plasma and cortical IL-6 indicative of a direct relationship 

between systemic inflammation and neuroinflammation which are known to be inherently linked 

(Sun et al., 2022). The observed increase in plasma IL-6 at both PD35 and PD100 and 

concurrent elevation in the PFC, highlights a possible role for systemic IL-6 as a biomarker for 

MIA-driven neuroinflammation. While neuroinflammation has been observed in a range of 

NDDs, including schizophrenia (Comer et al., 2020), systemic inflammatory biomarkers have 

shown relatively inconsistent results, though elevated IL-6 has been among one of the more 

robust (Borovcanin et al., 2017; Miller and Goldsmith, 2020; Miller et al., 2011; Zhou et al., 2021). 

Biomarker studies in schizophrenia are inherently challenging, with a lack of control over patient 

age, disease stage or treatment status (Lleó, 2021). Likewise, schizophrenia is a highly 
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heterogenous disorder with recent work suggesting different patient biotypes may exist 

(Clementz et al., 2022). These biotypes are hence likely to reflect different biomarker subgroups, 

not yet evaluated in clinical settings. It could therefore be proposed that systemic inflammatory 

disturbance is more likely to be observed in specific patient subgroups, such as those impacted 

by MIA or ELS, with a neuroinflammatory phenotype as observed here. 

2.4.4. Adult MIA-offspring possess cognitive deficits relevant 

for schizophrenia 

A key validation for preclinical models is their face validity and for MIA models they must 

demonstrate behaviours relevant to schizophrenia. Our group has focussed on cognitive 

symptoms (due to b-neuro group interests and the establishment of the scPCP model for 

schizophrenia-associated cognitive impairment). Accordingly, several cognitive tasks were 

selected, in accordance with the MCCB, for their relevance to schizophrenia (Table 2.1). Very 

few behavioural changes were observed in adolescent (PD35) offspring (Potter, 2021). This is 

perhaps surprising given that prodromal states of schizophrenia are thought to be present in 

adolescent individuals with schizophrenia (Janoutova et al., 2016; Kaur and Cadenhead, 2010). 

That said, this finding does not negate the possibility of molecular neuropathology preceding 

presentation of cognitive deficits. Indeed, these possibilities will be explored in subsequent 

results chapters. Further, our behavioural testing was not exhaustive and it could be that other 

subtle behavioural deficits may be detected in these animals. In adult offspring there was a 

robust deficit in ASST performance, resulting in an increased ID/ED shift in MIA offspring (Figure 

2.18). The ASST mimics the Cambridge Neuropsychological Test Automated Battery’s 

(CANTAB) ID/ED task, analogous to the Wisconsin card sorting task (Sharma, 2013), utilised in 

the schizophrenia diagnostic process. Patients with early-stage schizophrenia demonstrate 

difficulty with the ED shift phases of the task, while patients with chronic schizophrenia struggle 

in both the ID and ED phases of the task (Orellana and Slachevsky, 2013). Our results therefore 

suggest that our model is particularly translatable to early-phase schizophrenia, as would be 

expected in young adults. This robust cognitive deficit is highly representative of executive 

function deficits, mediated by the PFC (Orellana and Slachevsky, 2013). Taken together, these 

findings support the hypothesis that that MIA induces a PFC-mediated cognitive deficit in adult 

offspring, particularly relevant for schizophrenia.  
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2.5. SUMMARY 

This Chapter has demonstrated the validation of a viral-mediated acute MIA model. Indeed, 

exposure to the viral mimetic, poly(I:C), induced a robust elevation in 3h plasma pro-

inflammatory cytokines IL-6 and TNFα (Figure 2.6) and 24h maternal weight loss (Figure 2.8), 

indicative of acute MIA, across four separate animal cohorts. In turn, MIA was shown to induce 

foetal neuroinflammatory disturbances 24h after poly(I:C)-exposure (Figure 2.15). This foetal 

neuroinflammatory disturbance has the capacity to affect various neurodevelopmental 

processes including epigenetic programming, cellular development and brain connectivity (Bilbo 

and Schwarz, 2009; Dziegielewska et al., 2000; Favrais et al., 2011; Park et al., 2018; Taylor et 

al., 2010). Acute MIA and subsequent foetal neuroinflammatory disturbance was shown to 

produce a reliably increased ID/ED shift in the ASST in adult MIA-offspring (Figure 2.18). This 

behavioural phenotype is indicative of a PFC-mediated cognitive deficit, relevant to 

schizophrenia (Orellana and Slachevsky, 2013; Sharma, 2013). Given the lack of overt physical 

(brain/bodyweight) phenotypes post-weaning (Figure 2.12-14), it can be postulated that more 

subtle neuro-molecular mechanisms underscore the observed cognitive deficit, as is 

hypothesised in schizophrenia patients. Of note, there were inflammatory disturbances in 

adolescence and adult offspring, shown here by elevated plasma and cortical IL-6 (Figure 2.16), 

highlighting there are enduring changes in offspring inflammatory status following MIA-exposure 

in utero. These inflammatory changes appear to precede the onset of cognitive deficits in 

adulthood, suggesting a possible role for ongoing inflammatory disturbances in the development 

of schizophrenia-like traits. How these prenatal and postnatal inflammatory changes contribute 

to the development of cognitive deficits will be explored in subsequent chapters, focusing on 

molecular changes in the developing cortex. 
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3. CHAPTER 3. MIA-induced 

developmental changes to one carbon 

metabolism transport and cortical 

methylation capacity   
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3.1. INTRODUCTION 

As outlined in the previous Chapter, there was evidence of MIA-induced weight loss in both the 

dam and the foetus in the 24h period post-injection (Figure 2.8&10). In line with this, we have 

previously shown reduced amino acid transport in the placentas of MIA-exposed dams across 

this time, followed by a, perhaps compensatory, increase in later gestation and provided 

preliminary evidence for MIA-induced alterations in foetal brain amino acid profiles (Kowash et 

al., 2022). Altered metabolite availability during neurodevelopment is known to have detrimental 

consequences for cell development and growth, as well as epigenetic patterning (Antony, 2007; 

Solanky et al., 2010; Tsitsiou et al., 2009), supporting a link between MIA-induced changes in 

metabolite transport and altered neurodevelopment. That said, we have yet to determine if the 

observed prenatal transport changes are enduring postnatally and how/whether they impact on 

metabolite availability during key stages of brain development and therefore this formed the 

focus of this Chapter.  

3.1.1. One carbon (1C) metabolism 

The 1C metabolism pathway is a universal metabolic pathway which catalyses the transfer of 

1C for use in various biosynthetic processes (Ducker and Rabinowitz, 2017; Mentch and 

Locasale, 2016). Central to the 1C pathway, are the integrated activities of the folate and 

methionine cycles (Figure 3.1) which are particularly important for DNA and protein methylation 

pathways through the production of the methyl donor, SAM.  

 

Figure 3.1. One carbon (1C) metabolism 
1C metabolism pathway. In the transmethylation pathway, dietary methionine is metabolised to S-adenosyl 
methionine (SAM), through the transfer of an adenosyl group from adenosyl triphosphate (ATP). SAM is used 
as a methyl donor to methylate cytosine residues by DNA methyltransferases (DNMTs), resulting in S-adenosyl 
homocysteine (SAH). SAH is hydrolysed to homocysteine and adenosine. Homocysteine can be re-methylated 
to methionine by methionine synthase (MS). This reaction is dependent on B12 and the donation of a methyl 
group from 5-methyltetrahydrofolate (CH3-THF; 5-MTHF) which is converted to THF. 5-MTHF is produced from 
dietary folate in the folate cycle, with dietary folate converted to dihydrofolate (DHF), then THF and 5,10-
methylene-THF which is finally converted to 5-MTHF by the enzyme MTHF reductase (MTHFR). 
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SAM is produced from the transfer of adenosine onto the amino acid, methionine, a reaction 

catalysed by methionine adenosyltransferase. During the donation of a methyl group in 

methyltransferase reactions, SAM is converted to S-adenosyl homocysteine (SAH; Caudill et 

al., 2001; Ducker and Rabinowitz, 2017). SAH is hydrolysed to homocysteine and adenosine by 

SAH hydrolase. However, under physiological conditions this reaction equilibrium favours SAH 

synthesis over hydrolysis. To limit SAH accumulation effective removal of homocysteine is 

required (Caudill et al., 2001; Mentch and Locasale, 2016), primarily achieved by re-methylation 

of homocysteine to methionine (Caudill et al., 2001; Ducker and Rabinowitz, 2017). Direct 

re-methylation of homocysteine is catalysed by methionine synthase, a reaction dependent on 

5-methyltetrahydrofolate (5-MTHF) and vitamin B12, the former of which is generated from 

dietary folate by methyltetrahydrofolate reductase (MTHFR; Tisato et al., 2021). Thus, there is 

a metabolic interface and interdependency between the folate and methionine cycles, whereby 

reduced folate availability provokes reduced homocysteine re-methylation and hence reduced 

SAM synthesis and increased SAH accumulation (Caudill et al., 2001; Ducker and Rabinowitz, 

2017). These interconnected cycles are heavily dependent on key metabolite availability. 

Importantly, folate and methionine cannot be produced through mammalian cellular pathways 

and must be obtained in the diet and subsequently transported into cells (Crider et al., 2012; 

Mentch and Locasale, 2016).  

3.1.2. Transport of 1C metabolites 

There are various membrane transport proteins involved in cellular uptake of folate and 

methionine, explored in detail below. Disturbances in cellular expression/activity of these 

transport systems could lead to dysregulated intracellular folate and methionine availability and 

1C metabolism and hence affect cellular methylation capacity. 

3.1.2.1. Transport of folates 

Folates are transported by folate transporters, comprising the reduced folate carrier (RFC; 

encoded by Slc19a1), the protein-coupled folate transporter (PCFT; encoded by Slc46a1) and 

folate receptors, alpha (FRα; encoded by Folr1) and beta (FRβ; encoded by Folr2). The RFC is 

an anionic exchanger and major transporter for systemic folate delivery at physiological pH, 

while the PCFT, a proton-folate–symporter, transports folates most effectively at low pH (Zhao 

et al., 2009). The folate receptors, by contrast, are located in plasma membranes and transport 

folates into cells by receptor-mediated-endocytosis, although this occurs at a much slower rate 

(Tisato et al., 2021; Zhao et al., 2009). These transporters and receptors therefore work 

collaboratively to transport dietary folates to systemic tissues/cells, with folate transporters 

primarily shuttling dietary folate to organs, while folate receptors function in cellular folate uptake 

(Tisato et al., 2021; Zhao et al., 2011). The expression of these folate transport systems tend to 

be tissue-specific depending on demand. In the brain, FRα is the primary folate receptor, while 

the transporters show specific locality, with PCFT critical in folate transport through the choroid 
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plexus (Zhao et al., 2011), while recent studies suggest crucial roles for RFC in BBB-mediated 

folate uptake (Frigerio et al., 2019). 

3.1.2.2. Transport of methionine 

Amino acids, on the other hand, are transported into cells by multiple amino acid transport 

mechanisms. The transport mechanisms for methionine include system L (Na+-independent, 

large and branched chain neutral amino acid transporters), system A (Na+-dependent neutral 

amino acid transporters) and system y+L (transport of neutral amino acids like system L but in 

a Na+-coupled manner and also transports cationic amino acids in a Na+-independent manner; 

Kandasamy et al., 2018). Of note, system L and system y+L, are heterodimers of CD98 (heavy 

chain) and system L or y+L subunit (light chain), the latter of which confers catalytic activity 

(Tsitsiou et al., 2009). Methionine can be transported by subtypes of system A (SNAT1, Slc38a1; 

SNAT2, Slc38a2; SNAT4, Slc38a4), system L (LAT1, Slc7a5; LAT2, Slc7a8) and system y+L 

(y+LAT1, Slc7a7; y+LAT2, Slc7a6) amino acid transporters (Cleal and Lewis, 2008; McColl and 

Piquette-Miller, 2019; Tsitsiou et al., 2009). As with folate transport mechanisms, the expression 

of individual transport systems is tissue-specific. Methionine has high uptake into the brain, 

primarily due to system L transport mechanisms, notably LAT1 (Young and Shalchi, 20005; 

Zaragozá, 2020). Indeed, LAT1 demonstrates high affinity for methionine and is expressed at 

the BBB and throughout various brain regions, including the cortex and hippocampus (Singh 

and Ecker, 2018; Zhang et al., 2020a). Further, while primarily studied for their roles in glutamate 

transport, system A transporters also possesses high affinity methionine transport capacity 

(Mackenzie et al., 2003). Notably, SNAT1 is highly expressed in the rat brain (Varoqui et al., 

2000) and exhibits development-related changes in its expression (Weiss et al., 2003). 

Importantly, SNAT1 protein is expressed prenatally, identified as early as GD17, localised to the 

neocortex, hippocampus and neuroepithelium (Weiss et al., 2003).  

3.1.2.3. The role of the placenta  

The role of folate and methionine transport has particular significance when considering prenatal 

development where maternal provision and delivery of essential nutrients by transplacental 

transport is crucial for normal foetal growth and development (Bordeleau et al., 2021; Irvine et 

al., 2022). Inappropriate nutrient supply to the developing foetus, including both deficiency and 

excess, can have important consequences for development. This has been particularly well 

documented in the cases of deficits in both maternal folate supply to the developing foetus, 

which can result in neural tube defects (Irvine et al., 2022) and amino acid transport deficits, 

associated with foetal growth restriction (Aiko et al., 2014; Glazier et al., 1997; Jansson and 

Powell, 2007).  

The placenta forms during pregnancy via interactions between both embryonic and maternal-

derived cells and is essential for normal foetal development, with folate and methionine 

delivered to the foetus through active placental transport (Gude et al., 2004; Solanky et al., 2010; 
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Tsitsiou et al., 2009). Placental transport function adapts during gestation to meet foetal 

developmental and growth demand and hence perturbations to placental development and 

function can be detrimental to foetal development (Gude et al., 2004). It has been suggested 

that stress and inflammation in the mother can impact the placenta in such a way, likely through 

alteration of its transport and metabolic functions, to disrupt foetal brain development. Indeed, 

we have shown that MIA can alter transplacental transport of amino acids, with temporal 

reductions and increases in system L expression and function throughout gestation (Kowash et 

al., 2022). Changes in placental function have critically been suggested to mediate foetal 

programming of disease, supporting a mechanistic role for disturbed placental function following 

MIA and long-acting consequences for the developing brain (Jansson and Powell, 2007). 

3.1.3. 1C metabolism in neurodevelopment and neuropathology 

The brain is a metabolically demanding tissue during foetal development and hence is especially 

sensitive to perturbations in nutrient supply (Shallie and Naicker, 2019). 1C metabolism is 

essential for methylation pathways (e.g., methylation of various cellular substrates and 

regeneration of nucleotides for DNA synthesis), which are indispensable for normal cellular 

proliferation and differentiation (Ducker and Rabinowitz, 2017; Mentch and Locasale, 2016; 

Newman and Maddocks, 2017). Neurodevelopment consists of peak periods of neurogenesis 

and gliogenesis, comprising large waves of cellular differentiation and proliferation, generating 

large demand for 1C metabolism-driven biosynthetic processes (Ducker and Rabinowitz, 2017; 

Sarkar et al., 2019). Alterations to the transplacental and foetal cerebral transport of 

folate/methionine could disturb these normal neurodevelopmental processes, with 

consequences for normal cellular development (Fawal et al., 2018). In later postnatal 

neurodevelopment, 1C metabolism has been linked to ongoing neural plasticity and connectivity 

and establishment of normal myelin patterns. Particularly, system A transporters have been 

associated with normal GABAergic-glutamatergic circuitry, through biosynthesis of 

neurotransmitters, glutamate and GABA (Qureshi et al., 2019, 2020; Varoqui et al., 2000). 

Likewise, folate is essential for gliogenesis and establishment of normal myelination (McFarland, 

2012; Weng et al., 2017).  

Considering the key role for 1C metabolism throughout neurodevelopment and brain function, it 

is unsurprising that perturbations to 1C metabolism have been associated with a range of 

neurological disorders. Indeed, elevated serum homocysteine has been implicated in 

schizophrenia patients, particularly males (Kinoshita et al., 2013; Levine et al., 2002; Moustafa 

et al., 2014) while elevated SAM has been found in the cortex of schizophrenia patients (Guidotti 

et al., 2007). Likewise, MTHFR gene polymorphisms, leading to altered 1C metabolism and 

metabolite clearance rates, have been associated with schizophrenia and ASD (Li et al., 2020a; 

Wan et al., 2021; Wan and Wei, 2021). Further, altered expression/function of proteins which 

transport folate and methionine have been identified in several neurological disorders. Notably, 

dysfunction of folate transport proteins, FRα, RFC and PCFT have been associated with 
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cerebral folate deficiency (CFD; Frigerio et al., 2019; McFarland, 2012). CFD is defined as 

decreased CSF folate availability, relative to systemic folate, due to deficient cerebral folate 

transport, classified by neuropsychiatric and cognitive phenotypes and has been associated 

with ASD and schizophrenia (Ramaekers and Quadros, 2022; Rubini et al., 2021). Likewise, 

reduced BBB LAT1 expression has been identified in Parkinson’s disease patients, owing to the 

role of LAT1 in dopamine precursor transport (Ohtsuki et al., 2010), while functional LAT1 gene 

variants have been associated with increased risk for ASD (Smith et al., 2019). Similarly, 

Slc38a1 (SNAT1) regulates synaptic vesicles and GABA synthesis within parvalbumin 

GABAergic interneurons (PVIs; Qureshi et al., 2019, 2020). Given that PVIs are implicated in a 

range of neurological disorders, including schizophrenia (Lewis et al., 2012), it has been 

suggested that dysfunctional SNAT1 contributes to these disorders through dysfunctional PVIs 

(Qureshi et al., 2019, 2020).  

3.1.4. Chapter aims 

Taken together, these studies highlight the critical importance of 1C metabolism in 

neurodevelopment and therefore MIA-induced 1C metabolism alterations could disturb 

neurodevelopmental trajectories and predispose offspring to behavioural abnormalities. Indeed, 

several studies have implicated a role for disturbed 1C metabolism/transport in the pathogenesis 

of neurological diseases, including schizophrenia. Accordingly, we have previously shown 

altered system L transport in the placentas of MIA-exposed dams, with reduced transplacental 

transport of the essential amino acid leucine, 24h post-MIA, followed by increased, perhaps 

compensatory, transport at GD21 (Kowash et al., 2022). This functional transport change was 

associated with a trend towards reduced placental LAT2 expression at GD16 and upregulated 

system L transporter gene expression at GD21. As leucine and methionine are both transported 

by system L in the placenta (Cleal and Lewis 2008; Tsitsiou et al., 2009), it could be postulated 

that there are corresponding disturbances in transplacental transport of methionine, which would 

have critical impacts on foetal brain DNAm capacity. However, we have yet to determine if i) 

there are changes in other methionine transport systems; ii) these changes are enduring 

postnatally; iii) these influence methylation capacity. Therefore, it was hypothesised that 

observed foetal neuroinflammation (Chapter 2), together with placental transport disturbances 

of 1C metabolites folate and methionine (Kowash et al., 2022), would provoke altered 

foetal/offspring brain methylation capacity.  

The aims of this Chapter were therefore to determine:  

i) If MIA altered placental and cortical expression of genes important in methionine/folate 

transport. 

ii) Whether transport alterations coincided with altered 1C metabolite availability in the 

developing cortex.  
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3.2. MATERIALS AND METHODS 

Note: methods in this Chapter were performed on samples collected from PR1 and PN1. 

3.2.1. Nucleic acid isolation 

3.2.1.1. Simultaneous DNA and RNA extraction 

Genomic DNA (gDNA) and RNA were extracted from tissue samples using the DNeasy Blood 

and Tissue kit (Qiagen, Manchester, UK) and RNeasy Plus Mini Kit (Qiagen, Manchester, UK) 

according to the manufacturer’s instructions. Briefly, dissected tissues (frozen in RNAlater) were 

allowed to thaw on ice, followed by aspiration of RNAlater. The lysis reaction buffer was 

prepared in a local exhaust ventilation (LEV) cabinet by adding β-mercaptoethanol (Sigma, 

Gillingham, UK) diluted 1:100 in RLT Plus buffer. Placental samples were homogenised in 

1.5mL lysis buffer using a Dounce homogeniser, while cortex samples were homogenised in 

600µL lysis buffer using a pestle, until the tissue was completely lysed. Homogenates were then 

centrifuged at 18,800xg for 3min. Following centrifugation, 300µL cortex supernatant was used 

for RNA extraction and 300µL for gDNA extraction, while placental supernatant was proceeded 

through RNA extraction only.  

For RNA extraction, supernatant was transferred to gDNA elimination column and centrifuged 

at 9,600xg for 30s to remove gDNA. An equal volume of 70% ethanol was then added to flow-

through and the resulting solution added to an RNeasy Spin column and centrifuged at 9,600xg 

for 15s. 700µL RW1 buffer was added to the column and centrifuged at 9,600xg for 15s. 

Subsequently, 500µL RPE buffer was added to the column and centrifuged at 9,600xg for 15s, 

followed by a second addition of 500µL RPE buffer, centrifuged at 21,100xg for 2min. 50µL 

RNase-free water was then added to the column and incubated for 1min at room temperature 

before centrifuging at 9,600xg for 1min to elute RNA.  

For gDNA extraction, to the corresponding 300µL supernatant, 300μL 100% ethanol was added. 

Solutions were then immediately centrifuged at 9,600xg for 10min and resulting supernatant 

discarded. The resultant pellet was reconstituted in 180µL ATL buffer with 20µL proteinase K 

for 2h at 56°C. 200µL AL buffer was then added, followed by a further 10min incubation at 56°C. 

200µL 100% ethanol was added and the resulting solution transferred to a DNeasy Mini Spin 

Column and centrifuged at 6,200xg for 1min. 500µL AW1 buffer was then added to the column 

and centrifuged at 6,200xg for 1min, followed by 500µL AW2 buffer and centrifuged at 18,800xg 

for 3min. 200µL AE Buffer was then added to the column, incubated for 1min at room 

temperature and centrifuged at 6,200xg for 1min to elute gDNA.  

gDNA/RNA samples were stored at -80°C until use.  
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3.2.1.2. RNA quantification and RNA quality control (QC) 

RNA concentration was measured using the ThermoFisher NanoDrop® (Waltham, USA), with 

2µL sample loading volume and RNAase-free water (Qiagen, Manchester, UK) as the blanking 

solution. Nanodrop purity ratios 260/280 and 260/230 were assessed for protein and chemical 

contamination, respectively, with values of 1.8-2.2 considered suitable.  

Quality of RNA samples were assessed by agarose gel electrophoresis using several 

representative samples. 1% (w/v) agarose (Bioline, London, UK) gel in 1XTris-Acetate-EDTA 

(TAE) was prepared with a 1:10,000 addition of Gel Red stain (VWR, Lutterworth, UK). 1XTAE 

solution was prepared from a 1:50 dilution of 50XTAE stock (Cleaver Scientific, Rugby, UK) in 

dH2O. Samples were diluted in nuclease-free water with 800ng RNA/15µL, mixed with 3µL 

5XDNA loading buffer (Bioline, London, UK).  Electrophoresis was performed in 1XTAE buffer 

at 120V for 1h. Gels were imaged on Syngene InGenius using the GeneSnap software 

(Cambridge, UK) and UV fluorescence, with automatic exposure time. Two clear RNA bands 

(representing 28S and 18S ribosomal RNA) with no visual smearing, were taken as evidence of 

good RNA integrity with no contamination/degradation. A representative gel can be found in 

Appendix 2, Supplementary Figure S2.1.  

3.2.2. mRNA expression analysis 

3.2.2.1. Reverse transcription 

RNA was reverse transcribed to complementary DNA (cDNA) using the QuantiTect Reverse 

Transcription Kit (Qiagen, Manchester, UK) with RNA inputs of 1700ng/24μL (FC/PFC) or 

2µg/24μL (placenta). Samples were diluted as appropriate in RNase-free water. Samples with 

low RNA yields, which precluded cDNA preparation at these inputs, were excluded from gene 

expression analysis. Each cDNA reaction was prepared according to the manufacturer’s 

instructions. Briefly, 4µL gDNA wipe-out buffer was added to each 24µL RNA solution. Samples 

were then incubated at 42°C for 2min, to degrade gDNA contamination and then placed on ice. 

8µL Quantiscript RT buffer, 2µL RT primer mix and 2µL Quantiscript Reverse Transcriptase 

were added to each sample. Samples were then incubated at 42°C for 15min followed by 95°C 

for 3min using the 3Prime thermal cycler (Techne, London, UK). Negative controls were also 

performed in parallel, including a reverse transcriptase negative (RT-), where 2µL Quantiscript 

reverse transcriptase was replaced with RNase-free water and a no template control (NTC), 

where the sample contained RNase-free water only. All cDNA reactions were stored at -20°C 

for later use.  

3.2.2.2. Quantitative PCR (qPCR) 

Gene expression was quantified by real-time quantitative PCR (qPCR) using Qiagen QuantiTect 

Primers, accessed through Gene Globe software (https://www.qiagen.com/gb/shop/ genes-and-

pathways/, Qiagen, Manchester, UK). The Gene Globe software for the rat genome (Rattus 
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norvegicus) was searched for each of the candidate genes of interest. Selected candidates 

included system L subtypes (Slc7a5 (LAT1) and Slc7a8 (LAT2)) which transport methionine and 

for which we have previously observed altered placental transport capacity following poly(I:C)-

exposure (Kowash et al., 2022) and a system A transporter subtype (Slc38a1 (SNAT1)), which 

also transports methionine. While both system A subtypes SNAT1 and SNAT2 have shown 

changes in placental and foetal brain expression in vivo following MIA (McColl and Piquette-

Miller, 2019; Tsivion-Visbord et al., 2020) and in vitro, following exposure to pro-inflammatory 

cytokines IL-6 and TNFα (Jones et al., 2009; McColl et al., 2022), SNAT1 was chosen for its 

high enrichment in the rat brain (Varoqui et al., 2000; Weiss et al., 2003). Folate transporters 

Folr1 (FRα) and Slc19a1 (RFC), were chosen as these are important for cerebral folate transport 

(Tisato et al., 2021; Zhao et al., 2009), while the 1C metabolism enzyme Mthfr, was selected, 

as MTHFR mutations are associated with schizophrenia risk (Wan and Wei, 2021; Wan et al., 

2021). Exon-spanning primers were selected where possible with QuantiTect primer details 

provided in Table 3.1. Lyophilised primers were reconstituted in 1.1mL Tris-EDTA pH8.0 

(Invitrogen, Loughborough, UK) and stored at -20°C. QuantiTect primer assays were used in 

conjunction with QuantiFast SYBR Green RT-PCR Kit (Qiagen, Manchester, UK). Each reaction 

included 12.5µL QuantiFast SYBR Master Mix, 2.5µL QuantiTect primer mix and 10µL diluted 

cDNA sample/standard/control. A 1:50 dilution was found to be optimal for all candidate genes 

following a dilution trial, which tested 1:25, 1:50 and 1:100 dilutions of pooled sample in each 

tissue/timepoint, selecting the dilution which consistently produced a cycle threshold (Ct) value 

of 15-30 across development. All real-time qPCR reactions were performed on the AriaMx 

System (Agilent, Cheadle, UK) under the following cycling conditions: 95°C for 5min (1 cycle), 

95°C for 10s and 60°C for 30s (40 cycles). SYBR dye fluorescence was measured at the end of 

each cycle to generate amplification curves, with ROX as a reference dye. Following this, a 

dissociation curve was generated using the following conditions: 95°C for 1min, 55°C for 30s, a 

ramp stage up to 95°C (0.5°C increments) and a final 95°C for 30s. SYBR fluorescence was 

measured at each temperature increment. A dissociation curve with a single peak was taken to 

infer generation of a single, specific PCR product. 

Table 3.1. QuantiTect primer assays (Chapter 3) 

Gene QuantiTect primer assay (Cat no.) Amplicon 
size (bp) 

Exons spanned 

Slc38a1 (SNAT1) Rn_Slc38a1_1_SG (QT00187586) 97 4/5 

Slc7a5 (LAT1) Rn_Slc7a5_1_SG (QT00188090) 124 1/2 

Slc7a8 (LAT2) Rn_Slc7a8_1_SG (QT00193116) 131 6/7 

Folr1 (FRα) Rn_Folr1_1_SG (QT01080128) 70 - 

Slc19a1 (RFC) RN_Slc19a1_1_SG (QT00182231) 95 4/5 

Mthfr Rn_Mthfr_2_SG (QT00371280) 68 - 

Abbreviations: bp = base pair 

For each 96-well qPCR plate, a standard curve was prepared from a pooled cDNA reference 

sample (1μL pooled from each cDNA sample). The concentration of the pool was calculated 

from RNA input for cDNA conversion (cortex: 42.5ng/μL; placenta 50ng/μL), assuming a 100% 
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cDNA conversion rate. An eight-point 1:2 serial dilution standard curve was created with a top 

standard concentration of 4ng/uL (40ng/well). The standard curve (cDNA input vs fluorescence 

fitted by linear regression) on each plate was used to determine qPCR reaction efficiency and 

to interpolate sample expression values (ng/well). Negative controls, including RT-, NTC and 

buffer only (water replacement of cDNA) were included on each plate. All samples, standards 

and negative controls were loaded in duplicate and %CV calculated from Ct-values. All qPCR 

standard curves met the following acceptance criteria: 90-110% qPCR efficiency, conformance 

to linearity (R2>0.98), CV≤1% between replicates, with no Ct-values detectable for negative 

controls. If these criteria were not met, the assay was repeated. Sample Ct-values passed when 

duplicate %CV was ≤1%. Samples not meeting this criterion were repeated.  

3.2.2.3. GeNorm analysis 

Accurate qPCR analysis of candidate gene expression is dependent on selection of stable 

reference genes for normalisation (Ramhøj et al., 2019). With this in mind the stability of 

expression for six common reference genes: Gapdh, Ubc, Ywhaz, B2m, Actb, Mdh1 (GeNorm 

primer panel, Z-HK-SY-RA-600; PrimerDesign Ltd., Chandler's Ford, UK; reconstituted in 330µL 

RNase-free water) were analysed using a random selection of males (n=2) and females (n=2) 

from each vehicle and poly(I:C) group for each tissue/timepoint, generating a pool of eight 

representative samples from any given tissue, comprising both groups and sexes. Each sample 

was analysed in duplicate for each of the six reference genes. All qPCR reactions were 

performed as outlined previously (Section 3.2.2.2) and raw data exported to Excel and then 

uploaded into QBase+ (Biogazelle, Ghent, Belgium) GeNorm analysis software. GeNorm 

analysis was performed within each tissue type to identify a reference gene which was stable 

across the developmental timeline as described by Vandesompele et al. (2002). The analysis 

software calculates the average expression stability of examined reference genes, displayed as 

geNorm M, as an indication of reference gene stability, while the geNorm V plot is used to 

determine the optimal reference gene number (Appendix 3). Based on this analysis, it was 

determined that three reference genes (Gapdh, Ubc and Mdh1) would be used for expression 

normalisation in the cortex (Supplementary Figure S3.1), while two (Actb and Gapdh) would be 

used for the placenta (Supplementary Figure S3.2). Notably in the developing cortex, Actb was 

the least stable reference gene, in line with previous studies (Ramhøj et al., 2019).  

Following appropriate reference gene selection, expression of each reference gene in each 

sample was quantified as outlined above (Section 3.2.2.2). Normalised candidate gene 

expression was calculated within each sample by dividing the interpolated candidate gene value 

by the geometric mean of the interpolated reference gene values.  

3.2.2.4. qPCR gels 

Following qPCR, 20μL qPCR product from a random selection of samples were assessed by 

agarose gel electrophoresis. Gels were prepared at 2% (w/v) agarose (Bioline, London, UK) in 
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1XTAE and a 1:10,000 dilution of GelRed (VWR, Lutterworth, UK). 1XTAE solution was 

prepared from a 1:50 dilution of 50XTAE stock (Cleaver Scientific, Rugby, UK). A 25bp 

HyperLadderTM (Bioline, London, UK) was loaded to assess qPCR product size. Gel 

electrophoresis was performed in 1XTAE at 100V for 2.5h. Gels were visualised on a GelDoc 

XR (Bio-rad, Watford, UK) on automatic exposure. A clear amplicon of predicted size (Table 

3.1) was observed for all genes. Representative qPCR gels for each gene can be found in 

Appendix 4, Section 1. 

3.2.3. Isolation of nuclear and cytosolic cellular fractions  

Nuclear and cytosolic lysates were prepared using the Nuclear Extract kit (Active Motif, 

Waterloo, Belgium). All buffers were prepared as per kit specifications (Table 3.2) while flash 

frozen brain samples thawed on ice.  

Table 3.2. Nuclear extract kit buffer preparations 

Buffer Reagents per sample 

1XHypotonic Homogenisation Buffer 20μL 10XHypotonic Buffer 
2μL Protease Inhibitor Cocktail 
20μL Phosphatase Inhibitors 
0.2μL 1M DTT 
0.2μL Detergent 
158μL dH2O 

1XHypotonic Cytoplasmic Buffer 2.5μL 10XHypotonic Buffer 
22.5μL dH2O 

Complete Lysis Buffer 0.25μL 10mM DTT* 
2.22μL Lysis Buffer AM1 
0.025μL Protease Inhibitor Cocktail 

*1M DTT diluted 1:100 in dH2O to produce 10mM DTT solution 

150μL 1XHypotonic Homogenisation Buffer was added to each tissue sample and tissue 

homogenised using a pestle until visibly lysed. The whole tissue lysate was incubated on ice for 

15min before centrifuging at 850xg at 4°C for 10min to pellet cells (Note: 2μL of the whole tissue 

lysate was collected prior to centrifuging for western blotting validation experiments). Following 

centrifugation, the supernatant (extracellular fraction) was removed and the pellet was 

resuspended in 25μL 1XHypotonic Cytoplasmic Buffer and then incubated for 15min on ice 

before adding 1.25μL detergent. The sample was centrifuged for 30s at 14,000xg at 4°C and 

the supernatant (cytosolic fraction) transferred to a new tube. The pellet, containing the total 

nuclear fraction (tNF), was resuspended in 2.5μL Complete Lysis Buffer and 0.15μL detergent 

and then incubated on ice for 30min with regular vortexing to disrupt the nuclear membrane. 

This tNF could be divided into soluble (sNF) and insoluble (iNF) nuclear fractions by 

centrifugation at 14,000xg at 4°C for 10min. The supernatant (sNF) was removed and the pellet 

(iNF) reconstituted in 5μL 1XPBS. Samples were stored at -80°C for later use. 
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3.2.3.1. Protein concentration of individual fractions 

Protein concentrations were determined using a Bradford assay (Chapter 2, Section 2.2.3.1). 

Sample fractions were diluted in dH2O (matrix fraction 1:50; whole tissue lysate, cytosolic and 

nuclear fractions 1:100) in a total of 50μL and assayed in duplicate. 

3.2.3.2. Validation of fractions by Western blotting 

Western blots were used to validate the nuclear and cytoplasmic fractions using the nuclear-

specific protein Histone 3 (rabbit monoclonal anti-H3, ab176842; 0.495mg/mL; Abcam, 

Cambridge, UK) and the primarily cytosolic protein, GAPDH (mouse monoclonal anti-GAPDH, 

60004-1-Ig; Proteintech, Manchester, UK; Tristan et al., 2011).  

For all Western blotting experiments, a standard protocol was used and optimised for each 

antibody. Where changes were made to the standard protocol these have been indicated in 

each section. All Western blots were performed using the Mini-PROTEAN® Tetra Cell 

Electrophoresis unit, Mini Trans-Blot® Module and PowerPac™ Basic Power Supply (Bio-rad, 

Watford, UK) using precast Mini-PROTEAN Tris-Glycine eXtended (TGX) Gels (4-15% 

polyacrylamide, 50µL, 10 wells; Bio-rad) with 5µL Precision Pus Protein™ All Blue Prestained 

Protein Standards (10–250kDa; Bio-rad) for molecular weight determination. Secondary 

IRDye® antibodies (Li-Cor, Cambridge, UK) were used for infrared detection including: IRDye® 

800CW donkey anti-rabbit IgG(H+L) and IRDye® 680RD donkey anti-mouse IgG(H+L). 

Lyophilised IRDye® antibodies were reconstituted with 100μL dH2O and stored at 4°C until use. 

Prior to starting, 5XElectrode and 10XTransfer buffers were prepared (Table 3.3). These stock 

solutions were made to 1X when required: for 1XElectrode buffer 200mL 5XStock solution was 

added to 800mL dH2O; for 1XTransfer buffer 100mL 10XStock solution was added to 700mL 

dH2O and 200mL methanol (Fisher Scientific, Leicestershire, UK). For the validation of nuclear 

fractions, all fraction samples were diluted in dH2O to a concentration of 20μg protein/18μL. 6μL 

boil reducing buffer (Table 3.3) was added to 18μL sample (1:3 buffer:sample ratio).  

Samples were incubated at 95°C for 5min on an AccuBlock Digital Dry Bath (Labnet, Windsor, 

UK), followed by an incubation on ice for 5min. Mini-PROTEAN TGX Gels were removed from 

packaging and their base strip and comb removed. Precast gels were placed in Mini-

PROTEAN® Tetra Cell Electrophoresis units and wells washed with 1XElectrode buffer. Excess 

electrode buffer was removed with a needle and syringe. 5μL Precision Plus Protein™ 

Standards and 24μL samples were loaded into wells and overlayed with 1XElectrode buffer. 

The unit was placed in the electrophoresis tank, filled with 1XElectrode buffer. Gel 

electrophoresis was performed at 200V for 30min using the PowerPac™ Basic Power Supply. 

Following electrophoresis, the precast gel cassettes were opened and the gel washed 3x5min 

with 1XTransfer buffer. 8.5cmx7cm Immobilon®-FL PVDF membranes (Sigma-Aldrich, 

Gillingham, UK) were activated by successive incubations as follows: 100% methanol (1min), 

dH2O (1min); 1XTransfer buffer for 20min to equilibrate. For each gel, two foam pads (Bio-rad, 
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Watford, UK) and four 8.5cmx7cm filter papers were also equilibrated in 1XTransfer buffer for 

20min. The gel holder cassettes were then prepared, placing the pre-soaked items onto the 

transparent cassette base in the following order: 1 sponge, 2 filter papers, 1 activated PVDF 

membrane, 1 gel, 2 filter papers and 1 sponge. The cassette was then closed and placed into 

the Mini Trans-Blot® Module which was inserted in the electrophoresis tank with the membrane 

aligned to the positive electrode. The tank was filled with 1XTransfer buffer and ice blocks to 

dissipate generated heat during transfer. Transfer was performed at 100V for 30min using the 

PowerPac™ Basic Power Supply. Once transfer was complete, membranes were rinsed for 

5min in 1XPBS (Table 3.3) before leaving to dry at room temperature for 1h. Following drying, 

membranes were inserted into 50mL falcon tubes (protein side facing inwards). 15mL 

5%BLOTTO (Table 3.3) was added to the membrane-containing falcon and the falcon placed 

on an Analogue Tube Roller (Stuart™; Cole-Parmer, Illinois, USA) for 1h at room temperature 

to block non-specific binding. 

Table 3.3. Western blotting buffers  

Buffer Reagent Weight/volume 
10XTransfer buffer Trizma base (Sigma-Aldrich)  

Glycine (Fisher Scientific) 
dH2O 

60.6g (250mM) 
288g (1.92M) 
In 2L 

5XElectrode buffer Trizma base (Sigma-Aldrich)  
Glyciene (Fisher Scientific) 
SDS (Sigma-Aldrich) 
dH2O 

60.6g (250mM) 
288g (1.92M) 
20g (34.7mM) 
In 2L 

Boil reducing buffer 
 

4XLaemmli buffer (Bio-rad) 
β-mercaptoethanol (Sigma-Aldrich) 

0.4mL  
0.1mL 

1XPBS PBS tablets (Oxoid™) 
dH2O 

10 tablets 
In 1L 

1XPBS/0.1%Tween 1XPBS (As above) 
Tween®20 (Sigma-Aldrich) 

999mL 
1mL 

LI-COR secondary diluent 
(PBS/0.2%Tween/0.01%SDS) 

Tween®20 (Sigma-Aldrich) 
0.01% SDS (Sigma-Aldrich) 
1XPBS (As above) 

0.2mL 
0.01g 
In 100mL 

5%BLOTTO Milk powder (Marvel) 
1XPBS (As above) 

5g 
In 100mL 

5%BLOTTO/0.05%Tween 5%BLOTTO (as above) 
Tween®20 (Sigma-Aldrich) 

99.5mL 
0.5mL 

 

Primary antibodies were diluted as specified (Table 3.4) in 5%BLOTTO/0.05%Tween (Table 

3.3). 5mL diluted primary antibody solution was added to each blot and left on the Analogue 

Tube Roller overnight at 4°C. The following morning, blots were equilibrated to room 

temperature for 1h. Membranes were then washed 4x5min with 15mL 1XPBS/0.1%Tween 

(Table 3.3). If a second target/reference antibody (e.g., anti-GAPDH antibody) was to be used 

it was diluted as specified (Table 3.4) in 5%BLOTTO/0.05%Tween (Table 3.3). 5mL diluted 

second target/reference antibody solution was added to each blot and left on the Analogue Tube 

Roller for 2h at room temperature. The membranes were then washed 4x5min with 15mL 

1XPBS/0.1%Tween (Table 3.3).  

Table 3.4. Antibody dilutions 

Antibody Supplier Dilution (Titre) 
Anti-H3 Abcam, Cambridge, UK 1:1,000 (0.495μg/mL) 
Anti-GAPDH Proteintech, Manchester, UK 1:4,000 (0.25μg/mL) 
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Following completion of target/reference antibody incubation(s), the falcon tubes were wrapped 

in foil to protect them from light. The IRDye® 800CW (800nm; green) was diluted 1:20,000, 

while the IRDye® 680RD (700nm; red) was diluted 1:40,000, in 10mL Li-Cor secondary diluent 

(Table 3.3). 10mL diluted secondary antibody (of appropriate anti-host species) was added to 

each blot and incubated for 1.5h at room temperature on the Analogue Tube Roller. The 

membranes were washed 4x5min with 15mL 1XPBS/0.1%Tween followed by a final wash in 

1XPBS (Table 3.3) to remove residual Tween. The blots were imaged under 700nm and 800nm 

wavelengths using the Li-Cor Odyssey CLX (Cambridge, UK) under default conditions.  

The initial validation confirmed that the nuclear-specific protein H3 was present only in iNF and 

sNF and absent from cytosolic and matrix fractions (Figure 3.2), indicating a clear enrichment 

in the nuclear-designated fractions. Comparatively, GAPDH showed greatest enrichment in the 

cytosolic fraction. However, GAPDH expression was still present in the nuclear and matrix 

fractions, not unsurprising given the literature supporting presence of GAPDH across several 

cellular fractions (Tristan et al., 2011).  

 

Figure 3.2. Nuclear and cytosolic fraction validation 
Western blot image for Histone 3 (H3, Green; ~15kDa) and GAPDH (Red; ~37kDa) using the Li-Cor Odyssey 
CLX system. Molecular weight ladders are shown on the left. 20μg of lysate was loaded/well. Abbreviations: 
sNF, soluble nuclear fraction; iNF, insoluble nuclear fraction; tNF, total nuclear fraction; Cyt, cytosolic fraction; 
Mtx, matrix fraction.   
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3.2.4. SAH quantification 

SAH was quantified from cytosolic fractions (Section 3.2.3) using the S-adenosyl homocysteine 

(SAH) ELISA (Cell Biolabs, San Diego, USA) as per kit instructions. Prior to starting, the 

following reagents were prepared: 1XPBS prepared from 10XPBS (pH7.4; Invitrogen, Waltham, 

USA) diluted 1:10 in dH2O; 1XWash Buffer prepared by diluting 10XWash Buffer 1:10 in dH2O, 

both stored at 4°C. The SAH Conjugate Coated Plate was prepared by adding 100µL 1XSAH 

conjugate (prepared by diluting 100XSAH conjugate 1:100 in 1XPBS) to each well of the 96-

well Protein Binding Plate and incubated overnight at 4°C. The diluted SAH conjugate was 

discarded and wells washed three times with 200µL 1XPBS. 200µL Assay Diluent was added 

to each well and the plate blocked for 1h at room temperature (25°C) at 50rpm on a Mini Shaking 

Incubator (N-Biotek, Gyeonggi-do, Korea).  

While the plate was blocking, a seven-point 1:2 serial dilution of SAH standard was prepared in 

Assay Diluent with a top concentration of 12.5nmol/mL, using the provided kit stock standard 

(1,250nmol/mL SAH). An eighth standard point containing assay diluent only (0nmol/mL SAH) 

was also prepared. Cytosolic fraction samples were thawed on ice and diluted in 1XPBS to a 

concentration of 250μg protein/50μL, determined to be the input at which maximal signal was 

achieved while maintaining assay linearity.  

The Assay Diluent was discarded from the plate and 50µL samples/standards added to the SAH 

Conjugate Coated wells. Each cytosolic sample (250μg protein/well), SAH standard and 

absolute blank (containing no solutions) was assayed in duplicate. The plate was incubated at 

25°C for 10min at 50rpm on a Mini Shaking Incubator, before addition of 50µL diluted anti-SAH 

antibody (prepared by diluting the anti-SAH antibody 1:500 with Assay Diluent). The plate was 

then incubated at 25°C for 1h at 50rpm on a Mini Shaking Incubator. The solutions were 

discarded and wells washed three times with 200µL 1XWash Buffer. 100µL diluted Secondary 

Antibody HRP Conjugate (prepared by diluting the Secondary Antibody HRP Conjugate 1:1,000 

with Assay Diluent) was added to each well and incubated at 25°C for 1h at 50rpm on a Mini 

Shaking Incubator. During this incubation, the Substrate Solution was equilibrated to room 

temperature. The Antibody HRP Conjugate Solution was discarded and wells washed three 

times with 200µL 1XWash Buffer. 100μL Substrate Solution was added to each well, including 

the absolute blank wells and incubated at 25°C for 5min at 50rpm on a Mini Shaking Incubator. 

100µL Stop Solution was added to each well, including the absolute blank and mixed thoroughly.  

The plate absorbance was read at 450nm as the primary wavelength and 620nm as the 

reference wavelength on the Biotek synergy H1 plate reader (Agilent, Cheadle, UK). The 

correction wavelength was deducted from the primary wavelength reading within each well, to 

give a normalised OD reading for each well. The average of the absolute blanks was deducted 

from all wells. The data was imported into GraphPad Prism (v9.0) and a standard curve 

constructed as a semi-log line (Figure 3.3). Sample concentrations were interpolated using the 

built-in interpolation function. Standard and sample duplicates showed a %CV 0-15% across 
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plates and standard R2-values were calculated for goodness of fit and ranged from 0.985-0.991. 

The sample values were calculated as nmol/mg cytosolic protein lysate. 

  
Figure 3.3. Representative SAH standard curve 
Semi-log fit of standard curve, with SAH input concentration of 0.195-12.5nmol/mL. R-squared and 95% CI 
(dashed lines) indicated. 

3.2.5. SAM quantification 

SAM was quantified from cytosolic fractions (Section 3.2.3.) using a SAM ELISA Kit (Aviva 

Systems Biology, San Diego, USA) as per kit instructions. Prior to starting, 1XWash Buffer was 

prepared by adding 30mL 25XWash Buffer to 720mL dH2O and stored at 4°C until use. 

Standards were prepared by addition of 1mL Sample Diluent to the 100nmol Lyophilized SAM 

Standard and mixed gently until dissolved. The reconstituted standard was left at ambient 

temperature for 15min before preparing a seven-point 1:2 serial dilution in Sample Diluent, with 

100nmol/mL top concentration. An eighth standard point containing Sample Diluent only 

(0nmol/mL SAM) was also prepared. Cytosolic fractions (Section 3.2.3) were thawed on ice and 

diluted to 250μg protein/50μL in sample diluent, the input at which maximal signal was achieved 

while maintaining assay linearity.  

50µL standards/samples were added into the wells of the pre-coated SAM microplate in 

duplicate followed by addition of 50µL 1XSAM-Biotin Complex (prepared by diluting 100XSAM-

Biotin Complex 1:100 with Complex Diluent) to each well (excluding absolute blank wells which 

contained no solutions). The plate was incubated for 1h at 37°C at 50rpm on a Mini Shaking 

Incubator (N-Biotek, Gyeonggi-do, Korea). The liquid was discarded and the wells washed three 

times with 200µL 1XWash Buffer. 100µL 1XAvidin-HRP Conjugate (prepared by diluting the 

100XAvidin-HRP Conjugate 1:100 with Conjugate Diluent) was added to each well and 

incubated for 45min at 37°C at 50rpm on a Mini Shaking Incubator. The liquid was discarded 

and the wells washed three times with 200µL 1XWash Buffer. 90µL TMB Substrate was added 

to each well, including absolute blanks and incubated at 37°C in the dark for 20min at 50rpm on 

a Mini Shaking Incubator. 50µL of Stop Solution was added to each well and mixed thoroughly. 

Absorbance at the primary 450nm wavelength was read alongside a correction wavelength of 
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570nm on the Biotek synergy H1 plate reader (Agilent, Cheadle, UK). The correction wavelength 

values were deducted from the primary wavelength reading within each well and the average of 

the absolute blanks deducted from all wells. The data was imported into GraphPad Prism (v9.0) 

and a standard curve constructed as a semi-log line (Figure 3.4). Sample concentrations 

(nmol/mL) were interpolated using the built-in function. Standard and sample duplicates showed 

a %CV 0-12% across plates and standard R2-values were calculated for goodness of fit ranging 

0.975-0.982. The sample values were subsequently calculated as nmol/mg cytosolic protein 

lysate 

 
Figure 3.4. Representative SAM standard curve 
Semi-log line standard curve fit for SAM assay, with SAM concentrations 1.5625-100nmol/mL. R-squared and 
95% CI (dashed lines) indicated. 

3.2.6. Statistics 

Statistical analysis of foetal/offspring molecular outputs (including the following dependent 

variables in this Chapter: relative gene expression, SAM concentration, SAH concentration, 

SAM/SAH ratio) were performed as described in Chapter 2, Section 2.2.5 using SPSS v28.0 

(IBM). Briefly, within-group outliers were identified and excluded using SPSS extreme outlier 

function. Between-group and post-hoc sex comparisons were analysed by GLMM including dam 

as a random factor and the following predictors: fixed factors (sex, group) and covariates 

(maternal IL-6 and TNFα), with p-values≤0.05 considered statistically significant and 

0.05<p≤0.08 highlighted as trending towards significance. Where effects for all four predictors 

were insignificant the phrase ‘there were no significant effects of any predictors’ will be used. 

Post-hoc correlations (Pearson’s (r) or Spearman’s (rho)) were used to evaluate directionality 

of relationship between numerical dependent variables and covariates.  

Graphs were generated using GraphPad Prism (v9.0), with n-numbers for dam per group (N) 

and foetuses/pups/placentas per sex per group (n) indicated in figure legends. For bar charts, 

data are represented as mean ±SEM. Note that group*sex interactions are not indicated on 

graphs, instead post-hoc analyses by sex have been outlined where significant. 
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3.3. RESULTS 

3.3.1. Gene expression changes 

3.3.1.1. Placental expression of genes involved in 1C metabolite 

transport  

I. Genes involved in folate transport 

In the GD15 placenta there was a trend to a main effect of sex for both Folr1 (GLMM: F1,20=3.92, 

p=0.062) and Slc19a1 (GLMM: F1,14.17=3.57, p=0.08), with reduced mRNA expression in female-

placentae relative to male-placentae (Figure 3.5A).   

In the GD21 placenta there were no significant effects of any predictors on Folr1 mRNA 

expression (Figure 3.5B), while for Slc19a1, there was a significant main effect of maternal 

TNFα (GLMM: F1,12=6.76, p=0.023; Figure 3.5B), corresponding to a positive correlation 

between maternal TNFα and placental Slc19a1 expression (r=0.600, p=0.023).  

II. Genes involved in methionine transport 

In the GD15 placenta there was a main effect of sex for Slc7a5 (GLMM: F1,26.60=5.30, p=0.029), 

with increased mRNA expression in female-placentae relative to male-placentae (Figure 3.5A). 

Comparatively, for Slc7a8, there was a main effect of sex (GLMM: F1,26.31=11.17, p=0.002; 

Figure 3.5A) and a group*sex interaction (GLMM: F1,12.0=3.63, p=0.05). Post-hoc analysis 

revealed a main effect of maternal IL-6 in the males (GLMM: F1,18=5.233, p=0.034; Figure 3.5A), 

corresponding to a negative correlation between maternal IL-6 and Slc7a8 mRNA expression in 

male-placentae (r=-0.475, p=0.034). For Slc38a1 there was a significant main effect of group 

(GLMM: F1,19=35.95, p<0.001; Figure 3.5A) with increased Slc38a1 mRNA expression in the 

poly(I:C)-placentae relative to vehicle-placentae.   

In the GD21 placenta there were no significant effects of any predictors on Slc7a8 expression. 

However, for Slc7a5, there was a main effect of group (GLMM: F1,8.90=5.35, p=0.046; Figure 

3.5B), with increased Slc7a5 mRNA expression in the poly(I:C)-placentae relative to vehicle-

placentae. Likewise, for Slc38a1, there was a main effect of maternal IL-6 (GLMM: F1,12=25.69, 

p<0.001; Figure 3.5B) corresponding to a positive correlation between maternal IL-6 and 

Slc38a1 mRNA expression (r=0.639, p=0.003).  
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Figure 3.5. Placental transport gene expression 
Relative placental mRNA expression (normalised to the geometric mean of two reference genes as described 
in methods). A. GD15. B. GD21. Bars represent mean ±SEM (N=5-7; n=5-10). Black significance bars show 
GLMM results, – shaped bars represent results across the gene they overlap, Π-shaped bars represent post-
hoc results within a single sex. Black symbols show significant main effects of: sex, ϕp<0.05, ϕϕp<0.01; group, 
*p<0.05, ***p<0.001; maternal IL-6, δp<0.05, δδδp<0.001; maternal TNFα, αp<0.05. Grey dashed bars and 
symbols show trending (0.05<p≤0.08) significant GLMM results. Abbreviations: GD, gestational day; M, male; 
F, female; VEH, vehicle; PIC, poly(I:C). 

3.3.1.2. Cortical expression of genes involved in folate transport 

and metabolism 

I. Folr1 

GD21 

There were no significant effects of any predictors on Folr1 expression (Figure 3.6A).  

PD21 

In the FC there was a significant main effect of group (GLMM: F1,19=6.48, p=0.02; Figure 3.6A) 

with reduced Folr1 expression in poly(I:C)-offspring relative to vehicle-offspring, but no 

significant effects of any predictors on Folr1 expression in the PFC.  
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PD35 

In the FC there was a significant main effect of sex (GLMM: F1,16=5.11, p=0.038; Figure 3.6A), 

with reduced Folr1 mRNA expression in females relative to males, whereas in the PFC there 

was a significant main effect of sex (GLMM: F1,16.26=10.78, p=0.005; Figure 3.6A), also indicating 

reduced Folr1 mRNA expression in females relative to males and a trend to a group*sex 

interaction (GLMM: F2,17=3.45, p=0.055). Post-hoc analysis showed a significant main effect of 

maternal TNFα in the male offspring (GLMM: F1,9=6.54, p=0.031; Figure 3.6A), corresponding 

to a negative correlation between maternal TNFα and Folr1 mRNA expression (rho=-0.806, 

p=0.003).  

PD175 

In the FC there was a significant main effect of sex (GLMM: F1,16=5.11, p=0.038; Figure 3.6A), 

with reduced Folr1 expression in females relative to males and group (GLMM: F1,16=6.31, 

p=0.023; Figure 3.6A), with reduced Folr1 expression in poly(I:C)-offspring relative to vehicle-

offspring. In the PFC, there was a significant main effect of group (GLMM: F1,17=9.11, p=0.008; 

Figure 3.6A), with reduced Folr1 expression in poly(I:C)-offspring relative to vehicle and 

maternal TNFα (GLMM: F1,17=6.70, p=0.019; Figure 3.6A), though this did not correspond to a 

significant post-hoc correlation.  

II. Slc19a1 

GD21 

There was a significant main effect of group (GLMM: F1,11=5.37, p=0.041; Figure 3.6B) with 

elevated Slc19a1 expression in poly(I:C)-foetuses relative to vehicle-foetuses. 

PD21 

In the FC there was a significant main effect of sex (GLMM: F1,10.85=6.06, p=0.032; Figure 3.6B), 

with elevated Slc19a1 expression in females relative to males. There were no significant effects 

of any predictors on Slc19a1 expression in the PFC. 

PD35 

In the FC there was a trend to a significant main effect of sex (GLMM: F1,14.60=4.51, p=0.051; 

Figure 3.6B), with reduced Slc19a1 expression in females relative to males. In the PFC there 

was a significant main effect of sex (GLMM: F1,6.51=25.34, p<0.001; Figure 3.6B), with elevated 

Slc19a1 expression in females relative to males and a group*sex interaction (GLMM: 

F2,8.86=4.43, p=0.046). Post-hoc analysis showed a significant main effect of group in the female 

offspring (GLMM: F1,7=6.67, p=0.036; Figure 3.6B), with elevated Slc19a1 expression in 

poly(I:C)-females relative to vehicle-females and a significant main effect of maternal IL-6 in 

male offspring (GLMM: F1,9=6.45, p=0.032; Figure 3.6B) corresponding to a positive correlation 

(rho=0.736, p=0.015) between maternal IL-6 and male PFC Slc19a1 expression.  

PD175 

There were no significant effects of any predictors, in the FC or PFC, on Slc19a1 expression. 
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III. Mthfr 

GD21 

There were no significant effects of any predictors on Mthfr expression (Figure 3.6C). 

PD21 

In the PFC there was a significant group*sex interaction (GLMM: F2,12.55=5.78, p=0.017) and a 

trend towards a main effect of sex (GLMM: F1,11.90=4.35, p=0.059; Figure 3.6C). Post-hoc 

analysis showed a trend to significant main effect of group in the males (GLMM: F1,10=4.03, 

p=0.075; Figure 3.6C), with a reduction in Mthfr expression in poly(I:C)-males relative to vehicle-

males and a trend to a significant main effect of group in the females (GLMM: F1,8=4.86, 

p=0.059; Figure 3.6C), with increased Mthfr expression in poly(I:C)-females relative to vehicle-

females. There were no significant effects of any predictors on Mthfr expression in the FC. 

PD35 

In the FC there was a significant main effect of sex (GLMM: F1,12.98=5.52, p=0.035; Figure 3.6C) 

with reduced Mthfr expression in females relative to males, whereas in the PFC there was a 

significant main effect of sex (GLMM: F1,18=5.35, p=0.033; Figure 3.6C), with males having 

reduced Mthfr expression relative to females and group (GLMM: F1, 18=5.99, p=0.025; Figure 

3.6C) with higher Mthfr expression in poly(I:C)-offspring compared to vehicle-offspring.  

PD175 

There was a main effect of sex in both the FC (GLMM: F1,18=7.61, p=0.013; Figure 3.6C), with 

reduced Mthfr expression in females compared to males and PFC (GLMM: F1,20=5.14, p=0.035; 

Figure 3.6C), with reduced Mthfr in the males relative to the females.  

3.3.1.3. Cortical expression of genes involved in methionine 

transport 

I. Slc7a5 

GD21 

There was a significant group*sex interaction in the FC (GLMM: F3,8=7.21, p=0.012). Post-hoc 

analysis showed a main effect of group in the males (GLMM: F1,3=32.52, p=0.011; Figure 3.7A), 

with increased Slc7a5 expression in poly(I:C)-males compared to vehicle-males and maternal 

IL-6 (GLMM: F1,3=15.51, p=0.029; Figure 3.7A), corresponding to a positive correlation between 

maternal IL-6 and Slc7a5 mRNA expression in male-foetuses (r=0.793, p=0.019). 

PD21 

In the FC there was a significant main effect of sex (GLMM: F1,19=4.83, p=0.041; Figure 3.7A), 

with elevated Slc7a5 expression in females relative to males. Post-hoc analyses showed a 

significant main effect of maternal IL-6 in the females (GLMM: F1,8=13.92, p=0.006; Figure 3.7A) 

corresponding to a positive correlation between Slc7a5 expression and maternal IL-6 
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(rho=0.769, p=0.009). In the PFC there was significant main effect of group (GLMM: F1,8.40=5.27, 

p=0.049; Figure 3.7A), with increased Slc7a5 expression in the poly(I:C)-offspring relative to 

vehicle-offspring, maternal TNFα (GLMM: F1,7.69=11.23, p=0.011; Figure 3.7A) and a trend to a 

main effect of maternal IL-6 (GLMM: F1,7.33=3.91, p=0.08; Figure 3.7A), though the latter two did 

not correspond to significant post-hoc correlations. 

PD35 

In the PFC, there was a significant main effect of maternal IL-6 (GLMM: F1,17=6.35, p=0.022; 

Figure 3.7A) and a trend to a main effect of group (GLMM: F1,17=3.54, p=0.077; Figure 3.7A), 

with increased Slc7a5 expression in the poly(I:C)-offspring relative to vehicle-offspring and 

maternal TNFα (GLMM: F1,17=3.87, p=0.066; Figure 3.7A). However, post-hoc correlation 

analysis showed no significance. In the FC there were no significant effects of any predictors on 

Slc7a5 expression. 

PD175 

There was a main effect of sex for both FC (GLMM: F1,18=6.35, p=0.023; Figure 3.7A) and PFC 

(GLMM: F1,18=7.37, p=0.014; Figure 3.7A) with reduced Slc7a5 expression in females relative 

to males. 

II. Slc7a8 

There were no significant effects of any predictors on Slc7a8 expression at GD21 or PD35 

(Figure 3.7B).  

PD21 

In the PFC there was a main effect of maternal TNFα (GLMM: F1,9.7=7.12, p=0.024; Figure 3.7B) 

and a trend to a main effect of group (GLMM: F1,10.41=3.99, p=0.073; Figure 3.7B), with increased 

Slc7a8 expression in poly(I:C)-offspring relative to vehicle-offspring. In the FC were no 

significant effects of any predictors on Slc7a8 expression. 

PD175 

In the PFC there was a main effect of sex (GLMM: F1,18=9.71, p=0.006; Figure 3.7B), with 

reduced Slc7a8 expression in females relative to males. There were no significant effects of any 

predictors on Slc7a8 expression in the FC. 

III. Slc38a1 

The only significant effects of any predictors identified were in PD175, with a significant main 

effect of sex in the FC (GLMM: F1,18=6.18, p=0.023; Figure 3.7C), with reduced Slc38a1 

expression in females relative to males and a trend towards a main effect of group (GLMM: 

F1,12.11=4.14, p=0.064; Figure 3.7C) in the PFC, with elevated Slc38a1 expression in poly(I:C)-

offspring relative to vehicle-offspring.  
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Figure 3.6. Folate transport and metabolism gene expression in the developing cortex 
Relative mRNA expression (normalised to the geometric mean of three reference genes as detailed in methods) 
across the developmental timeline A. Folr1 expression. B. Slc19a1 expression C. Mthfr expression. Bars 
represent mean ±SEM (N=5-7; n=5-8). Black significance bars show significant GLMM results, – shaped bars 
represent results across the developmental age they overlap, Π-shaped bars represent post-hoc results within 
a single sex. Black symbols indicate significant main effects of: sex: ϕp<0.05, ϕϕp<0.01, ϕϕϕp<0.001; group, 
*p<0.05, **p<0.01; maternal IL-6, δp<0.05; maternal TNFα, αp<0.05. Grey dashed bars and symbols show 
trending (0.05<p<0.08) GLMM results. Abbreviations: GD, gestational day; PD, postnatal day; FC, frontal cortex; 
PFC, prefrontal cortex; M, male; F, female; VEH, vehicle; PIC, poly(I:C). 
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Figure 3.7. Expression of genes involved in methionine transport in the developing cortex 
Relative mRNA expression (normalised to the geometric mean of three reference genes as described in 
methods) across development. A. Slc7a5 expression. B. Slc7a8 expression C. Slc38a1 expression. Bars 
represent mean ±SEM (N=5-7; n=5-8). Black significance bars show significant GLMM results, – shaped bars 
show results across the age they overlap, Π-shaped bars represent post-hoc results within a single sex. Black 
symbols show significant main effects of: sex: ϕp<0.05, ϕϕp<0.01; group, *p<0.05; maternal IL-6, δp<0.05, 
δδp<0.01; maternal TNFα, αp<0.05. Grey dashed bars and/or symbols show trending (0.05<p≤0.08) GLMM 
results. Abbreviations: GD, gestational day; PD, postnatal day; FC, frontal cortex; PFC, prefrontal cortex; M, 
male; F, female; VEH, vehicle; PIC, poly(I:C).
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3.3.2. Changes to SAH and SAM concentrations in the cytosol  

3.3.2.1. SAH 

GD21 

There was a trend to a main effect of sex (GLMM: F1,19=3.47, p=0.078; Figure 3.8A) with female-

foetuses having higher cytosolic SAH than male-foetuses.  

PD21 

In the PFC there was a main effect of maternal TNFα (GLMM: F1,17=10.43, p=0.005; Figure 

3.8A), with a positive correlation between maternal TNFα and cytosolic SAH (r=0.589, p=0.006) 

and a trend to a main effect of sex (GLMM: F1,17=3.57, p=0.076; Figure 3.8A), with males having 

higher cytosolic SAH relative to females. There were no significant effects of any predictors on 

cytosolic SAH in the FC. 

PD35 

In the PFC there was a main effect of sex (GLMM: F1,3.48=16.83, p=0.020; Figure 3.8A), with 

females having higher cytosolic SAH than males. There were no significant effects of any 

predictors on cytosolic SAH in the FC. 

PD175 

In the PFC there was a trend to a group*sex interaction (GLMM: F1,4.72=4.84, p=0.072). Post-

hoc analysis showed a main effect of maternal IL-6 (GLMM: F1,6=25.23, p=0.002; Figure 3.8A) 

and TNFα (GLMM: F1,6=19.46, p=0.005; Figure 3.8A) in the males, however there were no 

significant post-hoc correlations. In the FC there was a significant main effect of sex (GLMM: 

F1,10.22=10.95, p=0.008; Figure 3.8A), with elevated cytosolic SAH in females relative to males 

and maternal IL-6 (GLMM: F1,11.61=6.41, p=0.027; Figure 3.8A), with a positive correlation 

between maternal IL-6 and cytosolic SAH (rho=0.659, p=0.003). There was also a trend to a 

main effect of maternal TNFα (GLMM: F1,11.34=4.62, p=0.054; Figure 3.8A), but post-hoc 

correlations for the latter did not reach significance. 

3.3.2.2. SAM 

GD21 

There was a significant main effect of group (GLMM: F1,9.08=8.87, p=0.015; Figure 3.8B), with 

higher cytosolic SAM in the poly(I:C)-foetuses compared to vehicle-foetuses. 

PD21 

In the FC there was a significant main effect of maternal TNFα (GLMM: F1,7.64=7.05, p=0.030; 

Figure 3.8B) and a trend towards a main effect of maternal IL-6 (GLMM: F1,7.47=4.30, p=0.074; 

Figure 3.8B) corresponding to a negative correlation between cytosolic SAM and maternal TNFα 

(rho=-0.462, p=0.046). In the PFC there was a main effect of sex (GLMM: F1,18=4.46, p=0.049; 

Figure 3.8B) with elevated cytosolic SAM in males relative to females.  
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PD35 

There were no significant effects of any predictors on SAM concentration in the FC or PFC.  

PD175 

In the FC there were significant effects of several predictors in the model, including: a significant 

main effect of group (GLMM: F1,12=4.71, p=0.050; Figure 3.8B), with higher cytosolic SAM in 

poly(I:C)-offspring relative to vehicle-offspring; sex (GLMM: F1,12=4.77, p=0.050; Figure 3.8B), 

with higher cytosolic SAM in females relative to males; maternal IL-6 (GLMM: F1,12=9.09, 

p=0.011; Figure 3.8B); maternal TNFα (GLMM: F1,12=9.19, p=0.011; Figure 3.8B); and a 

group*sex interaction (GLMM: F1,12=8.26, p=0.014). Post-hoc analysis revealed a significant 

main effect of maternal IL-6 in the females (GLMM: F1,7=25.25, p=0.002; Figure 3.8B) with a 

positive correlation between maternal IL-6 and cytosolic SAM (rho=0.885, p=0.002). In the PFC 

there was a trend to a main effect of group (GLMM: F1,16=3.52, p=0.079; Figure 3.8B) with 

increased cytosolic SAM in the poly(I:C)-offspring relative to vehicle-offspring. 

3.3.2.3. SAM/SAH ratio 

GD21 

There was a significant main effect of group (GLMM: F1,10=7.98, p=0.018; Figure 3.8C), with 

increased SAM/SAH ratio in the poly(I:C)-foetuses relative to vehicle-foetuses and sex (GLMM: 

F1,10=5.72, p=0.038; Figure 3.8C), with higher SAM/SAH ratios in males relative to females and 

a group*sex interaction (GLMM: F1,10=11.35, p=0.007). Post-hoc analysis revealed that in the 

females there were significant main effects of maternal IL-6 (GLMM F1,4=95.24, p<0.001; Figure 

3.8C) and TNFα (GLMM: F1,4=79.47, p<0.001; Figure 3.8C), with positive correlations between 

female cytosolic SAM/SAH ratio and maternal TNFα (rho=0.976, p<0.001) and IL-6 (rho=0.980, 

p<0.001), while in the males there was a significant main effect of group (GLMM: F1,5=12.34, 

p=0.017; Figure 3.8C), with increased SAM/SAH ratio in the poly(I:C)-males relative to vehicle-

males.  

PD21 

In the FC and PFC there were no significant effects of any predictors on SAM/SAH ratio.  

PD35 

In the FC there was a significant group*sex interaction (GLMM: F3,14 =6.71, p=0.005), but there 

were no significant effects of any predictors in the post-hoc analysis by sex. In the PFC there 

were no significant effects of any predictors on SAM/SAH ratio. 

PD175 

In the FC there were no significant effects of any predictors on SAM/SAH ratio but in the PFC 

there was a main effect of maternal TNFα (GLMM F1,14=4.54, p=0.050; Figure 3.8C), with a 

positive correlation between maternal TNFα and SAM/SAH ratio (rho=0.594, p=0.009). There 

was also a trend to a main effect of sex (GLMM: F1,14=3.79, p=0.072; Figure 3.8C), with females 

having lower SAM/SAH ratios than males and maternal IL-6 (GLMM: F1,14=3.19, p=0.08; Figure 
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3.8C). Post-hoc analysis showed a main effect of group in females (GLMM: F1,7=10.20, p=0.015; 

Figure 3.8C) with increased SAM/SAH ratio in poly(I:C)-females relative to vehicle-females, 

while in the males there were significant main effects of maternal TNFα (GLMM: F1,6=13.35, 

p=0.011; Figure 3.8C) and maternal IL-6 (GLMM: F1,6=14.38, p=0.009; Figure 3.8C), though 

these did not demonstrate any significant correlations with SAM/SAH ratio.
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Figure 3.8. Cytosolic SAM and SAH ratio 
A. Cytosolic SAH concentration (nmol/mg protein) in the FC and PFC across development. B. Cytosolic SAM 
concentration (nmol/mg protein) in the FC and PFC across development. C. SAM/SAH ratio in the FC and PFC 
across development. Bars represent mean ±SEM (N=5; n=5-6). Black significance bars show significant GLMM 
results, ― shaped bars show results across the age they overlap, Π-shaped bars represent post-hoc results 
within a single sex. Black symbols show significant main effects of: sex, ϕp≤0.05, ϕϕp<0.01; group, *p≤0.05; 
maternal IL-6, δp<0.05, δδp<0.01, δδδp<0.001; maternal TNFα, αp≤0.05, ααp<0.01, αααp<0.001. Grey dashed 
lines and/or symbols show trending (0.05<p≤0.08) GLMM results. Abbreviations: GD, gestational day; PD, 
postnatal day; FC, frontal cortex; PFC, prefrontal cortex; M, male; F, female; VEH, vehicle; PIC, poly(I:C).
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Figure 3.9. Summary of significant findings in Chapter 3 
Summary of the MIA-induced molecular changes. Timeline (bottom) indicates the developmental age, tissue analysed: placenta, frontal cortex (FC) or prefrontal cortex (PFC) are 
indicated on the left. Blue: changes in amino acid transporter gene mRNA expression; Pink: changes to folate transporter/metabolism gene mRNA expression; Grey: changes to cytosolic 
SAM and SAH concentrations. Abbreviations: ↓Decrease; ↑Increase; F, female-specific result; M, male-specific result.  
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3.4. DISCUSSION 

A key hypothesis of this Chapter was that foetal neuroinflammation (Chapter 2), together with 

placental transport disturbances (Kowash et al., 2022), would potentiate altered 1C metabolism 

and transport in the foetal/offspring brain and therefore impact methylation capacity. The aims 

of this Chapter were to assess MIA-induced changes in placental and cortical expression of 

genes important in methionine/folate transport and metabolism and whether such alterations 

result in altered 1C-metabolite availability in the developing cortex. The data reported in this 

Chapter establish that these aims were achieved with evidence of MIA-induced developmental 

changes in folate and methionine transporter expression, in both the placenta and cortex, 

alongside changes in cytosolic SAM and SAH availability in the developing cortex. A summary 

of the findings in this Chapter can be found in Figure 3.9 and will be discussed in-depth below. 

3.4.1. MIA induces disturbances to folate transport but not metabolism  

The expression of two folate transporters, RFC (encoded by Slc19a1) and FRα (encoded by 

Folr1) and the folate metabolism enzyme, Mthfr were conducted in parallel and, bearing in mind 

the importance of folate metabolic cycling, all three genes were co-expressed in all tissues. 

Limited changes in expression of Mthfr were identified, with the only noted statistically significant 

effects of MIA seen as an elevation in Mthfr expression in the PD35 PFC (Figure 3.6C), perhaps 

suggesting increased folate metabolism requirement at this particular timepoint. Adolescence 

forms a critical period for synaptic plasticity associated with higher cognitive development in the 

PFC (Morishita et al., 2015) and hence this may suggest elevated metabolism demand. While 

there were limited treatment-driven changes in Mthfr expression, there were many sex and 

regional differences across development. Notably, across PD35-PD175 females display 

elevated Mthfr expression relative to males in the PFC, while in the FC males display elevated 

Mthfr expression relative to females (Figure 3.6C), indicating sex-specific regulation of Mthfr. 

Accordingly, in humans, SNPs in the MTHFR gene have been shown to produce sex-specific 

effects on disease phenotypes (Wan et al., 2019) while animal models with Mthfr gene mutations 

show sex-specific behavioural phenotypes (Levav-Rabkin et al., 2011). Further, such mutations, 

driving Mthfr deficiency, differentially regulate GABAergic and glutamatergic system 

development in the cortex, with many of the changes more notable in females (Blumkin et al., 

2011; Mossa and Manzini, 2021). Taken together, these results support sex-specific regulation 

of Mthfr in the developing cortex which could underscore the observed sex-specific expression 

of this gene.  

By comparison, there were a greater number of changes in the expression of the folate 

transporter genes Slc19a1 and Folr1. There was an initial increase in Slc19a1 expression in the 

GD21 placenta, indicative of MIA-induced increases in placental folate transport. In this context, 

it is worth noting that folate transport increases across the rat placenta as gestation advances, 

to meet foetal demand, accompanied by upregulated expression of genes encoding FRα, PCFT 
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and RFC (Yasuda et al., 2008). Hence, it could be postulated that MIA induces an advancement 

of the normal placental upregulation of Slc19a1 expression. Likewise, folate demand in the 

developing brain increases during foetal and early postnatal life, supporting large volumes of 

cellular proliferation and remains high throughout life to support ongoing methylation pathways, 

important in normal brain function (McGarel et al., 2015). In the developing cortex, there was 

MIA-induced increased Slc19a1 expression in the GD21 FC, mirroring the change observed in 

the placenta and in the PD35 FC (females only) and PFC (Figure 3.6B). By contrast, Folr1 

showed MIA-induced reductions in expression in the PD21 FC, PD35 PFC (males only) and 

PD175 FC and PFC (Figure 3.6A). This divergence between the directionality of change in folate 

transporter expression in response to MIA in adolescence, may suggest an upregulation of 

folate delivery by Slc19a1 (RFC), a rapid, high capacity folate exchanger (Solanky et al., 2010), 

in the setting of a reduced cellular uptake through Folr1 (FRα)-mediated endocytosis. That said, 

the lack of protein data limits functional interpretation of these findings. Various post-

transcriptional and post-translational regulatory events mean there is not always direct 

correspondence between mRNA and protein expression. Studies estimate ~40% 

correspondence (de Sousa Abreu et al., 2009), hence functional interpretations here should be 

taken with caution. Likewise, the gene expression of other proteins involved in the cellular 

uptake of folate such as PCFT (encoded by Slc46a1), required to transport released folate from 

the FRα internalised into endosomes (Solanky et al., 2010) was not measured in this study, but 

may offer further insights into folate transport changes in the developing cortex following MIA. 

Nonetheless, the data supports developmental alterations in normal folate transport throughout 

cortical development, with initial increased transport capacity during early development, 

followed by reduced transport in adulthood. Folate supplementation during prenatal and early 

development has been shown to improve cognitive performance (Irvine et al., 2022; Rubini et 

al., 2021). However, high cerebral folate, such as might be hypothesised by the observed 

upregulation in Slc19a1 expression, has also been associated with memory impairments and 

reduced neurotrophic factors in the PFC (Garcez et al., 2021). Indeed, research suggests that 

both deficient and excess folate and subsequent disturbance of 1C metabolism is detrimental 

to various neurodevelopmental processes (Naninck et al., 2019). Further, dysfunction of folate 

transport proteins, FRα, RFC and PCFT promotes CFD (Frigerio et al., 2019; McFarland, 2012), 

which has been associated with neuropsychiatric and cognitive phenotypes. Hence, the 

observed transport disturbances, particularly the reductions in transport in adulthood, may 

precipitate the observed adult cognitive deficits.  

These findings together signify that appropriate regulation of folate transport and normal folate 

balance is important throughout neurodevelopment and either inadequate or excess folate 

availability, leading to perturbed allied metabolism, could have detrimental consequences for 

the developing cortex and predisposition to disease. Folate and its derivatives in tissues are 

usually quantified by high-performance liquid chromatography (HPLC) and mass spectrometry-

based methods (Liu et al., 2011; Schittmayer et al., 2018) and unfortunately, sample availability 

precluded this analysis, but it does open possible avenues for future investigation. 
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3.4.2. Amino acid transporter expression changes in the placenta and 

developing cortex 

mRNA expression of three amino acid transporters, Slc7a5 (LAT1), Slc7a5 (LAT2) and Slc38a1 

(SNAT1) was measured. All three genes were found to be expressed in all tissues examined 

and showed MIA-induced changes in expression in the foetal brain and/or placenta, in line with 

previous literature (Kowash et al., 2022; McColl and Piquette-Miller, 2019). In the (GD15-21) 

placenta, there were MIA-induced increases in Slc7a5 (LAT1) and Slc38a1 (SNAT1) expression 

(Figure 3.5). Of note, we have previously shown significant reductions in Slc7a5 (males) and 

Slc7a8 (females) expression at GD15 (Kowash et al., 2022), with the latter corroborated here. 

This supports sex-specific differences in MIA-induced placental transcriptional responses, in 

support of previous findings (Bale, 2016; Barke et al., 2019) as well as highlighting both acute 

(3h post-treatment) and more enduring (GD21) transcriptional regulation of these genes in the 

placenta. In this context, the observed upregulation in expression of amino acid transporters at 

GD21 may serve as an adaptive, compensatory mechanism to promote foetal growth and 

development. However, others have failed to show a changes in placental Slc7a5 or Slc7a8 

expression in response to MIA, although they did show significant transcriptional changes of 

several transporters across different gene families with time-dependency (McColl and Piquette-

Miller, 2019; McColl et al., 2022). As observed in the GD21 placenta, in the foetal GD21 FC, 

Slc7a5 was increased (males), but interestingly, postnatal offspring also exhibited changes, with 

PD21 FC (females), PD21 PFC and PD35 PFC also demonstrating altered Slc7a5 expression 

in response to MIA, while Slc7a8 only showed an increase only in the PD21 PFC (Figure 3.7A-

C). These results suggest the genes encoding LAT1 and LAT2 may have long-lasting differential 

pattern of regulation in response to MIA. Conversely, Slc38a1 had far fewer changes, with only 

a trending MIA-induced increase in expression in the PD175 PFC. Overall, the results support 

MIA-induced developmental dysregulation of amino acid transport in the cortex, beginning 

prenatally and persisting into adulthood. The driving causes for these changes in expression 

remain to be fully determined, but in vitro studies have shown that pro-inflammatory cytokines 

induce upregulation of amino acid transporters and hence it could be suggested that maternal 

(Chapter 2, Figure 2.6), placental (Kowash et al., 2022) and foetal inflammatory responses 

(Chapter 2, Figure 2.15) following poly(I:C)-exposure provoke the observed increased amino 

acid transporter expression by GD21, as supported by others (Hsiao and Patterson 2011; 

McColl and Piquette-Miller, 2019).  

The amino acid transporter gene expression changes are likely to have critical consequences 

for brain development. It is worth commenting that transcriptional changes found previously in 

the placenta for amino acid transporters were accompanied by derangements in foetal brain 

amino acid concentrations, including the concentration of LAT1 and LAT2 substrates leucine 

and isoleucine (Kowash et al., 2022), important for neurotransmitter glutamate synthesis 

(McColl and Piquette-Miller, 2019). Hence, altered expression of amino acid transporters in the 

brain could affect neurotransmission and neuromodulation, impacting on brain development and 
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function (Yudkoff, 1997). Moreover, adequate amino acid provision to meet foetal protein 

demand is critical, particularly during second and third trimesters (mid-late gestation in rats), 

when foetal growth is rapid. Hence, temporal disturbances observed over GD15-21 could have 

detrimental impacts on neurodevelopment (Bordeleau et al., 2021). Further, amino acids have 

key roles throughout postnatal development. Disturbances in plasma amino acid concentrations 

have been observed in schizophrenia (Saleem et al., 2017), accordingly, a study in rhesus 

macaques using poly(I:C)-induced MIA showed disturbed amino acid concentrations in the 

plasma and CSF of exposed adolescent offspring, with methionine among the top 10 in both 

sample types (Boktor et al., 2022). Increased maternal methionine supplementation from mid-

pregnancy has been shown to induce schizophrenia-like behaviours in offspring (Alachkar et 

al., 2018), with similar traits found for postnatal methionine over-supplementation (Wang et al., 

2015). Excess methionine also induces increases in global DNAm (Chen et al., 2021b), 

supporting a link between methionine, SAM and epigenetic dysregulation. Against the 

background of an altered expression of system L and A subtypes, which transport methionine, 

it could be hypothesised that inflammation-induced upregulation of amino acid transporters 

results in enhanced methionine transport in the brain, increased SAM and thereby increased 

DNAm, which could induce behavioural deficits relevant to schizophrenia. To better evaluate 

this, SAM and SAH concentrations were quantified.  

3.4.3. MIA and amino acid transport changes influence cortical SAM and 

SAH availability 

As expected, this study confirmed a higher tissue cytosolic SAM concentration, relative to SAH, 

with a mean SAM/SAH ratio of 2.41-3.47, confirming positive methylation capacity. It should be 

noted that these metabolites were quantified using competitive ELISAs. Traditionally these 

metabolites, along with their amino acid derivatives, methionine and homocysteine, are 

quantified by HPLC-based techniques. However, comparative assessment of assay outputs to 

published literature values in the rodent brain (Table 3.5), showed good agreement. Importantly, 

SAH and SAM concentrations measured in this study fit within the identified literature range, 

with good concordance to the calculated SAM/SAH ratios, providing validity of assay approach.  

Interestingly, there were MIA-induced temporal changes in the cytosolic SAH and SAM 

concentrations in the developing cortex. SAH concentrations were increased in PD21 PFC, 

PD175 FC (females only) and PD175 PFC (males only), while SAM was reduced in the PD21 

FC, but increased in the GD21 FC and PD175 FC (Figure 3.8A&B). There were elevated 

SAM/SAH ratios in the GD21 FC following MIA and reduced SAM/SAH ratios in the PD175 PFC 

(Figure 3.8C). This would suggest these developmental timepoints have the greatest MIA-

induced disturbances in cellular methylation capacity. Changes in SAM/SAH ratios in this form 

have been shown to induce crucial changes in brain methylation pathways, resulting in altered 

DNAm and are associated with behavioural phenotypes, relevant to NDDs (Caudill et al., 2001; 



 

148 
 

Devlin et al., 2004; Young and Shalchi, 2005), supporting a possible role for the observed 

SAM/SAH ratio changes in the MIA-associated cognitive phenotype. 

Table 3.5. Cerebral SAH and SAM concentrations in rodent brain 

Study Metabolite nmol/100mg tissue* Rodent 

Caudill et al., 2001 SAH 1.51 MOUSE 
SAM 3.49 
SAM:SAH 2.3 

Devlin et al., 2004 SAH 0.17 MOUSE 
SAM 1.3 
SAM:SAH 8.73 

Da Silva et al., 2014 SAH 4-5.5 MOUSE 
SAM 5-11.8 
SAM:SAH 2.3 

Witham et al., 2013 SAH 1-1.2 MOUSE 
SAM 2-4 
SAM:SAH 2-3.5 

Trolin et al., 1994 SAH 0.178-0.267 RAT 
SAM 1.9-2.1 
SAM:SAH 9-10 

Dyer and Greenwood, 1988 SAH 0.197 RAT 
SAM 2.24 
SAM:SAH 10 

Li et al., 2016 SAH 0.5-1 MOUSE 
SAM 1.5-2 
SAM:SAH 2-3 

Young and Shalchi, 2005 SAH 0.33-0.54 RAT 
SAM 2.6-3.0 
SAM:SAH 4.5-8 

This study SAH 
SAM 
SAM:SAH 

1.31-1.96 
2.49-6.84 
2.41-3.47 

RAT 

*All results were standardised to nmol/100mg tissue to allow inter-study comparison.  

As already outlined (Figure 3.1), SAM and SAH concentration are dependent on the intricate 

relationship between the methionine and folate cycles. Accordingly, the observed disturbances 

in SAM, SAH and SAM/SAH ratio could be due to: i) disturbed methionine/folate transport; ii) 

disturbed activity/expression of 1C metabolism enzymes. While no overt changes in expression 

of Mthfr mRNA were noted across development, this does not necessarily reflect enzymatic 

activity. However, the changes in the expression of folate and amino acid transporters shown 

here would be consistent with transport dysfunction which could impact SAM and SAH 

metabolism. Given that methionine is a key mediator of SAM availability and disturbed 

methylation is associated with schizophrenia (Higgins-Chen et al., 2020; Jeremian et al., 2022b; 

Pries et al., 2017; Zhang et al., 2020b), it would be of interest to examine the relationship 

between amino acid transporter expression and cytosolic SAM and SAH concentration. While 

this cannot be achieved functionally here, correlation analysis shows no significant correlations 

between mRNA expression of amino acid transporters and cytosolic SAH while, in most tissues, 

there was a significant correlation between cytosolic SAM and expression of at least one amino 

acid transporter (Table 3.6). This is perhaps not surprising as cytosolic SAH concentration is 

more likely dependent on homocysteine metabolic disposal by enzymatic pathways, including 

re-methylation to methionine, or trans-sulphuration to cysteine (Figure 3.1), rather than the 

transport of homocysteine per se, although system L-mediated activity could be one mechanism 
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of homocysteine transport (Tsitsiou et al, 2009). However, SAM is dependent on cellular 

methionine availability, either from re-methylation of homocysteine and/or methionine transport. 

Notably, the relationship between cytosolic SAM and amino acid transporter expression appears 

driven primarily by the LAT system, with direct correlations between cytosolic SAM and Slc7a5 

expression prenatally and Slc7a8 in later development. This could suggest a developmental 

switch between LAT-subtype transport dependency. Accordingly, it is worth commenting that 

LAT1 exhibits higher substrate affinity across a relatively narrow profile of larger neutral amino 

acids (Rossier et al., 1999), where LAT2 has broader substrate selectivity and transports smaller 

neutral amino acids (Pineda et al., 1999), although both accept methionine as a substrate (Cleal 

and Lewis, 2008). 

Table 3.6. Correlations between cytosolic SAM and amino acid transport gene expression 

Tissue Slc7a5 Slc7a8 Slc38a1 

GD21 FC rho=0.514, p=0.024* rho=0.165, p=0.486 rho=0.391, p=0.089 

PD21 FC rho=0.186, p=0.491 rho=0.304, p=0.207 rho=0.451, p=0.050* 

PD21 PFC rho=0.015, p=0.950 rho=0.480, p=0.032* rho=0.217, p=0.359 

PD35 FC rho=0.038, p=0.878 rho=0.473, p=0.041* rho=0.183, p=0.454 

PD35 PFC rho=0.135, p=0.593 rho=0.560, p=0.016* rho=0.358, p=0.145 

PD175 FC rho=0.068, p=0.777 rho=0.194, p=0.413 rho=0.132, p=0.578 

PD175 PFC rho=0.242, p=0.304 rho=0.666, p=0.001* rho=0.284, p=0.225 

All correlations are Spearman’s rho, alongside two-tailed significance. *p≤0.05 

Overall, the data suggests that MIA-driven changes in methionine transport contribute to 

disturbed SAM/SAH ratios in the developing cortex.  

Evidence that the maintenance of normal physiological methionine balance is crucial to cerebral 

function comes from studies showing that early-life methionine over-supplementation induces 

behavioural alterations consistent with schizophrenia (Alachkar et al., 2018; Chen et al., 2021b; 

Wang et al., 2015). In line with this, a recent study demonstrated that increased SAM 

supplementation prenatally induced changes in DNAm in a sex-specific pattern, occurring at 

genes involved in neuroinflammation and neurodevelopment (Weinstein-Fudim et al., 2020). 

This postulates that the observed prenatal elevations in SAM may induce long-term DNAm 

changes, resulting in altered transcriptomic regulation. Conversely, later-life SAM 

supplementation in Alzheimer’s models have shown improved cognitive performance 

(Montgomery et al., 2014). This would align with the concept that the here observed adult 

reduction in SAM/SAH ratio, may contribute to the observed cognitive deficits in MIA-offspring. 

Hence, the reduction in cytosolic SAM and concomitant increase in SAH observed by PD21 may 

reflect an attempt to correct the prenatal disturbance in methylation patterning, causing aberrant 

methylation capacity persisting in adulthood, which could impact normal epigenetic 

mechanisms. 
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3.4.4. Sexual dimorphism in MIA-induced developmental changes to 1C 

metabolism  

Irrespective of MIA, various molecular outputs were sex-specific. The adult male cortex appears 

to have higher amino acid transporter gene expression than females for Slc38a1 in the FC and 

Slc7a5 and Slc7a8 in the PFC. While in the adolescent (PD35) FC and PFC sex influenced 

expression of Folr1 (male increase relative to females), Slc19a1 (males increased in FC, 

females in PFC) and Mthfr (males increased in FC, females in PFC). Accordingly, SAM/SAH 

availability also demonstrated sexual dimorphisms at these timepoints. Sexual dimorphism in 

brain transcriptomes across development are well documented (Berchtold et al., 2008; Shi et 

al., 2016; Trabzuni et al., 2013). Of note, the sex-specific effects on gene expression here arise 

in adolescence. This coincides with the critical sexual dimorphism in body growth and 

brain:bodyweight ratios between male and female offspring (Chapter 2, Section 2.3.3.2). Given 

that sexual maturity occurs during this developmental period for rats (Sengupta, 2013), it could 

be that sex hormones drive these normal sex differences in the developing brain. Indeed, sex 

hormones and receptors are known to play crucial roles in brain development (McEwen and 

Milner, 2017). Given the normal sexual dimorphism in the developing brain, the brain response 

to stress and inflammation has been shown to be sex-specific (McEwen and Milner, 2017; Murtaj 

et al., 2019). Hence, it is unsurprising that MIA induces sex-specific effects in the developing 

brain. Further, given the key roles for 1C metabolism in methylation pathways that establish 

epigenetic patterns, these results may also reflect differential demands for programming in male 

and female brains following MIA. Indeed, sex-specific methylomes are well-established in the 

normal brain (McCarthy et al., 2009) and in schizophrenia (Adanty et al., 2022). However, 

despite these apparent sex-specific differences, both male and female MIA-offspring 

demonstrated the same cognitive phenotype (Chapter 2, Figure 2.18). This may suggest sexual 

convergence, in that sex-differences are observed in the molecular mechanisms in response to 

MIA, but result in the same phenotypic endpoint (McCarthy et al., 2012; McEwen and Milner, 

2017)    
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3.5. SUMMARY 

The data reported indicate that MIA induces developmental changes in 1C-metabolite 

transporter expression, which in turn promote changes in cytosolic SAM and SAH availability. 

This is particularly evident prenatally, when the foetus is dependent on transplacental transfer 

of maternal nutrients. Here, increased system L and A amino acid transporter expression, in the 

foetal brain and placenta, correlates with increased cytosolic SAM in the GD21 FC, promoting 

increased SAM/SAH ratio. This highlights the foetal provision of amino acid precursors as key 

mechanistic pathways of interest for future investigation. Further, these observed changes 

persist through juvenile and adolescent timepoints (PD21-35) before showing the opposing 

patterns by adulthood. These ongoing disturbances will have critical consequences in processes 

dependent on 1C metabolism (Moore et al., 2013). Notably, the cellular SAM/SAH ratio is often 

considered to represent the cellular methylation capacity, with increased SAM/SAH ratio 

indicative of increased cellular methylation capacity (Caudill et al., 2001). Hence, the function of 

1C metabolism is critically important for normal DNAm and dysregulations in 1C metabolism 

can alter DNAm patterns (Mentch and Locasale, 2016), with increased cerebral 

folate/methionine availability in prenatal and early development associated with increased global 

DNAm (Chen et al., 2021b; Wang et al., 2021b). DNAm is critical for normal brain development 

and function, with DNAm disturbances known to induce behavioural phenotypes analogous to 

those seen in this model (Jakovcevski and Akbarian, 2012). With this in mind, the next Chapter 

aims to explore the impact of disturbed 1C metabolism, identified here, on developmental DNAm 

profiles and identify which genes/pathways are affected by such epigenetic dysregulation.  
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4. CHAPTER 4. MIA-induced changes in 

genomic DNA methylation patterns 

across development   
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4.1. INTRODUCTION 

Epigenetics is broadly defined as mitotically/meiotically heritable mechanisms which regulate 

changes in gene expression that do not entail changes to the DNA sequence (Holliday, 1994; 

Wu and Morris, 2001). Epigenetic mechanisms can be divided into three categories: DNA 

modifications, histone modifications and ncRNA which work together to regulate cell-, tissue- 

and developmental-specific transcriptomes (Figure 1.6; Roadmap Epigenomics Consortium et 

al., 2015). Epigenetic mechanisms are of particular interest owing to their ability to mediate 

interactions between environmental stressors and changes in gene expression (Bianco-Miotto 

et al., 2017; Fraga et al., 2005; Wong et al., 2010). It is therefore hypothesised that epigenetic 

mechanisms are critically important in predisposing individuals to diseases following 

environmental stressors, such as MIA. 

4.1.1. DNAm and DNA hydroxymethylation (DNAhm) 

DNAm is perhaps the most extensively studied epigenetic modification, most likely due to its 

stability which makes it amenable to downstream analysis (Villicaña and Bell, 2021). DNAm is 

achieved through addition of a methyl group to the 5th position of cytosine bases, to produce 

5mC residues, within CpG sites (Roy and Weissbach, 1975). Mammalian DNAm patterns are 

highly tissue-specific, with the brain being one of the most highly methylated tissues and the 

placenta one of the least (Ehrlich et al., 1982; Illingworth et al., 2010; Meissner et al., 2008). The 

majority of CpG sites are clustered within CGIs, which are typically associated with 

TSS/promoters that regulate nearby gene transcription (Bird et al., 1985; Saxonov et al., 2006; 

Tazi and Bird, 1990) with methylation of these regions (CGIs/promoters) inhibiting gene 

expression (Mohn et al., 2008). Similarly, methylation of cytosine residues within the first exon 

and intron of a gene, downstream of the TSS, are also correlated with reduced gene expression 

(Anastasiadi et al., 2018; Brenet et al., 2011). The mechanism through which DNAm represses 

transcription in these regions is multi-fold, including inhibition of transcription factor binding, 

recruitment of repressive methyl-binding proteins and chromatin compaction (Moore et al., 

2013). By comparison, gene-body CpG methylation has more complex functions and has been 

shown both to repress gene expression, usually in rapidly dividing cells (Brenet et al., 2011) and 

increase gene expression, usually in slowly dividing/non-dividing cells (Aran et al., 2011), 

although the mechanisms which determine these outcomes are less clear. Gene-body 

methylation can also regulate splicing. Over 90% of mammalian genes undergo alternative 

splicing (Maor et al., 2015). Studies have demonstrated that exonic methylation is significantly 

higher than intronic methylation and enriched at intron-exon boundaries, with these patterns 

shown to regulate exon splicing/retention (Li et al., 2018b; Maor et al., 2015; Shayevitch et al., 

2018).  

DNAm patterns are established by DNMTs which catalyse the transfer of a methyl group, from 

the methyl-donor, SAM, onto cytosine residues, producing SAH (Moore et al., 2013). SAH, in 
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turn, inhibits DNMT activity in a negative feedback loop. Accordingly, an increased SAM/SAH 

ratio is indicative of increased cellular methylation capacity (Caudill et al., 2001). In this context, 

the function of 1C metabolism (Chapter 3, Figure 3.1) is critically important for normal DNAm 

(Mentch and Locasale, 2016). DNMTs comprise two groups: i) de novo DNMTs 

(DNMT3a/DNMT3b) which establish methylation patterns in previously non-methylated DNA; ii) 

maintenance DNMTs (DNMT1) which accurately copy DNAm patterns within hemi-methylated 

DNA during cellular divisions. DNMTs are hence critically important during cell 

differentiation/development for establishing and maintaining cell-specific DNAm patterns, but 

are usually less active in differentiated cells (Moore et al., 2013).  

DNA demethylation can be active, using enzymes that catalyse the removal of methyl groups, 

or passive, through loss of DNMT1 fidelity (Bhutani et al., 2011; Monk et al., 1991). Active DNA 

demethylation is thought to be energetically costly, proceeding through several stages whereby 

5mC is oxidised by the ten-eleven translocation (TET) methylcytosine dioxygenases and 

deaminated by the APOBEC (Apolipoprotein B mRNA Editing Catalytic Polypeptide-like) family 

of enzymes to 5-hydroxymethyl-cytosine (5hmC) and then to other modified cytosines, 5-formyl-

cytosine (5fC) and 5-carboxyl-cytosine (5caC; He et al., 2011; Ito et al., 2011), until finally the 

base excision repair (BER) pathway returns the base to an unmodified cytosine (Figure 4.1; 

Bhutani et al., 2011). It was originally thought that 5hmC was simply an intermediate in the DNA 

demethylation process (Hahn et al., 2014; Ito et al., 2010; Tahiliani et al., 2009). However, 

studies have shown that DNAhm is abundant in many human tissues, with the brain having the 

highest %5hmC (at ~40% the level of 5mC) compared to any other organ (Jin et al., 2011; 

Kriaucionis and Heintz, 2009; Munzel et al., 2010). Critically, several genomic loci have been 

shown to maintain the 5hmC modification throughout development (Hahn et al., 2013; 

Hashimoto et al., 2012; Szulwach et al., 2011; Valinluck and Sowers, 2007). Taken together, 

the data suggests that 5hmC is a stable DNA modification, independent of 5mC, likely to have 

functional importance. Indeed, the MECP2 methyl-binding protein and transcriptional regulator 

can bind 5hmC. Likewise, methyl-CpG binding domain 3 (MBD3) and several other transcription 

factors have also been shown to localise to and interact with 5hmC sites with greater affinity 

than 5mC, thereby regulating 5hmC-driven transcription (Kaas et al., 2013; Mellen et al., 2012; 

Spruijt et al., 2013; Williams et al., 2011; Yildirim et al., 2011). Moreover and contrary to 

methylation, hydroxymethylation of gene promoters correlates with open chromatin and actively 

expressed genes (Cheng et al., 2015; Mendonca et al., 2014). TET1, in particular, seems to 

modulate promoter hydroxymethylation patterns, while TET2 localises to gene bodies, both 

correlating with active gene expression (Antunes et al., 2019). Further, 5hmC is enriched at 

intron-exon boundaries and constitutively expressed exons, suggesting roles for 5hmC in splice 

regulation (Khare et al., 2012). 
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Figure 4.1. Establishment of DNA methylation (DNAm) and hydroxymethylation (DNAhm) 
Diagram showing the pathways of DNAm and demethylation. De novo methylation of cytosine (5-
methylcytosine, 5mC) is established by DNMT3a/b and maintained by DNMT1 through cellular divisions. 
Without methylation maintenance by DNMT1, 5mC undergoes passive demethylation to cytosine. Active DNA 
demethylation requires oxidation of 5mC to 5-hydroxymethyl-cytosine (5hmC) by the TET family of enzymes. 
This modification can be stable or removed by further oxidation to 5-formyl-cytosine (5fC) and 5-carboxyl-
cytosine (5caC), both of which are removed by the base-excision repair (BER) pathway to re-establish non-
modified cytosines.  

4.1.2. Role of DNA modifications during neurodevelopment  

4.1.2.1. DNAm 

The brain shows distinct patterns of DNAm, including overall hypermethylated DNA (Ehrlich et 

al., 1982; Guo et al., 2014; Jin et al., 2011). A longitudinal genome-wide DNAm profiling in both 

human and mouse cortices demonstrated distinct DNAm differences between foetal and adult 

stages of development (Lister et al., 2013). Indeed, age-related DNAm patterns are highly 

specific and as such can be used to predict biological brain age, both pre- and postnatally 

(Grodstein et al., 2021; Steg et al., 2021). While individual DNMT expression patterns in the 

brain vary temporally, they persist in adult neurons whereas they are usually downregulated in 

other tissues (Feng et al., 2005; Inano et al., 2000). DNMT1 mRNA expression is elevated in 

both the developing nervous system and post-mitotic brain cells, including neurons and glia 

(Feng et al., 2007, 2010). Meanwhile for de novo DNMTs, DNMT3B expression is highest in 

early neurons, with limited expression in adulthood, while DNMT3A expression is upregulated 

later in development, peaking during postnatal neuron maturation and remaining present in all 
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adult neuronal cells and oligodendrocytes, thought to be critical for establishing postnatal brain 

methylation patterns (Feng et al., 2007, 2010; Sendžikaitė et al., 2019; Watanabe et al., 2006). 

DNMT expression and DNAm patterns are also dynamic between cell subtypes, with higher 

expression of DNMT1 and DNMT3A in GABAergic relative to glutamatergic neurons (Kadriu et 

al., 2012) while studies investigating DNAm differences between neuronal and non-neuronal 

cells found thousands of differentially methylated genes and notably higher DNAm in 

oligodendrocytes than GABAergic or glutamatergic neurons (Kozlenkov et al., 2014, 2018; Lister 

et al., 2013). In general, studies support a key role for DNAm throughout neurodevelopment: 

DNAm and DNMTs have been shown to regulate brain cell fate decisions, neurogenesis, 

gliogenesis, cell proliferation, differentiation and survival along with extracellular matrix (ECM) 

formation (Jobe and Zhao, 2017; Shirvani-Farsani et al., 2021), while later in neurodevelopment 

DNAm remodelling occurs in line with synaptogenesis and ongoing synaptic plasticity (Levenson 

et al., 2006; Lister et al., 2013). 

4.1.2.2. DNAhm 

DNAhm and, in particular, TET3 expression, is enriched in the brain (Antunes et al., 2019). 

DNAhm first appears at relatively low levels in the foetal brain (~10-fold lower than the adult 

brain) before rapidly increasing postnatally around the time of synaptogenesis (Grayson and 

Guidotti, 2018; Szulwach et al., 2011) where it localises to euchromatin, alongside RNA 

polymerase, promoting gene expression (Chen et al., 2014). Accordingly, longitudinal DNAhm 

profiling in both human and mice cortices demonstrated that DNAhm clusters in putative 

regulatory elements in foetal brains which became hypomethylated and actively expressed in 

the adult brain (Lister et al., 2013; Shi et al., 2017; Wen et al., 2014), supporting a continued 

role for 5hmC across neurodevelopment. It has also been shown that TET2 is required for 

embryonic stem cells (ESCs) to develop into NPCs, while TET3 is needed for further NPC 

differentiation (Hon et al., 2014; Lister et al., 2013; MacArthur and Dawlaty, 2021). Moreover, 

as with DNAm, DNAhm and TET expression patterns are highly cell-type specific, enriched in 

neurons compared to glia, with particularly dynamic DNAhm patterns found in GABAergic 

interneurons (Antunes et al., 2019; Kozlenkov et al., 2014, 2018). 

4.1.3. DNA modifications in schizophrenia 

Genetic studies have failed to unravel the entirety of the heritability estimate for schizophrenia 

and epigenetic mechanisms are proposed to be one of the processes which might explain this 

(van Dongen and Boomsma, 2013). Consistent with this, studies have shown that both DNAm 

and DNAhm are likely to have functional importance in the genesis of schizophrenia. 

When focusing on the enzymes that regulate DNAm/DNAhm patterns, studies have identified 

increased TET1 mRNA and protein expression alongside a reduction of 

APOBEC3A/APOBEC3C mRNA expression in schizophrenia cortex samples (Dong et al., 

2012). Additionally, elevated DNMT1 and DNMT3A mRNA has been shown in cortical 
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GABAergic interneurons in schizophrenia patients (Guidotti et al., 2007; Veldic et al., 2004; 

Zhubi et al., 2009) while inhibition of the DNMT enzymes has been shown to change promoter 

methylation of schizophrenia-risk genes including BDNF, RELN and GAD1 (Kundakovic et al., 

2009; Lubin et al., 2008). The advent of genome-wide sequencing methods has enabled 

genome-wide DNAm/DNAhm profiling of schizophrenia traits. Following the first study 

evaluating changes in DNAm patterns in schizophrenia patient brain samples (Mill et al., 2008), 

subsequent studies have broadly supported genomic hypomethylation in schizophrenia patients 

(Li et al., 2018a; Wan et al., 2019), though findings are often sex-specific (Adanty et al., 2022). 

These studies have collectively identified thousands of differentially methylated loci in 

schizophrenia patients, both genic and intergenic. While meta-analyses have shown lack of 

replication between studies, there have been some overlapping genes between studies, 

including GAD1, RELN, BDNF and COMT (Chen et al., 2021a; Pries et al., 2017). Furthermore, 

it has been suggested that schizophrenia-associated CpG sites are found at loci which function 

in prenatal-postnatal developmental transition (Jaffe et al., 2016), suggesting a role for DNAm 

patterns in the genesis of neurodevelopmental abnormalities in schizophrenia. In line with this, 

several studies have evidenced disturbed epigenetic aging in schizophrenia, although with 

mixed outcomes as to whether there is accelerated or delayed epigenetic aging in patient brains 

(Akbarian, 2020; Hannon et al., 2021; Jeremian et al., 2022a, 2022b; Wu et al., 2021; Zhang et 

al., 2020b). While less studied, DNAhm patterns are also becoming of interest in schizophrenia. 

Genome-wide DNAhm profiles have shown region-specific increases in schizophrenia brain 

samples (Akbarian, 2014). Similarly, PFC DNAhm changes in schizophrenia are cell-specific, 

with highest levels of DNAhm changes found in GABAergic interneurons (Kozlenkov et al., 

2018).  

4.1.4. Chapter aims 

Despite the recognition that adverse prenatal events can disturb neuro-epigenetic patterning 

and induce behavioural abnormalities (Bermick and Schaller, 2022) a systematic review (Woods 

et al., 2021) showed an under-representation of studies into disturbed epigenetic mechanisms 

in MIA models. With this in mind and given the evident importance of epigenetic mechanisms in 

regulating neurodevelopment, it was of interest to examine this further in our model. The strategy 

adopted was to focus on epigenetic dysfunction throughout the developmental timeline, from 

the foetal period to adulthood, to define how this may associate with MIA-induced behavioural 

phenotypes.  It has previously been demonstrated that inflammatory signalling pathways can 

induce DNAm changes, with cytokines, including IL-6, IL-1β, TNFα and IL-10, analysed in the 

foetal brain (Chapter 2, Figure 2.15) and glucocorticoid signalling, shown to induce changes in 

DNMT and TET enzyme expression and thereby modulate DNAm patterns (Guarnieri et al., 

2020; Ibrahim et al., 2018; Komanda and Nishimura, 2022; Li et al., 2012; Morisawa et al., 2017; 

Mourtzi et al., 2021; Seutter et al., 2020). Given the evident foetal neuroinflammatory 

disturbance in the 24h period post-MIA (Chapter 2, Figure 2.15), it is plausible that normal neuro-

epigenetic patterns could be disturbed, by cytokine-induced changes in DNMT 
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expression/activity. Alongside cytokine-mediated DNMT expression disturbances, DNMT 

activity would also be inherently dependent on cellular SAM/SAH availability. As outlined in 

Chapter 3, MIA altered expression of genes involved in 1C metabolism and provoked 

developmentally disturbed SAM/SAH ratios. Therefore, it was hypothesised that the observed 

foetal neuroinflammation, together with placental transport disturbances and SAM/SAH 

availability, would support functional increases in DNMT enzyme expression/activity prenatally 

and therefore changes to genomic DNAm patterns in the developing cortex. 

The aims of this Chapter were therefore to determine:  

i) The impact of MIA on developmental expression/activity of DNMT enzymes, important for 

establishment of normal DNAm. 

ii) How MIA-induced alterations in methylation pathways influence genomic DNAm patterns 

across the developmental timeline. 

iii) Which cellular pathways and biological processes are enriched for MIA-induced DNAm 

changes. 
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4.2. MATERIALS AND METHODS 

Note: the methods in this chapter were performed on samples collected from cohorts PR1 and PN1.  

4.2.1. Nucleic acid isolation and quantification 

Nucleic acid isolation was performed as described in Chapter 3, Section 3.2.1.1.  

RNA concentration and purity was measured by the ThermoFisher NanoDrop® as described in 

Chapter 3, Section 3.2.1.2.  

gDNA concentration was determined using the QuantiFluor® ONE dsDNA System (Promega, 

Southampton, UK) according to the manufacturer’s instructions. Briefly, 20XTris-EDTA (pH7.5) 

buffer was diluted 1:20 in dH2O to prepare a 1XTris-EDTA solution. Promega QuantiFluor® ONE 

dye was diluted 1:100 with 1XTris-EDTA buffer and 200µL pipetted into each well of a black 

opaque 96-well microplate. A serially diluted standard curve was prepared from commercially 

available rat brain gDNA (1110ng/μL; AMSBIO, Abington, UK), diluted in 1XTris-EDTA buffer, 

consisting of the following concentrations (ng/μL): 0(buffer only), 1, 2, 5, 10, 20, 50, 100, 150, 

200. All standards/samples were performed in duplicate with 1μL/well. Endpoint fluorescence 

was read on a FLUOstar Omega plate reader (BMG Labtech, Aylesbury, UK) at 

excitation/emission wavelengths of 485/520nm. Raw data was imported into GraphPad Prism 

v9.0 and a standard curve (ng/well) fitted with linear regression (Figure 4.2), with typical R2-

values≥0.99. The standard was used to interpolate sample DNA concentration ng/well (equating 

to ng/µL).  

 

Figure 4.2. Representative QuantiFluor standard curve 
Representative standard curve of rat genomic DNA 0-200ng/µL by the QuantiFluor® ONE dsDNA System 
(Promega, Southampton, UK).  

The quality of extracted RNA/DNA samples was assessed by agarose gel electrophoresis as 

described in Chapter 3, Section 3.2.1.2. Samples were diluted in nuclease-free water with 800ng 

RNA and 50ng DNA contained in 15µL, mixed with 3µL 5XDNA loading buffer (Bioline, London, 

UK). A high molecular weight single band for genomic DNA and two bands for RNA 
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(representing 28S and 18S ribosomal RNA) with no visual smearing, was taken as evidence of 

good nucleic acid integrity with no contamination or degradation. Representative gels can be 

found in Appendix 2, Supplementary Figure S2.1.  

4.2.2. mRNA expression analysis 

All reverse transcription and qPCR reactions were performed as previously described (Chapter 

3, Section 3.2.2). Again, the Gene Globe software (Qiagen, Manchester, UK) was searched for 

each of the Dnmt genes of interest with a full list of QuantiTect primer assays used shown in 

Table 4.1.  As found previously a 1:50 dilution was optimal for all candidate genes following a 

dilution trial, consistently producing Ct values 15-30 across development (Chapter 3, Section 

3.2.2.2). These gene expression analyses were performed in the same samples as Chapter 3, 

hence the reference genes Gapdh, Ubc and Mdh1 were used for normalisation of candidate 

Dnmt gene expression in the developing cortex (Appendix 3, Figure S3.1; Vandesompele et al., 

2002). Agarose gel electrophoresis was performed to assess correct amplicon size (Table 4.1), 

as described previously (Chapter 3, Section 3.2.2.4). Representative qPCR gels for each gene 

can be found in Appendix 4, Section 2. 

Table 4.1. QuantiTect primer assays (Chapter 4)  

Gene QuantiTect primer assay (Cat no.) Amplicon size (bp) Exons spanned 

Dnmt1 Rn_RGD:620979_1_SG (QT00493577) 81 10/11/12 

Dnmt3a Rn_Dnmt3a_1_SG (QT01567083) 61 11/12 

Dnmt3b Rn_Dnmt3b_1_SG (QT01584625) 144 3/4 

Abbreviations: bp, base pair 

4.2.3.  Isolation and validation of nuclear and cytosolic cellular 

fractions 

Nuclear lysates were prepared using the Nuclear Extract kit (Active Motif, Waterloo, Belgium) 

as described in Chapter 3, Section 3.2.3. Initial validation of these fractions by Western blotting 

confirmed that the nuclear-specific protein H3 was present only in the nuclear fractions, while 

GAPDH showed greatest enrichment in the cytosolic fraction (Chapter 3, Figure 3.2). Here, as 

further validation for use in the DNMT activity assay, it was confirmed that DNMTs were enriched 

with intact protein integrity in the nuclear fraction. For this, the standard Western blotting protocol 

was used (Chapter 3, Section 3.2.3.2). The effectiveness of several anti-DNMT antibodies were 

evaluated using Nuclear Extract whole tissue lysates (Appendix 5) and it was determined that 

the rabbit polyclonal anti-DNMT3a antibody (GTX129126; GeneTex, California, USA), diluted 

1:500 (2μg/mL) for the primary antibody incubation was optimal for confirming fractional 

enrichment of DNMTs. This validation showed that DNMT3a was expressed in the tNF, sNF and 

iNF but absent from the cytosolic and matrix fractions (Figure 4.3). Based on the highest 

DNMT3a expression observed in the tNF, this fraction was used for measurement of nuclear 

DNMT activity. 
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Figure 4.3. Western blot image for DNMT3a enrichment in cellular fractions 
Western blot image for DNMT3a (~125 kilodaltans, kDa) using the Li-Cor Odyssey CLX system. Molecular 
weight ladders are shown on left. 20μg of fraction lysate was loaded/well. Abbreviations: sNF, soluble nuclear 
fraction; iNF, insoluble nuclear fraction; tNF, total nuclear fraction; Cyt, cytosolic fraction; Mtx, matrix fraction.   

4.2.4. DNMT activity assay 

The Epiquick DNMT Activity/Inhibition Assay Ultra kit (Epigentek, Farmingdale, USA) was used 

to quantify total DNMT activity (comprising both de novo and maintenance DNMT activity) in 

tNF isolated from cortex samples (Chapter 3, Section 3.2.3). An active control enzyme (50ng/μL; 

MU4), with the activity of both maintenance and de novo DNMTs, was used to ensure assay 

performance, used at a concentration of 25ng/well (positive control 1) and 12.5ng/well (positive 

control 2) on each plate. A negative control without enzyme/sample was also performed on each 

plate. tNF samples were analysed at 10μg protein/well, determined to be the input at which 

maximal signal was achieved while maintaining assay linearity.  

The protocol was performed as follows: MU1 Wash Buffer concentrate was diluted 1:10 with 

dH2O and MU3 Adomet concentrate was diluted 1:50 with MU2 Assay Buffer to produce the 

Adomet working solution. Samples and controls were added in duplicate to the provided 

microplate as follows:  

 Negative control (blank) wells: 50µL Adomet working solution. 

 Positive controls: 49.5μL (positive control 1) or 49.75µL (positive control 2) Adomet working 

solution and 0.5μL and 0.25µL MU4 active enzyme control, respectively. 

 Samples: ≤5µL tNF, comprising 10μg protein, made up to 50μL with Adomet working 

solution. 

The plate was sealed and incubated for 2h at 37°C at 50rpm on a Mini Shaking Incubator (N-

Biotek, Gyeonggi-do, Korea). The solution was then discarded and the wells washed three times 
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with 150μL diluted MU1 Wash Buffer. MU5 (Capture Antibody) was diluted 1:1,000 with MU1 

Wash Buffer and 50μL added to each well. The plate was incubated at room temperature (25°C) 

for 1h at 50rpm on the Mini Shaking Incubator and then solutions discarded. Wells were washed 

three times with 150μL diluted MU1 Wash Buffer. MU6 (Detection Antibody) was diluted 1:2,000 

in MU1 wash buffer and 50μL added to each well and incubated at 25°C for 30min at 50rpm on 

a Mini Shaking Incubator. The solutions were discarded and wells washed four times with 150μL 

MU1 Wash Buffer. MU7 (Enhancer Solution) was diluted 1:5,000 with MU1 Wash Buffer and 

50μL added to each well. The plate was incubated at 25°C for 30min at 50rpm on a Mini Shaking 

Incubator. The solution was discarded and wells washed five times with 150μL MU1 Wash 

Buffer. 100μL MU8 (TMB) was added to each well and incubated for 20min at 25°C at 50rpm 

on a Mini Shaking Incubator. 100μL MU9 (STOP solution) was added to each well.  

Absorbance was read on the Biotek Synergy H1 (Agilent, Cheadle, UK) microplate reader within 

5min at 450nm primary wavelength with a reference wavelength of 655nm. The reference 

wavelength reading was deducted from the primary wavelength reading within each well to give 

a normalised OD reading. DNMT activity was calculated as per kit equation:  

DNMT Activity (OD/μg/h)  =  
Sample OD −  Blank OD

μg input ×  h incubation
 ×  1000 

The average (mean ±SEM) activity of the control enzyme across plates was calculated as 35.88 

±2.32 (OD/ng/h), indicating high inter-plate consistency in assay efficiency. %CV were 

calculated between sample duplicates as 2.3-10.1%, indicating low intra-plate variability.  

4.2.5. DNAm ELISA 

An initial, rapid estimation of total genomic DNAm (Kurdyukov and Bullock, 2016) was performed 

using a %5mC ELISA kit (ENZO, Exeter, UK) as per manufacturer’s instructions. A standard 

curve of 0-100% CpG methylation was prepared using ratios of positive (100% methylated DNA) 

and negative (0% methylated DNA) controls provided at 100ng/µL. 1µL prepared standards 

were brought to 100µL by the addition of 99µL coating buffer. The assay required that sample 

volume did not exceed 20µL/well (i.e., 20µL sample made up to 100µL by addition of 80µL 

coating buffer) and that standard and sample DNA concentration (ng/well) be equal. 

Accordingly, for any given plate, standards were prepared at a concentration (ng/µL) to allow an 

equivalent sample concentration in a volume of ≤20µL. Therefore, samples with gDNA 

concentrations ≥50 ng/µL were analysed at a concentration of 100ng/well while samples of 

gDNA concentration which fell within the range of 5-50ng/µL were analysed at 50ng/well and 

samples ≤5ng/µL were analysed at a concentration of 25ng/well, with three standard curves 

prepared accordingly.  
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Prepared standards and samples were denatured at 98°C for 5min (Dry block; IKA, Staufen, 

Germany) and then incubated on ice for 10min. Solutions were then transferred to wells of the 

provided microplate and incubated at 37°C for 1h at 50rpm on a shaking incubator (S1500 

Stuart™; Cole-Parmer, Illinois, USA). Each well was washed three times with 200µL ELISA 

buffer. 200µL ELISA buffer was then added to each well and incubated for 10min at 37°C at 

50rpm on a shaking incubator. ELISA buffer was then discarded from wells and 100µL antibody 

solution (prepared from 998.5µL ELISA buffer, 0.5µL anti-5mC antibody and 1µL conjugate 

HRP-antibody) was added to each well. The plate was then incubated for 1h at 37°C at 50rpm 

on a shaking incubator. Each well was subsequently washed three times with 200µL ELISA 

buffer. 100µL HRP developer solution was added to each well and incubated for 10min at room 

temperature.  

Absorbance was read on a FLOUstar Omega plate reader (BMG Labtech, Aylesbury, UK) at 

410nm. %CV values were calculated for all standard and sample duplicates and accepted at 

≤10%. Standard values were entered into GraphPad prism (v9.0) to generate a standard curve 

(Figure 4.4). A 4-PL fit was applied and R2-values calculated for goodness of fit, with R2≥0.98 

accepted. Samples were then interpolated from the standard curve using the built-in interpolate 

function.  

 

Figure 4.4. Representative %5mC standard curve 
Standard curve from 0-100% 5mC was fitted by 4-PL analysis, with R2 value indicated. 

 

As described by the kit, rat gDNA CpG density per genome length (0.0089) is less than that for 

E. Coli DNA (0.075; kit standard material) and hence interpolated sample %5mC values need 

to be corrected (Figure 4.5). With this in mind, sample interpolated values were multiplied by the 

fold difference between E. Coli and rat CpG density per genome length, as identified by Su et 

al. (2009) and recommended by ENZO technical support. 
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Figure 4.5: Scheme outlining %5mC interpolated value corrections 
Figure to explain the methodology for correcting interpolated sample values. As the standard material, derived 
from E. Coli, has a greater CpG density per genome length relative to sample rat genome, interpolated sample 
values need to be multiplied by the fold difference in CpG density per genome length to correct for this relative 
difference.  

4.2.6. Statistics 

Foetal/offspring molecular outputs (including the following dependent variables in this Chapter: 

relative gene expression, DNMT activity, %5mC) were analysed as described in Chapter 2, 

Section 2.2.5 and Chapter 3, Section 3.2.6, in SPSS v28.0 (IBM). Briefly, within-group outliers 

were excluded using SPSS extreme outlier function. Between-group and post-hoc sex 

comparisons were analysed by GLMM including dam as a random factor and the following 

predictors: fixed factors (sex, group) and covariates (maternal IL-6 and TNFα), with p-

values≤0.05 considered statistically significant and 0.05<p≤0.08 highlighted as trending towards 

significant. Where the effects of all four predictors were insignificant, the phrase ‘there were no 

significant effects of any predictors’ will be used. Post-hoc Pearson’s (r) or Spearman’s (rho) 

correlations were used to evaluate directionality of relationship between numerical dependent 

variables and covariates.  

Graphs were generated using GraphPad Prism (v9.0), with n-numbers for dam per group (N) 

and foetuses/pups per sex per group (n) indicated in figure legends. Data is represented as 

mean ±SEM and dots represent individual samples. Note: group*sex interactions are not 

indicated on graphs, instead post-hoc analyses by sex are outlined where significant. 

4.2.7. Reduced representation bisulphite sequencing (RRBS) 

DNAm ELISAs, while valuable for rapid DNAm screening, only provide a rough estimate, without 

information on the genomic location of DNAm changes and often produce variable results 
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(Kurdyukov and Bullock, 2016). To assess gene-specific methylation changes in the PFC of 

adult behaviourally-assessed animals, bisulphite sequencing (bis-seq) was performed as the 

gold-standard method for DNAm analysis, providing single-base resolution of DNAm (Beck et 

al., 2022; Kurdyukov and Bullock, 2016). RRBS in particular was selected as it enriches for CpG 

dense regions, which are more likely to provide functional regulation of gene expression. RRBS 

was performed in partnership with Diagenode (Liège, Belgium). Methods performed in-house or 

by Diagenode are indicated.  

4.2.7.1. In-house QC and sample selection 

As whole genome sequencing required intact, minimally fragmented gDNA, samples underwent 

additional QC assessment using the D1000 Tapestation Fragment Analyser kit (Agilent, 

Cheadle, UK) using the manufacturer’s instructions. Reagents were equilibrated to room 

temperature prior to use and DNA samples thawed on ice. The D1000 ScreenTape device and 

loading tips were inserted into the 2200 TapeStation instrument (Agilent, Cheadle, UK). The 

size ladder was prepared by mixing 3μL D1000 Sample Buffer with 1μL D1000 Ladder. Samples 

were prepared by mixing 3μL D1000 Sample Buffer with 1μL gDNA sample in PCR tubes. PCR 

tubes containing ladder/sample were loaded onto the 2200 Tapestation device. The Tapestation 

was run as per standard settings, analysing for fragments of DNA between 25–1000bp, 

indicative of fragmented DNA. A representative output can be seen in Figure 4.6.  

 

Figure 4.6. Representative Agilent TapeStation Fragment Analyser sample output 
Electropherogram of representative DNA sample, absence of peaks between 25-1000bp indicates good quality 
DNA with limited fragments. 

Changes in genomic DNAm have been linked with cognitive performance in schizophrenia (Ho 

et al., 2020) hence female-offspring samples were selected as in the PN1 cohort cognitive 

deficits in the ASST were only conclusively shown in adult females (Chapter 2; Potter et al., 

2023). The PFC was chosen as the region of interest for its key role in higher cognitive function, 
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particularly executive functions measured in the ASST. Eight adult female PFC gDNA samples 

were selected as having the highest concentration with minimal fragmentation. 

4.2.7.2. Sample QC and quantification by Diagenode  

DNA concentration was measured using the Qubit® dsDNA BR Assay Kit (ThermoFisher, 

Waltham, USA) with a minimum 5ng/μL concentration required for sequencing. DNA quality was 

assessed with the Fragment AnalyzerTM and the DNF-488 High Sensitivity Genomic DNA 

Analysis Kit (Agilent, Cheadle, UK). Figure 4.7 shows a representative sample QC result, 

passing with no/minimal fragments indicated between 5-1000bp. All eight adult female PFC 

DNA samples passed Diagenode QC and were used for library preparation. 

 

Figure 4.7. Representative DNF-488 High Sensitivity genomic DNA analysis result 
Electropherogram of representative DNA sample, where absence of peaks 5-1000bp is required for sequencing. 

4.2.7.3. RRBS library preparation and sequencing by Diagenode 

RRBS libraries were prepared using the Premium Reduced Representation Bisulphite 

Sequencing Kit (Diagenode, Liège, Belgium) as per manufacturer’s instructions and published 

workflow (Veillard et al., 2016). A full outline of the methodology is provided in Appendix 6, 

Section 1. The final prepared RRBS library pool was sequenced in paired-end mode on an 

Illumina NovaSeq 3000/4000 (Illumina, San Diego, USA), generating 50 base reads (SE50). 

Following sequencing, standard bioinformatics were performed by Diagenode (see Appendix 6, 

Section 2 for full details). Briefly, this included: QC checks and sequence read alignment to the 

rat reference genome Rn5.0 (Andrews, 2010; Krueger and Andrews, 2011; Krueger, 2012). 

Mapping efficiency was also calculated and spike-in control sequences (methylated and non-

methylated) used to assess the bisulphite conversion rates, validating the efficiency of the 

bisulphite treatment, with ≤2% and ≥98% conversion rates considered acceptable, respectively. 

R/Bioconductor packages, were subsequently used for differential methylation analysis between 

the two sample groups with pairwise comparison performed for ‘Poly(I:C)’ versus ‘Vehicle’ to 

identify differentially methylated CpGs (DMCs) and regions (DMRs), the latter comprising 

sequence stretches of 1000bp. Logistic regression was used to compare methylation 

percentages between groups at each given DMC/DMR and the sliding window model (SLIM) 
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used to correct p-values to q-values, accounting for multiple comparison tests. Statistically 

significant DMCs and DMRs were identified with a pre-determined q-value cut-off ≤0.01 and a 

methylation difference ≥25%. These stringent cut-offs are typically used in RRBS studies to 

account for the false discovery rate (FDR) of DMCs as a result of technical variability (e.g., 

coverage, read depth) and inherent heteroscedasticity of raw methylation values (Singer, 2019; 

Veillard et al., 2016; Wreczycka et al., 2017). Significant DMCs/DMRs were annotated to 

genomic location within the UCSC Rat reference genome Rn5.0 (Cavalcante and Sartor, 2017; 

Lee et al., 2022). The annotation comprising two categories: (i) distance to a CGI including: 

overlapping a known CGI; within the 2000bp flanking region of a CGI (CpG shore); within 

2000bp of the CpG shore (CpG shelves) or outside these regions (open sea); (ii) genic 

annotation (intergenic, exonic, intronic or promoter). Using these genic locations, DMCs/DMRs 

were mapped to genes in which they were located. Gene ontology was then performed to 

determine the enriched biological processes, molecular functions and cellular components of 

the DMC-containing genes (Alexa and Rahnenführer, 2022). Reactome pathway enrichment 

analysis was also carried out (Yu and He, 2016) using Kyoto Encyclopedia of Genes and 

Genomes (KEGG) terms. Enrichment analyses was performed using a hypergeometric model 

with FDR used to correct p-values.   

4.2.7.4. In-house bioinformatics and candidate gene selection 

The dataset was entered into Tissue Enrichment analysis (Jain and Tuteja, 2019; 

https://tissueenrich.gdcb.iastate.edu/). Both the Human Protein Atlas and the mouse ENCODE 

datasets were used, with a hypergeometric model to assess enrichment. Next, the Enrichr 

database (Kuleshov et al., 2016; https://maayanlab.cloud/Enrichr/) was used to assess 

enrichment of disease risk genes in the RRBS dataset, using Fishers exact test for significance 

of enrichment. To assess the validity of the RRBS dataset for schizophrenia research, 

schizophrenia-risk gene lists were collated from genetic and epigenetic studies, alongside an 

additional similar study evaluating whole genome methylation in the PFC of adult male mice 

from a poly(I:C)-model (Table 4.2). Gene identifiers were converted to rat orthologues using the 

BioMart database (Durinck et al., 2009; Kinsella et al., 2011). A hypergeometric test was used 

to assess enrichment of the RRBS genes within these additional compiled lists.  

Table 4.2. Gene lists associated with schizophrenia 

Gene list ID Summary of gene list  References 
SZ_GENE Genes with a genetic link to schizophrenia from GWAS, CNV and 

Linkage studies 
Wu et al., 2020; 
Butler et al., 2016. 

SZ_EXP Genes differentially expressed in schizophrenia Wu et al., 2020. 
SZ_ME Genes differentially methylated in schizophrenia Wu et al., 2020; 

Pries et al., 2017. 
SZ_EXOME Genes associated with schizophrenia through whole exome 

sequencing 
Wu et al., 2020. 

MIA_DMC Differentially methylated CpG sites identified in the adult male 
PFC following poly(I:C)-exposure in mice on GD9 or GD17 

Richetto et al., 2017b. 

MIA_DMR Differentially methylated regions identified in the adult male PFC 
following poly(I:C)-exposure in mice on GD9 or GD17 

Richetto et al., 2017b. 
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To select candidate genes/pathways for future analysis, the following criteria were applied to 

the RRBS dataset:  

i) Genes were selected for being present in at least two previous datasets, either a MIA model 

(Richetto et al., 2017b; Woods et al., 2021) and/or a schizophrenia-risk gene (Table 4.2).  

ii) Selected for genes with differential methylation in regions with known regulatory functions: 

CGI (Deaton and Bird, 2011), promoter (Moore et al., 2013), exon 1 (Brenet et al., 2011), 

intron 1 (Anastasiadi et al., 2018) or at a spliced exon/intron (Shayevitch et al., 2018; Li et 

al., 2018b).  

iii) Genes were required to have expression in the brain, determined using the Protein Atlas 

database (Sjöstedt et al., 2020) 

iv) Genes were required to have comparable expression patterns between rodents and humans 

such that functions were similar, determined by single cell RNA-seq databases (Keil et al., 

2018).  

The final candidate genes were entered into STRING network analysis (Szklarczyk et al., 2021) 

to assess for gene ontology/pathway enrichments.   
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4.3. RESULTS 

4.3.1. Dnmt mRNA expression changes in the cortex 

I. Dnmt1 

There were no significant effects of any predictors on Dnmt1 expression at GD21 or PD21 

(Figure 4.8A). 

PD35 

In the FC there was a significant main effect of maternal IL-6 (GLMM: F1,19=5.93, p=0.025; 

Figure 4.8A), corresponding to a negative correlation between maternal IL-6 and Dnmt1 

expression in the PD35 FC (r=-0.489, p=0.024). There were no significant effects of any 

predictors on Dnmt1 expression in the PFC. 

PD175 

In the FC there was a significant main effect of sex (GLMM: F1,5.97=11.61, p=0.014; Figure 4.8A), 

with reduced Dnmt1 expression in females relative to males. Post-hoc analysis resulted in a 

significant main effect of group in males (GLMM: F1,7=11.15, p=0.012; Figure 4.8A), with 

reduced Dnmt1 expression in poly(I:C)-males relative to vehicle-males. There were no 

significant effects of any predictors on Dnmt1 expression in the PFC. 

II. Dnmt3a 

GD21 

There was a significant main effect of maternal IL-6 (GLMM: F1,11=9.80, p=0.011; Figure 4.8B), 

corresponding to a positive correlation between foetal Dnmt3a expression and maternal IL-6 

(rho=0.617, p=0.006). 

PD21 

In the FC there was a significant main effect of sex (GLMM: F1,7.39=6.65, p=0.035; Figure 4.8B), 

with females having higher Dnmt3a expression than males. Post-hoc analysis showed a 

significant main effect of group in the males (GLMM: F1,9=5.41, p=0.045; Figure 4.8B), with 

reduced Dnmt3a expression in the poly(I:C)-males relative to vehicle-males. There were no 

significant effects of any predictors on Dnmt3a expression in the PFC. 

PD35 

In the FC there was a significant main effect of sex (GLMM: F1,19=5.12, p=0.036; Figure 4.8B), 

with females having higher Dnmt3a expression compared to males. In the PFC there was a 

significant main effect of sex (GLMM: F1,5.16=7.91, p=0.036; Figure 4.8B), with females again 

having higher Dnmt3a expression compared to males and a trend to a main effect of group 

(GLMM: F1,11.12=3.59, p =0.080; Figure 4.8B), with increased Dnmt3a expression in poly(I:C)-

offspring relative to vehicle-offspring.  
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PD175 

In the FC there was a significant main effect of sex (GLMM: F1,18=14.89, p=0.001; Figure 4.8B), 

with lower Dnmt3a expression in the females relative to males, while in the PFC there was a 

trend to a main effect of group (GLMM: F1,18=4.26, p=0.054; Figure 4.8B) with reduced Dnmt3a 

expression in poly(I:C)-offspring compared to vehicle-offspring. 

III. Dnmt3b 

GD21 

There was a significant main effect of group (GLMM: F1,8.55=8.16, p=0.02; Figure 4.8C) with 

elevated Dnmt3b expression in the poly(I:C)-foetuses compared to vehicle-foetuses.  

PD21 

In the FC there was a significant main effect of sex (GLMM: F1,9.32=5.74, p=0.039; Figure 4.8C) 

with elevated Dnmt3b expression in the females relative to the males. There were no significant 

effects of any predictors on Dnmt3b expression in the PFC.  

PD35 

In the FC there was a significant main effect of group (GLMM: F1,17=4.54, p=0.048; Figure 4.8C), 

with increased Dnmt3b expression in the poly(I:C)-offspring relative to vehicle-offspring. There 

was also trends towards main effects of sex (GLMM: F1,17=4.28, p=0.054; Figure 4.8C), with 

elevated Dnmt3b expression in females relative to males and maternal TNFα (GLMM: 

F1,17=4.07, p=0.06; Figure 4.8C) though the latter did not correspond to a significant correlation. 

In the PFC there was a significant main effect of sex (GLMM: F1,5.16=7.91, p=0.036; Figure 4.8C), 

with females having elevated Dnmt3b expression relative to males and a trend to a main effect 

of group (GLMM: F1,11.12=3.59, p=0.08; Figure 4.8C), with poly(I:C)-offspring having higher 

Dnmt3b expression than vehicle-offspring. Post-hoc analysis revealed a significant main effect 

of maternal TNFα in the males (GLMM: F1,9=5.23, p=0.048; Figure 4.8C), corresponding to a 

trending positive correlation between Dnmt3b expression and maternal TNFα (rho=0.564, 

p=0.071).  

PD175 

In the FC there was a significant main effect of sex (GLMM: F1,16=428.63, p<0.001; Figure 4.8C), 

with elevated Dnmt3b expression in males relative to females and group (GLMM: F1,16=6.31, 

p=0.023; Figure 4.8C), with reduced Dnmt3b expression in poly(I:C)-offspring relative to vehicle-

offspring and a trending main effect of maternal IL-6 (GLMM: F1,16=3.91, p=0.06; Figure 4.8C), 

though no post-hoc correlations were significant. In the PFC there were significant main effects 

of group (GLMM: F1,13=8.42, p=0.012; Figure 4.8C), with reduced Dnmt3b expression in the 

poly(I:C)-offspring relative to vehicle-offspring, maternal TNFα (GLMM: F1,13=9.27, p=0.009; 

Figure 4.8C) and maternal IL-6 (GLMM: F1,13=6.19, p=0.027; Figure 4.8C) though no post-hoc 

correlations were significant.
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Figure 4.8. Dnmt mRNA expression 
Relative Dnmt mRNA expression (normalised to the geometric mean of three reference genes as described in 
methods) across development. A. Dnmt1 expression. B. Dnmt3a expression C. Dnmt3b expression. Bars 
represent mean ±SEM (N=5-7; n=5-8). Back significance bars show significant GLMM results, ― shaped bars 
represent results within the tissue/age they overlap, Π-shaped bars represent post-hoc within a single sex. Black 
symbols show significant main effects of: sex, ϕp<0.05, ϕϕϕp≤0.001; group, *p<0.05; maternal IL-6, δp<0.05; 
maternal TNFα, αp<0.05, ααp<0.01. Grey dashed lines and/or symbols represent trending (0.05<p≤0.08) GLMM 
results. Abbreviations: GD, gestational day; PD, postnatal day; FC, frontal cortex; PFC, prefrontal cortex; M, 
male; F, female; VEH, vehicle; PIC, poly(I:C).
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4.3.2. DNMT activity changes in the developing cortex 

The below analyses outline the standard GLMM analyses (Section 4.2.6) within each age/tissue 

to identify influences of MIA and sex on developmental DNMT activity. However, total nuclear 

DNMT activity is driven by the amount of DNMTs present (e.g., DNMT expression) and 

SAM/SAH bioavailability (Caudill et al., 2001). Hence, whether these molecular factors 

influenced DNMT activity was investigated, by performing a second analysis, including these 

measurements as covariates in the GLMM and using post-hoc correlation analysis, to examine 

the relationship between DNMT activity and the following molecular predictors: Dnmt expression 

(Figure 4.8) and cytosolic SAH/SAM availability and ratio (Chapter 3, Figure 3.8). 

GD21 FC 

There was a significant main effect of group (GLMM: F1,12=15.22, p=0.002; Figure 4.9) with 

increased DNMT activity in the poly(I:C)-foetuses relative to vehicle-foetuses.  

Molecular covariates also significantly influenced variability in DNMT activity, including a main 

effect of Dnmt3b expression (GLMM: F1,16=11.92, p=0.003) and cytosolic SAH (GLMM: 

F1,16=10.64, p=0.005). Post-hoc correlations showed a significant negative correlation between 

cytosolic SAH and DNMT activity (rho=-0.445, p=0.043; Figure 4.10A) and trends to positive 

correlations between cytosolic SAM (rho=0.392, p=0.073; Figure 4.10A) and SAM/SAH ratio 

(rho=0.414, p=0.062; Figure 4.10A) and DNMT activity. Establishing a relationship between 

metabolite availability and DNMT activity in the GD21 FC. However, there were no significant 

correlations between Dnmt mRNA expression and DNMT activity (Figure 4.11A).  

PD21 FC 

There were significant main effects of both maternal IL-6 (GLMM: F1,6.78=12.69, p=0.011; Figure 

4.9) and maternal TNFα (GLMM: F1,7.32=5.72, p=0.047; Figure 4.9), though there was only a 

positive correlation between maternal TNFα and DNMT activity (rho=0.461, p=0.041). There 

was also a main effect of sex (GLMM: F1,7.30=8.31, p=0.023; Figure 4.9) and a group*sex 

interaction (GLMM: F2,7.78=5.58, p=0.031). Accordingly, post-hoc analysis by sex showed a main 

effect of maternal IL-6 (FLMM: F1,7=8.97, p=0.020; Figure 4.9) and maternal TNFα (GLMM: 

F1,7=18.22, p=0.004; Figure 4.9) in the females, corresponding to a positive correlation between 

maternal cytokines and DNMT activity, although only maternal TNFα was significant (rho=0.636, 

p=0.048), while in the males there was a main effect of maternal IL-6 (GLMM: F1,7=15.89, 

p=0.005; Figure 4.9) and maternal TNFα (GLMM: F1,7=9.12 p=0.016; Figure 4.9); though no 

post-hoc correlations reached statistical significance.  

Dnmt3a expression was the only significant molecular predictor of DNMT activity (GLMM: 

F1,14.96=7.49, p=0.015). However, post-hoc correlation analysis showed a negative correlation 

between Dnmt1 expression and DNMT activity (rho=-0.545, p = 0.016; Figure 4.11B) and a 

significant positive correlation between DNMT activity and Dnmt3a expression (rho=0.557, 

p=0.020; Figure 4.11B). 
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PD21 PFC 

There were no significant effects of group, sex or maternal cytokines on DNMT activity (Figure 

4.9).  

Analysis of molecular predictors showed significant main effects of cytosolic SAM (GLMM: 

F1,11.92=5.15, p=0.043) and SAM/SAH ratio (GLMM: F1, 11.91=6.13, p=0.029) and a trend to a 

main effect of cytosolic SAH (GLMM: F1,11.60=3.44, p=0.080), although no significant correlations 

were observed (Figure 4.10C&Figure 4.11C), indicating a co-dependent relationship of these 

covariates. 

PD35 FC 

There were no significant effects of group, sex or maternal cytokines on DNMT activity (Figure 

4.9).  

Analysis of molecular predictors showed a main effect of Dnmt1 expression on DNMT activity 

(GLMM: F1,13=4.78, p=0.048), corresponding to a positive correlation between nuclear DNMT 

activity and Dnmt1 expression (rho=0.518, p=0.048; Figure 4.11D). 

PD35 PFC 

There was a significant main effect of sex (GLMM: F1,11.42=5.37, p=0.040; Figure 4.9), with 

reduced DNMT activity in females relative to males. Post-hoc analysis showed a trend to a 

significant effect of maternal TNFα (GLMM: F1,6=5.74, p=0.054; Figure 4.9) and group (GLMM: 

F1,6=5.46, p=0.059; Figure 4.9) in the males, corresponding to a trending negative correlation 

between maternal TNFα and DNMT activity (r=-0.623, p=0.071).  

There were no significant effects of molecular predictors on DNMT activity. 

PD175 FC 

There were no significant effects of group, sex or maternal cytokines on DNMT activity (Figure 

4.9).  

Analysis of molecular predictors showed main effects of cytosolic SAM (GLMM: F1,10.93=37.22, 

p<0.001) and SAM/SAH ratio (GLMM: F1,4.36=46.36, p=0.002) on DNMT activity and a positive 

correlation between DNMT activity and SAM/SAH ratio (rho=0.511, p=0.043; Figure 4.10F). 

PD175 PFC 

There was a main effect of group (GLMM: F1,18=7.26, p=0.015; Figure 4.9) with reduced DNMT 

activity in poly(I:C)-offspring relative to vehicle-offspring.  

Analysis of molecular predictors showed main effects of: Dnmt3b expression (GLMM: 

F1,11=8.49, p=0.014), cytosolic SAM (GLMM: F1,11=7.87, p=0.017), cytosolic SAH (GLMM: 

F1,11=9.56, p=0.010) and SAM/SAH ratio (GLMM: F1,11=10.68, p=0.007). However, there were 

no significant correlations (Figure 4.10G&Figure 4.11G), likely owing to the co-dependent 

relationship of these covariates. 
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Figure 4.9. Nuclear DNMT activity 
Nuclear DNMT activity across development. Bars represent mean ±SEM (N=5; n=5-6). Black significance bars 
show significant GLMM results, ― shaped bars represent results within the tissue/age they overlap, Π-shaped 
bars represent post-hoc results within a single sex. Black symbols indicate significant main effects of: sex, 
ϕp<0.05; group, *p<0.05, **p<0.01; maternal IL-6, δp<0.05, δδp<0.01; maternal TNFα, αp<0.05, ααp<0.01. Grey 
dashed lines and symbols show trending (0.05<p<0.08) GLMM results. Abbreviations: GD, gestational day; PD, 
postnatal day; FC, frontal cortex; PFC, prefrontal cortex; M, male; F, female; VEH, vehicle; PIC, poly(I:C). 
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Figure 4.10. DNMT activity and metabolite correlations 
Nuclear DNMT activity (OD/μg protein/h) correlated with cytosolic SAM and SAH concentrations (nmol/mg 
protein) and the SAM/SAH ratio. Graphs indicate correlation co-efficient (Spearman’s rho) alongside two-tailed 
significance: nsp>0.08; Tp≤0.08; *p≤0.05. A. GD21 FC B. PD21 FC. C. PD21 PFC. D. PD35 FC. E. PD35 PFC. 
F. PD175 FC. G. PD175 PFC. 
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Figure 4.11. DNMT activity and Dnmt mRNA expression correlations 
Nuclear DNMT activity (OD/μg protein/h) correlated with relative Dnmt mRNA expression. Graphs show 
correlation co-efficient (Spearman’s rho) alongside two-tailed significance: nsp>0.08; *p≤0.05. A. GD21 FC B. 
PD21 FC. C. PD21 PFC. D. PD35 FC. E PD35 PFC. F. PD175 FC. G. PD175 PFC. 
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4.3.3. Total genomic DNAm changes in the developing cortex 

The below analyses outline the standard GLMM analyses (Section 4.2.6) within each age/tissue 

to identify the influence of MIA and sex on DNAm throughout development. However, DNAm 

patterns are established by both de novo and maintenance DNMT activity (which, as outlined 

previously, are dependent on Dnmt expression and SAM/SAH availability). Hence, a second 

GLMM analysis was also performed, including these measurements as covariates and using 

post-hoc correlation analysis, to examine the relationship between %5mC and the following 

molecular predictors: DNMT activity (Figure 4.9), Dnmt mRNA expression (Figure 4.8) and 

cytosolic SAM and SAH availability (Chapter 3, Figure 3.8). 

GD21 FC 

There was a significant group*sex interaction (GLMM: F1,16=6.42, p=0.047) and a main effect of 

both sex (GLMM: F1,16=4.49, p=0.05; Figure 4.12) and group (GLMM: F1,16=9.73, p=0.007; 

Figure 4.12). Post-hoc analysis revealed a significant main effect of group (GLMM: F1,4=34.61, 

p=0.004; Figure 4.12) and maternal IL-6 (GLMM: F1,4=8.35, p=0.045; Figure 4.12) in male-

foetuses, while in female-foetuses there was a trend to a main effect of maternal TNFα (GLMM: 

F1,3=8.28, p=0.064; Figure 4.12) and group (GLMM: F1,3=7.51, p=0.071; Figure 4.12). In both 

cases the effect of group indicated increased %5mC in poly(I:C)-foetuses relative to vehicle-

foetuses.  

Analysis of molecular predictors showed main effects of DNMT activity (GLMM: F1,6.20 =11.19, 

p=0.015) and cytosolic SAH (GLMM: F1,6.58=11.10, p=0.014) and a trend to main effect of Dnmt1 

(GLMM: F1,10.10=4.48, p=0.060) and Dnmt3a expression (GLMM: F1,7.91=4.43, p=0.069). Post-

hoc correlation analysis showed significant positive correlations between %5mC, expression of 

each of the three Dnmt genes, cytosolic SAM and SAM/SAH ratio (Table 4.3; Figure 4.13A; 

Figure 4.14A) and a trend to a positive correlation with DNMT activity (r=0.411, p = 0.071; Figure 

4.15A), supporting a relationship between global DNAm and rate-limiting molecular factors. 

Table 4.3. GD21 FC Spearman’s correlations for global DNAm covariates 

Covariate rho p-value 

Dnmt1 expression 0.493 0.027 

Dnmt3a expression 0.627 0.003 

Dnmt3b expression 0.538 0.014 

Cytosolic SAH -0.030 0.900 

Cytosolic SAM 0.439 0.051 

SAM/SAH ratio 0.516 0.020 
 

PD21 FC 

There was a significant main effect of maternal TNFα (GLMM: F1,19=5.04, p=0.037; Figure 4.12) 

and a trend towards a main effect of maternal IL-6 (GLMM: F1, 19=4.04, p = 0.059; Figure 4.12), 

corresponding to a positive correlation between maternal TNFα and %5mC (rho=0.458, 

p=0.045). 
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Analysis of molecular predictors showed main effects of cytosolic SAM (GLMM: F1, 11=4.86, 

p=0.050), SAM/SAH ratio (GLMM: F1,11=6.28, p =0.029) and DNMT activity (GLMM: F1,11=23.91, 

p<0.001), with the latter corresponding to a positive correlation between DNMT activity and 

%5mC (rho=0.539, p=0.014; Figure 4.15B). 

PD21 PFC 

There was a significant group*sex interaction (GLMM: F3,15=4.06, p=0.027). Post-hoc analysis 

by sex revealed a significant main effect of group in the males (GLMM: F1,9=11.28, p=0.008; 

Figure 4.12), with elevated %5mC in poly(I:C)-males relative to vehicle-males. 

Analysis of molecular predictors showed main effects of Dnmt3b expression (GLMM: 

F1,5.61=14.36, p=0.010), cytosolic SAH (GLMM: F1,5.24=15.49, p=0.010) and DNMT activity 

(GLMM: F1,10.21=6.98, p=0.024). However post-hoc correlations were non-significant (Figure 

4.13C; Figure 4.14C; Figure 4.15C), likely owing to the highly co-dependent nature of these 

covariates. 

PD35 FC 

There were no significant effects of group, sex or maternal cytokines on %5mC (Figure 4.12).  

Likewise, analysis of molecular predictors showed only a trend to a main effect of Dnmt3a 

expression (GLMM: F1,11.03=85.69, p=0.064), while a post-hoc positive correlation was observed 

between DNMT activity and DNAm (rho=0.498, p=0.026; Figure 4.15D). 

PD35 PFC 

There were no significant effects of group, sex or maternal cytokines on %5mC (Figure 4.12).  

Likewise, analysis of molecular predictors showed only a trend to a main effect of Dnmt3b 

expression (GLMM: F1,12=3.57, p=0.080), with no significant post-hoc correlations (Figure 

4.13E; Figure 4.14E; Figure 4.15E). 

PD175 FC 

There was a trend towards a group*sex interaction (GLMM: F3,16=2.78, p=0.075), however post-

hoc analysis showed no significant effects of any predictors of %5mC within either sex. 

Analysis of molecular predictors showed main effects of DNMT activity (GLMM: F1,13.98=5.80, 

p=0.030), Dnmt3a expression (GLMM: F1,4.07=24.80, p=0.007) and cytosolic SAM (GLMM: 

F1,6.85=8.51, p=0.023) and SAM/SAH ratio (GLMM: F1,4.04=121.61, p<0.001), although only the 

latter corresponded to a positive post-hoc correlation with %5mC (rho=0.451, p=0.045; Figure 

4.13F). 

PD175 PFC 

There were no significant effects of group, sex or maternal cytokines on %5mC (Figure 4.12).  

Analysis of molecular predictors showed main effects cytosolic SAM (GLMM: F1,11.88=21.69, 

p<0.001), cytosolic SAH (GLMM: F1,12.0=20.73, p<0.001) and SAM/SAH ratio (GLMM: 
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F1,11.59=12.55, p=0.004). However, there were no significant post-hoc correlations detected, 

probably due to the highly co-dependent nature of these covariates. 

✱✱δ ✱✱

✱α

✱✱ϕ

 

Figure 4.12. Global DNAm changes 
%5mC across the developmental timeline. Bars represent mean ±SEM (N=5-6; n=5-7). Black significance bars 
show significant GLMM results, ― shaped bars represent results within the timepoint they overlap, Π-shaped 
bars represent post-hoc results within a single sex. Black symbols indicate significant main effects of: sex, 
ϕp≤0.05; group, *p<0.05, **p<0.01; maternal IL-6, δp<0.05; maternal TNFα, αp<0.05. Grey dashed lines and/or 
symbols show trending (0.05<p<0.08) GLMM results. Abbreviations: GD, gestational day; PD, postnatal day; 
FC, frontal cortex; PFC, prefrontal cortex; M, male; F, female; VEH, vehicle; PIC, poly(I:C). 
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Figure 4.13. %5mC and metabolite correlations 
Global DNA methylation (%5mC) correlated with cytosolic SAM and SAH concentrations (nmol/mg protein) or 
SAM/SAH concentration ratio. Graphs show correlation co-efficient (Spearman’s rho) alongside two-tailed 
significance: nsp>0.08; Tp≤0.08; *p≤0.05. A. GD21 FC B. PD21 FC. C. PD21 PFC. D. PD35 FC. E. PD35 PFC. 
F. PD175 FC. G. PD175 PFC. 
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Figure 4.14. %5mC and Dnmt expression correlations 
Global DNA methylation (%5mC) correlated with relative Dnmt mRNA expression. Graphs show correlation co-
efficient (Spearman’s rho) alongside with two-tailed significance: nsp>0.08; TP≤0.08 *p≤0.05; **p≤0.01. A. GD21 
FC B. PD21 FC. C. PD21 PFC. D. PD35 FC. E. PD35 PFC. F. PD175 FC. G. PD175 PFC. 
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Figure 4.15. %5mC and DNMT activity correlations 
Global DNA methylation (%5mC) correlated with nuclear DNMT activity (OD/μg protein/h). Graphs show 
correlation co-efficient (Spearman’s rho or Pearson’s r) indicated alongside two-tailed significance: nsp>0.08; 
Tp≤0.08 *p≤0.05. A. GD21 FC B. PD21 FC. C. PD21 PFC. D. PD35 FC. E PD35 PFC. F. PD175 FC. G. PD175 
PFC. 
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4.3.4. Gene-specific DNAm changes in the developing cortex 

4.3.4.1. Summary of sequencing outputs and genomic mapping 

Initial RRBS statistics are shown in Table 4.4. These results show that the sequencing reads 

are within the expected ranges: mapping efficiency of 65.7-67.09%, with ≥75% of detected CpGs 

covered more than 10X such that they could be included for differential analysis, resulting in 

721,189 detected CpGs common to all eight samples. Spike-in controls passed within 

acceptable limits: ≤1.93% (methylated) and ≥99.31% (non-methylated) conversion rates. 

Table 4.4. Sequencing sample overview 

Sample 
ID 

Total 
Read 
Pairs 

Uniquely 
aligned 
Reads 

Mapping 
efficiency 
(%) 

CpGs 
detected 

CpG 
Covered 
>10 

Average 
Coverage  

Conversion 
rate of 
methylated 
spike (%) 

Conversion 
rate of non-
methylated 
spike (%) 

FA1 27,930,930 18,646,038 66.76 2,182,574 1,645,383 30.06X 1.71 99.96 

FA2 35,757,041 23,494,127 65.70 2,439,341 1,880,602 34.09X 1.53 99.83 

FA3 34,382,801 22,883,318 66.55 2,428,545 1,842,391 31.72X 1.72 99.77 

FA4 37,528,364 24,718,122 65.87 2,415,256 1,876,946 36.70X 1.71 99.74 

FB1 42,555,265 28,047,116 65.91 2,482,566 1,973,325 40.86X 1.71 99.31 

FB2 39,047,620 26,106,922 66.86 2,440,463 1,926,744 38.34X 1.87 99.75 

FB3 37,643,426 25,254,916 67.09 2,346,579 1,888,549 39.06X 1.93 99.83 

FB4 33,718,054 22,356,976 66.31 2,394,051 1,831,638 32.05X 1.77 99.62 

Using the cut-off of a q-value≤0.01 and ≥25% methylation difference (Singer, 2019; Veillard et 

al., 2016; Wreczycka et al., 2017, see Section 4.2.7.3), 22,096 DMCs and 3,227 DMRs were 

identified (Figure 4.16A&B). Of the DMCs 12,985 (58.77%) were hypomethylated and 9,111 

(41.23%) were hypermethylated, while for DMRs 2,025 (62.75%) were hypomethylated and 

1,202 (37.25%) were hypermethylated. Both hypomethylated and hypermethylated DMCs and 

DMRs were present across all chromosomes, with highest proportionate amount of 

hypermethylation identified on chromosome 18 for both DMCs and DMRs, while the highest 

proportionate amount of hypomethylation was identified on chromosome 14 for DMCs but on 

chromosome 13 for DMRs (Figure 4.16C&D). Genomic mapping (Figure 4.16E&G) for identified 

DMCs/DMRs were considered next. The majority of DMCs/DMRs were mapped to open sea 

regions, 76.92% and 85.3%, respectively. For DMRs, the fewest proportion were mapped to 

CGIs (1.5%) with identical numbers mapped to shelves and shores (6.6%). By comparison, for 

DMCs, the second highest mapping was to CGIs (9.75%), then shores (9.06%) with shelves 

having the least DMCs (4.28%). Next DMCs and DMRs were mapped to genic location (Figure 

4.16F&H), with the least number mapped to promoters (3.07% and 2.14% respectively), then 

exons (12.63% and 11.35% respectively), introns (28.97% and 33.35% respectively) and most 

mapped to intergenic regions (55.33% and 53.16% respectively).
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Figure 4.16. RRBS DMC and DMR identification and genomic mapping 
Volcano plots show the number of DMCs (A) and DMRs (B) with changed patterns of methylation between “Poly(I:C)” and ”Vehicle” with ±25% difference and a q-value≤0.01. The 
difference in methylation (%) is reflected in the x-axis while the y-axis represents the significance (q-value) of the difference. The chromosomal location of hypo and hypermethylated 
DMCs (C) and DMRs (D). Genomic mapping of DMCs to CGIs (E) and genic location (F). Genomic mapping of DMRs to CGIs (G) and genic location (H).

A B 

C D 

E F 

G H 

DMC Volcano plot DMR Volcano plot 

Hypomethylated 
CpGs (12,985) 

Hypermethylated 
CpGs (9,111) 

Hypomethylated 
DMRs (2,025) 

Hypermethylated 
DMRs (1,202) 

Percentage Percentage 

DMC percentage per chromosome 
 

 DMR percentage per chromosome 
 



 

185 
 

These promoters, exons and introns (Figure 4.16F&H) were used to interpret the genes in which 

the DMCs and DMRs were located. This resulted in a total of 4,029 differentially methylated 

genes (Appendix 7; Supplementary Table S7.1). The number of DMCs mapped to different 

genes showed a range of 1-86 (Mean=6.9), likewise, for DMRs, the range was 1-30 (Mean=1.5). 

Genes with the greatest number of DMCs (top 25) and DMRs (top 20) are in Table 4.5. 

Table 4.5. Genes containing the greatest number of DMCs/DMRs 

DMC DMR 

Number  Gene symbol Number Gene symbol 
86 Gnas 

30 Ndrg4 
47 Pcdhga1 

43 Pcdhga3, Pcdhga2 
18 Grk6 

36 Slc8a1 
33 Muc19, Camta1 

16 Sgk1 
31 Pcdhga5, Nfasc 

30 Pde11a, Camk2b 
12 Camk2b, Tpm1 

29 Ctdspl 

28 Pcdhga7, Adgrl2 
11 Sipa1 

27 Txndc15, Pcdhga8 

26 Bcl11b 
10 Egfl7, Map7 

24 Pcdhga9, Ndrg4 
23 Chat  

9 
Cdc20, Cngb1, Khsrp, Lrrc45, Naca, 
Plcb2 22 Ppil 

21 Gbr10, Celf4, Ank3 8 
Ank3, Apc2, Arhgef1, Lama5, 
Slc26a6, Snurf 

Along with range in number of DMCs/DMRs mapped to any given gene, the observed 

percentage change in methylation of DMCs ranged from -78.44% to +85.95% and for DMRs 

this was -75.69% to +75.93%. The top ten greatest changes in %methylation for DMCs/DMRs 

are shown in Table 4.6. 

Table 4.6. DMCs/DMRs with greatest percentage change in methylation 

DMC DMR 

% 
Increase  

Gene 
symbol 

% 
Decrease  

Gene 
symbol 

% 
Increase  

Gene 
symbol 

% 
Decrease  

Gene 
symbol 

+85.95 Ano6 -78.43 Ank3 +75.93 Agap1 -75.69 Ank3 
+81.12 Crtac1 -75.88 Myom1 +63.53 Klhl29 -74.04 Gfra2 
+79.70 Stau2 -75.70 Plpp3 +63.20 Fam126b -71.37 Etv5 
+79.44 Fam217a -74.77 Gal3st3 +61.05 Dlgap2 -64.93 Peli2 
+75.93 Agap1 -74.04 Gfra2 +61.04 Chst8 -63.90 Sox13 
+73.56 Ffar1 -73.27 Tfga +58.08 Miat -61.81 Svil 
+73.48 Ift46 -72.95 Ank3 +57.07 Agbl4 -60.95 Tmem178a 
+71.98 Slc38a8 -72.19 Hpd +56.31 Ptn -59.76 Slc4a1 
+70.05 Pax7 -71.96 Iqsec2 +55.89 Rai1 -58.97 N4bp1 
+69.15 Pard3 -71.79 Dpp4 +55.15 Rgs5 -58.47 Acvr1b 

4.3.4.2. Gene function analysis 

I. Tissue enrichment  

To validate the tissue enrichment of the RRBS-identified genes, tissue gene enrichment analysis 

was conducted. This showed that the differentially methylated genes were significantly enriched 
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for expression in the human cortex (Figure 4.17A) and mouse cortex, cerebellum, olfactory bulb 

and foetal brain (Figure 4.17B). Taken together, these findings support the functional relevance 

of the RRBS for the brain region of interest (i.e., PFC).  

 

Figure 4.17. Tissue enrichment of RRBS genes 
The RRBS gene set was input into Tissue Enrichment analysis (Jain and Tuteja, 2019) to assess the normal 
expression patterns of the differentially methylated genes. Both the Human Protein Atlas (A) and the mouse 
ENCODE (B) dataset were used. A hypergeometric model was used to assess enrichment. 

II. Gene family enrichment 

The 4,029 genes identified as differentially methylated belonged to several gene families, 

ranging from membrane proteins to transcription factors. Of note, there were several gene 

families where there were ≥10 genes within the dataset, including:  

 G-protein coupled receptor signalling: G-protein coupled receptors (Gpr gene family, n=12), 

Rho GTPase activating proteins (Arhgap gene family, n=13), Rho guanidine nucleotide 

exchange factors (Arhgef gene family, n=11) and protein kinases (Prk gene family; n=17).  

 Phosphatase proteins: protein tyrosine phosphatases (Ptp gene family; n=22) and protein 

phosphatase regulatory subunits (Ppp1r gene family; n=11). 

 Transmembrane channel proteins: voltage gated calcium channel superfamily (Cacna 

genes; n=13, Cacnb genes; n=3, Cacng genes; n=5), potassium ion channels (Kcn gene 

family, n=46), kinesin superfamily (Kif gene family, n=14), ATP transporters (Atp gene family; 

n=21), solute carriers (Slc gene family; n=92) and transmembrane protein family (Tmem 

genes, n=33).  

 Structurally-related proteins: coiled-coil domain-containing (CCDC) (Ccdc gene family, 

n=24), family with sequence similarity members (FAM) (Fam gene family,  n=28), leucine-

rich repeat containing (Lrrc gene family, n=14), ring finger (Rnf gene family, n=15), zinc finger 

(Zfp gene family, n=35), tripartite motif (TRIM) family (Trim gene family, n=10) and WD-

repeat domain (Wdr gene family, n=10).  

 Cell adhesion/extracellular proteins: cell surface (CD) antigens (Cd gene family, n=13), 

collagens (Col gene family, n=16), cadherins (Cdh gene family, n=11) and protocadherins 

(Pcd gene family, n=33).  

 non-coding genes: miRNAs (Mir gene family, n=28). 

A B 
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III. Gene Ontology and pathway analysis 

Gene Ontology analysis was performed on the gene set inclusive of biological process 

(Appendix 8; Supplementary Table S8.1), molecular function (Appendix 8; Supplementary Table 

S8.2) and cell component (Appendix 8, Supplementary Table S8.3). The top ten biological 

processes (Figure 4.18) demonstrate an enrichment for functions in neuronal development, 

including synapse/axon generation and cell differentiation. Of note, within the top 20 biological 

processes (Appendix 8; Supplementary Table S8.1) there was also a significant enrichment for 

genes involved in behaviours relevant to schizophrenia, including locomotor behaviour, 

memory, learning and cognition. 

 

Figure 4.18. GeneOntology: Biological Processes 
Gene ontology identifying biological processes for the 4,029 differentially methylated genes determined from 
the R/Bioconductor topGO package. Left lists the top ten biological processes. Size of the circle represents 
gene ratio (calculated as number of genes enriched/total number of genes in the dataset), while significance 
(adjusted p-value) is indicated by the colour, with red being the most significant. Enrichment analysis was 
performed using a hypergeometric model with Bonferroni correction. 

For molecular functions, many of the top ten were associated with transmembrane 

transport/signalling (Figure 4.19), including those involved with ion transport by transmembrane 

channels. Of note, in the top 20 molecular functions (Appendix 8; Supplementary Table S8.2) 

there was also DNA-binding transcription factor activity, actin binding, kinase activity and cell 

adhesion. These aligned with the major gene family enrichments outlined previously (Table 

4.5&6). The top ten cell components (Figure 4.20) were primarily enriched for synaptic 

membranes and within the top 20 (Appendix 8, Supplementary Table S8.3), there were also 

enrichments for cell-cell junctions and main/distal axon functions. This supports a role for the 

differentially methylated genes in normal neuronal function.  
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Figure 4.19. GeneOntology: Molecular Function 
Gene ontology identifying molecular function for the 4,029 differentially methylated genes determined from the 
R/Bioconductor topGO package. Left lists the top ten molecular functions. Size of the circle represent the gene 
ratio (calculated as number of genes enriched/total number of genes in the dataset), while significance (adjusted 
p-value) is indicated by the colour, with red being the most significant. Enrichment analysis was performed using 
a hypergeometric model with Bonferroni correction. 

 

Figure 4.20. GeneOntology: Cell Component 
Gene ontology identifying cell components for the 4,029 differentially methylated genes determined from the 
R/Bioconductor topGO package. Left lists the top ten cell components. Size of the circle represent the gene 
ratio (calculated as number of genes enriched/total number of genes in the dataset), while significance (adjusted 
p-value) is indicated by the colour, with red being the most significant. Enrichment analysis was performed using 
a hypergeometric model with Bonferroni correction. 
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Taken together, the Gene Ontology assessments support an enrichment of the differentially 

methylated genes in neurodevelopmental processes and neuronal signalling, both implicated in 

the pathogenesis of NDDs. 

 Finally, the RRBS dataset was assessed via KEGG pathway analysis (Appendix 8, 

Supplementary Table S8.4). In support of the Gene Ontology findings, the KEGG pathway 

analysis showed that the top ten enriched pathways (Figure 4.21) were those involved in normal 

neuronal functional and neuronal signalling pathways and therefore further support disturbed 

neurodevelopmental processes. 

 

Figure 4.21. KEGG pathway analysis 
KEGG pathway analysis for the 4,029 differentially methylated genes determined from the R/Bioconductor 
ReactomePA package. Left lists the tope ten KEGG pathways. Size of the circle represent the gene ratio 
(calculated as number of genes enriched/total number of genes in the dataset), while significance (adjusted p-
value) is indicated by the colour, with red being the most significant. Enrichment analysis was performed using 
a hypergeometric model with Bonferroni correction. 

IV. Disease enrichments  

To determine whether the RRBS gene-set contained any known disease-risk genes, an analysis 

for DisGeNet genes was performed via Enrichr. The top five enriched diseases were all 

neurological disorders known to be at risk following MIA (Table 4.7). 
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Table 4.7. DisGeNet disease enrichment 

Disease/Condition P-value Odds Ratio 

ASD 5.905e-22 1.77 

Attention deficit hyperactivity disorder 2.492e-18 1.92 

BPD 1.481e-18 1.63 

Intellectual Disability 1.152e-20 1.36 

Schizophrenia 1.233e-19 1.40 

 

Behavioural phenotyping demonstrated a robust cognitive deficit in the ASST for MIA-exposed 

adult offspring, a task particularly relevant for schizophrenia. Likewise, schizophrenia was 

amongst the top five diseases with which the RRBS genes were associated. Accordingly, the 

RRBS gene-set was compared to distinct gene lists compiled from studies in schizophrenia, 

including expression studies (SZ_EXP), DNAm studies (SZ_ME), genome variant studies 

(Including GWAS and CNV; SZ_GENE) and whole exome sequencing studies (SZ_EXOME). 

In addition, to investigate the robustness of the observed findings, the dataset was compared to 

a whole genome bisulphite sequencing (WGBS) study performed in the PFC of adult male MIA-

exposed mice (Richetto et al., 2017b), comparing against their DMC-genes (MIA_DMC) and 

DMR-genes (MIA_DMR). These analyses (Table 4.8) showed the RRBS gene-set significantly 

overlapped with all schizophrenia gene-sets. Notably, the RRBS gene-set demonstrated a 

highly significant, >50% overlap with genes identified from the MIA mouse-model with >2,000 

genes differentially methylated in both studies. Individual gene overlaps are detailed in the 

RRBS summary dataset (Appendix 7).  

Table 4.8. Gene list overlaps 

Abbreviations: OR, odds ratio; CI, confidence interval. 

To focus on the most robust candidate pathways the RRBS gene-set was narrowed using a 

non-biased pre-defined method (see Section 4.2.7.4). 78 genes withstood the pre-defined 

acceptance criteria and were subsequently entered into STRING (Figure 4.22A). This analysis 

showed interactions between 54 of the 78 proteins. Gene ontologies of these proteins could be 

broadly divided into: neurodevelopment (red nodes); neuronal signalling, glutamatergic (yellow 

nodes); neurogenesis/gliogenesis (purple nodes); inflammation/stress responses (turquoise 

nodes); cell adhesion (green nodes). These pathways were interpreted as those pathways 

epigenetically altered by MIA and disturbed in schizophrenia and hence these pathways form 

the focus of subsequent chapters. These 54 interconnected genes can be found in Appendix 9, 

along with information on their selection criteria. Of note, single-cell expression analysis showed 

that many of these 54 interconnected genes are enriched for expression in glial cells (n=35; 

including oligodendrocytes (n=9), microglia (n=9) and astrocytes (n=25)), relative to neurons 

(n=25; Appendix 9, Supplementary Table S9.1; Figure 4.22B). 

LIST OVERLAP OR CI P-VALUE 
MIA_DMC 2190 2.556591 2.407246-Inf ≤2.2e-16 
MIA_DMR 579 2.299769 2.102335-Inf ≤2.2e-16 
SZDB_EXP 133 1.445073 1.21642-Inf 2.311e-4 

SZ_GENE 299 1.937763 1.719449-Inf ≤2.2e-16 
SZ_ME 420 1.558069 1.410706-Inf 2.219e-13 
SZ_EXOME 1235 1.648668 1.545252-Inf ≤2.2e-16 
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Figure 4.22. STRING network analyses 
A. STRING analysis of the 78 genes which withstood the pre-defined acceptance criteria. Each node represents a protein, with lines showing protein interactions, either direct or within 
a signalling pathway. The thicker the line the higher confidence of the interaction. Outlying nodes showed no known interactions with the rest of the dataset. Coloured nodes indicate 
gene ontologies: red: general neurodevelopment; purple/pink: regulation of neurogenesis/gliogenesis; green: cellular adhesion; blue: inflammation/stress responses; yellow: 
glutamatergic signalling. B. Graph depicts the single cell expression enrichment (BrainRNAseq.org) for the 54 interconnected nodes from the STRING analysis. Where a gene showed 
enrichment in two cell types this was counted twice.  

A B 
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Figure 4.23. Summary of significant findings from Chapter 4 
Summary of the MIA-induced molecular changes in the developing cortex. Timeline (bottom) indicates the developmental age; tissue analysed: frontal cortex (FC) or prefrontal cortex 
(PFC) are indicated on the left. Blue: DNMT changes, including individual Dnmt gene mRNA expression and DNMT activity (DNMT Ac); Pink: changes to DNAm, including global changes 
(%5mC) and gene-specific changes. Abbreviations: ↓Decrease; ↑Increase; F, female-specific result; M, male-specific result. 



 

193 
 

4.4. DISCUSSION 

The key hypothesis of this Chapter was that foetal neuroinflammation (Chapter 2), together with 

placental transport disturbances and SAM/SAH availability (Chapter 3), would lead to functional 

changes in DNMT enzyme expression/activity and thereby genomic DNAm patterns in the 

developing cortex. Hence this Chapter aimed to determine the impact of MIA on developmental 

expression/activity of DNMT enzymes and how MIA-induced alterations in methylation pathways 

influence genomic DNAm patterns across the developmental period alongside which cellular 

pathways are impacted by such MIA-induced DNAm changes. These aims have been achieved, 

with key data demonstrating MIA-induced developmental changes in cortical de novo DNMT 

expression and concurrent dysregulation of DNMT activity. DNMT activity also appears, in part, 

driven by MIA-induced dysregulation of SAM/SAH availability (Chapter 3). These MIA-induced 

changes in cortical methylation pathways converge in altered DNAm. Critically, gene-specific 

DNAm analysis in the adult PFC demonstrated significant changes at pathways and genes with 

functional relevance for schizophrenia. The findings in this Chapter are summarised in Figure 

4.23 and will be discussed in more detail below.  

4.4.1. MIA induced developmental changes in de novo DNMT expression  

The individual Dnmt gene expression patterns were distinct from each other. Expression of all 

Dnmt enzymes was higher prenatally, adhering to the understanding that prenatal brain 

development comprises large volumes of cellular differentiation and proliferation, which require 

radical DNAm changes (Moore et al., 2013). In line with the literature, Dnmt1 expression was 

stably expressed across development (Figure 4.8A; Cisternas et al., 2019; Feng et al., 2007, 

2010) while de novo DNMT expression demonstrated temporal changes at distinct 

developmental ages. Dnmt3b expression was highest prenatally, but displayed the lowest 

expression of the three genes postnatally (Figure 4.8C), while Dnmt3a expression peaked at 

PD21 (Figure 4.8B), during postnatal neuron maturation, remaining expressed throughout 

development at relatively higher levels than Dnmt3b, both patterns consistent with previous 

findings (Cisternas et al., 2019; Feng et al., 2007, 2010; Sendžikaitė et al., 2019; Watanabe et 

al., 2006). Despite this agreement, previous evidence has shown that expression of these 

enzymes and their functions, are highly cell-type specific in the cortex (Kadriu et al., 2012; 

Kozlenkov et al., 2014, 2018; Lister et al., 2013), hence full interpretation of the findings here 

are limited. 

When assessing the impact of MIA on developmental changes in Dnmt expression, Dnmt1 

expression showed limited MIA-induced changes. This is unsurprising given that DNMT1 is the 

maintenance DNMT, hence large tissue-wide changes in expression would be anticipated as 

less likely to occur. That said, investigations into the role of DNMT1 in schizophrenia have 

suggested highly tissue- and cell-specific functions, with a particular role for its elevation in 

GABAergic interneurons where Dnmt1 expression is notably enriched (Guidotti et al., 2007; 
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Veldic et al., 2004; Zhubi et al., 2009). Such changes would not be detectable here. By 

comparison, there were notable changes in expression of the de novo DNMTs. Expression of 

both Dnmt3a and Dnmt3b were increased in the GD21 FC in response to MIA (Figure 4.8B&C), 

with Dnmt3a increases correlating directly with maternal plasma IL-6 and TNFα concentrations. 

Chapter 2 demonstrated MIA-induced increases in foetal brain pro-inflammatory cytokines, 

including IL-6 and IL-1β, at 24h post-exposure. Studies have shown that cytokine signalling 

pathways induce increased DNMT expression (Guarnieri et al., 2020; Ibrahim et al., 2018; 

Komanda and Nishimura, 2022; Li et al., 2012; Morisawa et al., 2017; Mourtzi et al., 2021; 

Seutter et al., 2020) and hence it is speculated that foetal neuroinflammation following MIA 

increases expression of de novo DNMTs in the prenatal cortex. This response initially seems 

short lasting, with no evident changes in de novo DNMT expression at PD21. However, there 

was increased Dnmt3b expression once again in the PD35 FC and PFC (Figure 4.8C). This may 

imply altered DNAm patterns in adolescence, a critical period for cognitive development and 

synaptic plasticity (Morishita et al., 2015). Interestingly, there was then reduced de novo DNMT 

expression by PD175, significant in the PFC (Figure 4.8B&C). This may suggest an attenuated 

ability to establish dynamic DNAm patterns by adulthood, perhaps leading to reduced plasticity 

and memory formation, for which these enzymes have been suggested to be critical (Feng et 

al., 2010; Miller et al., 2010). Of note, there were often sex-specific changes in expression of 

these enzymes, with males showing elevated Dnmt3a and Dnmt3b expression relative to 

females in the PD175 FC and PFC, while in the PD35 FC and PFC, the inverse was true, with 

females having elevated de novo DNMT expression. These sexual dimorphisms may 

underscore normal sex differences in the developing brain methylome (Adanty et al., 2022; 

McCarthy et al., 2009). 

Overall, the broader changes in the expression of de novo DNMTs relative to the maintenance 

DNMT1 implies a greater role for these enzymes in mediating adaptive DNAm responses to 

MIA. This is perhaps not surprising as any new DNAm patterns are firstly established by these 

enzymes and then maintained by DNMT1. Hence, ongoing alterations to DNAm patterns in 

response to MIA will be highly dependent on the function of the de novo enzymes. However, the 

analysis performed here was of Dnmt mRNA expression and, as outlined in Chapter 3, post-

transcriptional and post-translational regulatory events mean there is not always direct 

correspondence between mRNA and protein expression (de Sousa Abreu et al., 2009). Hence, 

functional interpretations here should be taken with caution.  

4.4.2. Dnmt expression and SAM/SAH ratios influence nuclear DNMT 

activity 

Total nuclear DNMT activity was demonstrated to be higher prenatally than postnatally (Figure 

4.9A), in agreement with previous studies (Moore et al., 2013) and the observed developmental 

expression of individual Dnmt genes (Figure 4.8A-C). There was a MIA-induced increase in total 

nuclear DNMT activity in in the GD21 and PD21 FC, with reduced activity in the PD175 PFC 
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(Figure 4.9). Patterns of DNMT activity, both prenatally and in adulthood, appeared to 

correspond to MIA-induced changes in SAM/SAH ratios and altered expression of Dnmt3a and 

Dnmt3b. However, it is important to note that DNMT activity measured here reflects total nuclear 

DNMT activity and hence which of the three DNMTs contribute to the activity changes cannot 

be delineated. Of note, only one previous study evaluated DNMT activity in a MIA model, 

identifying no differences in adult mice exposed to poly(I:C) in utero (Pujol Lopez et al., 2016). 

However, this study analysed whole brain samples, when there is likely marked regional 

differences, as observed here between the adult FC and PFC (Figure 4.9) and hence such 

granularity was likely missed in this previous study.  

Total DNMT activity is driven by DNMT expression and the availability of metabolic precursors 

for the donation of methyl groups. In this regard, SAM and SAH increase and inhibit DNMT 

activity, respectively (Caudill et al., 2001). Given this understanding, these covariates were 

factored into the statistical modelling at each developmental age. Notably, the SAM/SAH ratio 

displayed a positive correlation broadly with DNMT activity across development (Figure 4.10), 

as would be expected. Likewise, there were mostly positive corelations with Dnmt expression 

and total nuclear DNMT activity. However, this was less consistent than observed for 

metabolites (Figure 4.11). This may imply that i) SAM/SAH availability has a greater influence 

on nuclear DNMT activity than Dnmt expression (as these enzymes are inherently rate-limited 

by SAM/SAH ratio (Caudill et al., 2001)); ii) in cases where DNMT mRNA expression and 

enzymatic activity do not correlate, mRNA expression may not represent protein expression; iii) 

other factors not measured here may be influencing the observed DNMT activity. It is likely that 

there are relationships between all three, acting as modulatory factors to DNMT activity. Indeed, 

often both Dnmt expression and cytosolic SAM/SAH had significant effects on DNMT activity in 

the majority of timepoints analysed. Notably, this is evident in the GD21 FC and PD175 PFC 

where the greatest changes in DNMT activity were observed. It could therefore be suggested 

that the increased SAM/SAH ratio (Chapter 3, Figure 3.8C) and de novo DNMT expression 

(Figure 4.8) observed in GD21 FC promotes increased DNMT activity, while in the PD175 PFC, 

reduced SAM/SAH availability (Chapter 3, Figure 3.8C) and Dnmt expression (Figure 4.8) 

results in reduced DNMT activity. Given that changes in Dnmt expression and cytosolic 

SAM/SAH ratios are driven by MIA, it can be postulated that MIA-induced disturbances in 

SAM/SAH ratios (as a result of altered amino acid transport or 1C metabolism) and Dnmt 

expression, leads to developmentally disturbed DNMT activity, which influences DNAm patterns 

and thus developmental gene regulation.  

4.4.3. Altered cellular methylation pathways and MIA lead to global DNAm 

disturbances 

As there were clear disturbances in the mechanisms which are necessary for normal DNAm, 

changes to global DNAm patterns were investigated using a %5mC ELISA. This showed that 

global methylation increased accordingly with age from prenatal to postnatal timepoints, 
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stabilising between adolescence and adulthood. This developmental pattern and percentage is 

in line with previous studies (Grodstein et al., 2021; Jin et al., 2023; Steg et al., 2021). There 

were significant MIA-associated increases in global DNAm in early cortical development in the 

GD21 FC, PD21 FC and PFC (males only). Interestingly, the magnitude of increase is most 

notable in the prenatal cortex. This is perhaps not surprising given that DNAm is highly dynamic 

in the foetal cortex with cells undergoing large waves of methylation changes during cellular 

differentiation/proliferation (Jobe and Zhao, 2017; Shirvani-Farsani et al., 2021), leaving these 

processes particularly vulnerable to inflammatory-induced epigenetic disturbances. Further, the 

global methylation changes observed across development were often sex-specific in response 

to MIA. This is a finding that has been noted in schizophrenia previously, with highly different 

cortical methylomes described between male and female patients (Adanty et al., 2022).  

When investigating the relationship between global DNAm and cellular methylation mechanisms 

(comprising SAM/SAH availability (Chapter 3, Figure 3.8C), DNMT mRNA expression (Figure 

4.8) and activity (Figure 4.9)) across development, there were primarily positive correlations 

between both cytosolic SAM/SAH ratios and DNMT activity and global DNAm. Accordingly, 

these molecular predictors often had significant effects on global DNAm in the GLMM, 

particularly at timepoints where MIA-induced increases in global DNAm were observed. Hence, 

as already postulated, elevated DNMT activity and 1C-metabolite availability appear to drive 

MIA-mediated changes in global DNAm in early development. Indeed, it has been shown that 

excess methionine induces increased global DNAm (Chen et al., 2021b), supporting a link 

between excess methionine, SAM and epigenetic dysregulation. The early upregulation of 

amino acid transporters (Chapter 3, Figure 3.7) and concordant increased SAM/SAH ratios 

(Chapter 3, Figure 3.8C), would enable increased DNMT activity and DNAm. This global 

hypermethylation in early development could have critical neurodevelopmental consequences 

and lead to behavioural deficits of relevance to schizophrenia. It is well documented that LOF 

mutations in MECP2, a key functional mediator of DNAm, causes the neurodevelopmental 

disorder, Rett Syndrome, characterised by severe cognitive deficits. However, MECP2 gain of 

function (GOF) mutations (e.g., MECP2 duplication syndrome) present with mental retardation, 

stunted development, epilepsy and spasticity, along with ASD-like symptoms, depression and 

anxiety, suggesting that increased DNAm-driven gene repression also leads to 

neurodevelopmental deficits (van Esch, 2012). Hence, global hypermethylation is likely to 

promote similar phenotypes. Indeed, the methionine-induced animal model for schizophrenia, 

which results in DNA hypermethylation, is characterised by schizophrenia-like deficits (Wang et 

al., 2015). The key role of epigenetics in regulating development through cell-specific gene 

expression is likely to underpin such phenotypes. DNAm is critical for cell 

specification/differentiation during neurodevelopment and for ongoing cellular function and 

plasticity. The latter is important during adolescence for synaptic plasticity and learning during 

the critical period (Morishita et al., 2015) and hence could effect cognitive development. 

Collectively, these observations therefore support a hypothesis whereby MIA-induced changes 

in early cellular methylation mechanisms and, consequently, global DNAm, lead to ongoing 
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alterations in cellular signalling pathways causing disturbed neurodevelopment and adult 

cognitive deficit (Chapter 2, Figure 2.18). In line with this, a study in neuronal DNAm changes 

in schizophrenia, suggested that schizophrenia-associated differential methylation changes 

accounted for up to 40% of schizophrenia-associated differentially expressed genes (Jin et al., 

2023), suggesting that the observed DNAm changes likely have functional consequences for 

the cortical transcriptome and the observed cognitive deficits. However, there were no 

significant differences in global DNAm in adulthood found here, although there were MIA-

associated changes to Dnmt expression, DNMT activity and metabolite ratios, indicative of 

disturbed cellular methylation mechanisms in adulthood. Indeed, analysis demonstrated 

significant associations between these molecular covariates and global DNAm patterns in 

adulthood, indicating perhaps a more complex relationship between cellular epigenetic 

mechanisms and DNAm that does not manifest in a global DNAm phenotype. This could be 

attributable to demethylation pathways which have not been investigated here, or because the 

changes mediated by these mechanisms are more subtle. Nonetheless, if specific genes are 

epigenetically dysregulated, this could drive functional disturbances of particular pathways.  

4.4.4. Gene-specific methylation changes in the PFC of adult MIA-

offspring of relevance to schizophrenia  

When assessing global DNAm changes at a gene-specific level, the adult female PFC was 

studied. The PFC was chosen, as this brain region is known to underpin higher cognitive 

function, in particular executive function, critical for the ASST. Changes in global DNAm have 

been linked to cognitive performance in schizophrenia (Ho et al., 2020) and hence evaluation of 

gene-specific DNAm changes in the adult female PFC would likely identify pathways important 

for the observed cognitive phenotype. However, this does present some limitations as sex-

specific methylomes in schizophrenia have been documented (Adanty et al., 2022) and hence 

future work should also consider the male offspring PFC. Another methodological limitation here 

is that the sequencing technique used (RRBS) is inherently reliant on bisulphite-treatment and 

hence is unable to distinguish 5mC from 5hmC. In this respect, the analysis represented here 

is perhaps better described as a reflection of global DNA modifications rather than methylation. 

A future consideration would be the application of oxidative bis-seq which would allow for 

identification of 5hmC vs 5mC at each individual CpG (Booth et al., 2013). Nonetheless, as proof 

of concept, the data still supports large MIA-induced genomic differences in DNA modifications. 

Indeed, the RRBS identified >4,000 differentially methylated genes in the adult PFC following 

MIA. These genes were enriched for expression in the mammalian cortex, suggesting that these 

methylation changes likely result in changes in the PFC transcriptome. The differentially 

methylated genes were involved in neurodevelopmental processes, including synapse and axon 

generation and cellular differentiation and also involved in schizophrenia-associated 

behaviours, including anxiety, learning, memory and cognition, supporting a functional role for 

the differentially methylated genes in the genesis of the observed cognitive behaviours (Chapter 

2, Figure 2.18; Potter et al., 2023). Of the genes identified, ion channels/receptors and G-
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protein/calcium signalling families and adhesion molecules were among the largest families, by 

gene count. Interestingly, total DNAm analysis in schizophrenia blood samples across multiple 

studies showed notable changes in ECM and adhesion molecule genes (Hannon et al., 2021), 

consistent with the RRBS analyses presented here. Further, the observed changes in 

protocadherin methylation may be linked to the observed postnatal Dnmt3b disturbances as 

DNMT3b is known to regulate the methylation of this gene family during brain development 

(Shirvani-Farsani et al., 2021).  

Notably, the RRBS gene-set was compared to disease datasets, showing a significant 

enrichment for NDD risk genes and a significant overlap between the RRBS gene-set and 

schizophrenia-risk genes (Table 4.7&8). Further, there was a significant >50% overlap observed 

with the study by Richetto and colleagues (Richetto et al., 2017b), which analysed MIA-induced 

DNAm changes in the adult male PFC in a mouse poly(I:C)-model. A recent re-analysis of the 

Richetto dataset demonstrated, as here, a significant enrichment for schizophrenia-risk genes 

(Johnson et al., 2022), supporting the relevance of the findings from these models for the 

disease phenotype. The overlap between these studies also suggests that the genes identified 

show robust changes in methylation in response to MIA across sexes and species and are likely 

functionally relevant in the development of the adult behavioural phenotypes. 

Finally, unbiased criteria (Section 4.2.7.4) were used to narrow the 4,029 genes to candidate 

genes associated with both schizophrenia and MIA.  Following this process, the top five gene 

ontologies were: general neurodevelopment, neurogenesis/gliogenesis, ECM, immune/stress 

responses and glutamatergic signalling (Figure 4.22A). Of interest, within this reduced gene list, 

several of the top differentially methylated genes (Table 4.5&6) were included: Ank3, Bcl11b, 

Camk2b, Nfasc and Sgk1, supporting the strength of the unbiased selection criteria. Further, 

Slc38a1 (SNAT1) was also present in the final list, suggesting this gene may also be regulated 

by DNAm. Hence, the observed increase in Slc38a1 expression in the adult PFC (Chapter 3, 

Figure 3.7C) supports DNAm-driven gene expression changes in this brain region.  
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4.5. SUMMARY 

The data reported in this Chapter indicate that MIA induces developmental changes in de novo 

DNMT expression alongside a concurrent dysregulation of nuclear DNMT activity. Changes in 

DNMT activity also appear, in part, driven by MIA-induced dysregulation of SAM/SAH availability 

(Chapter 3) in the developing cortex. This postulates a link between altered 1C metabolism and 

altered epigenetic mechanisms in the developing brain. Notably, the most significant changes 

in these pathways were observed in the GD21 FC. Indeed, the results suggest that increased 

foetal SAM/SAH ratios (perhaps resulting from dysregulated folate and methionine transport; 

Chapter 3) and increased de novo DNMT expression, perhaps driven by foetal 

neuroinflammation (Chapter 2, Figure 2.15) promotes increased nuclear DNMT activity, which 

together could underscore the observed increases in genomic DNAm in the GD21 FC. These 

observed changes appear to persist through juvenile and adolescent timepoints (PD21-35) 

before showing the opposing patterns by adulthood (PD175). Notably, in the adult PFC there 

were MIA-induced disturbances in cytosolic SAM/SAH ratios (Chapter 3, Figure 3.8) and de 

novo DNMT expression, leading to reduced DNMT activity but no differences in total genomic 

DNAm. However, gene-specific DNAm analysis in the adult PFC demonstrated that, while there 

is no overt genomic hypermethylation or hypomethylation, there are significant specific 

differences in individual gene DNAm with functional relevance for schizophrenia. Epigenetic 

dysregulation of PFC development could have critical consequences, importantly, this study 

poses the question of how these DNAm changes contribute to observed adult cognitive deficits, 

a question which will be explored in subsequent chapters. In particular, future chapters will focus 

on specific schizophrenia-risk candidate genes, identified by the RRBS analyses and explore 

how these are epigenetically and transcriptionally dysregulated throughout development as a 

result of MIA. Further, it will be critical to identify if such changes precede the onset of cognitive 

deficits such that they could be ameliorated. 
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5. CHAPTER 5. MIA-induced changes to 

glial cell development 
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5.1. INTRODUCTION 

Chapter 4 demonstrated profound epigenetic changes in the developing brain following MIA, 

showing that differentially methylated genes in the PFC of adult females with a cognitive deficit 

were enriched for pathways involved in neurodevelopment and brain function. DNAm patterns, 

in both healthy and disease states, are known to be highly cell-type specific (Kozlenkov et al., 

2014, 2018; Mendizabal et al., 2019; Quina et al., 2006) and hence the observed differential 

DNAm patterns (Chapter 4) were likely driven by distinct changes within individual cell types. 

Indeed, a cell-type analysis of the differentially methylated genes showed an enrichment for 

genes specifically expressed from glial cells (Chapter 4, Figure 4.22A). This suggests particular 

alterations to the function of glial cells as a result of MIA, which will form the focus of this Chapter. 

5.1.1. Neurodevelopment: a glial cell perspective 

The brain is an incredibly complex organ, composed from billions of neurons and glia organised 

into intricate signalling networks (Azevedo et al., 2009). As previously outlined, a key hypothesis 

of MIA is that maternal inflammation disturbs offspring neurodevelopment, likely mediated 

through cytokine imbalances in the developing foetal brain, which alter cell developmental 

trajectories and thereby disturb postnatal brain maturation (Meyer et al., 2009b). Glial cells are 

abundant in the brain and can be subdivided into ‘microglia’ and ‘macroglia’ (Dietz et al., 2020).   

5.1.1.1. Microglia 

Microglia are considered the resident immune cells of the brain, believed to comprise ~10% of 

non-neuronal cells in the CNS (Dawson et al., 2003; Dos Santos et al., 2020). Microglia originate 

from monocyte precursors in the yolk sac, from which they migrate to the CNS in early foetal 

development, coinciding with the transition of neuro-epithelial cells to radial glial cells (Figure 

1.3; Menassa and Gomez-Nicola, 2018; Tong and Vidyadaran, 2016). Migrating microglia first 

cluster in the SVZ, where NPCs form and then later populate the rest of the cortex during late 

prenatal development, remaining present throughout life through self-renewal (Tong and 

Vidyadaran, 2016). Under homeostatic conditions, microglia exist in a resting or ramified state, 

however, as the critical CNS immune cells, microglia are responsible for responding to injury 

and infection through phagocytosis of cellular debris and secretion of inflammatory mediators, 

notably cytokines and chemokines. Under these conditions, microglia transition to an activated 

state, including an ameboid “phagocytic” morphology or a hypertrophic “hyper-ramified” state 

(Fernández-Arjona et al., 2017; see Figure 5.2). Activated microglial states are typically 

triggered by stress (e.g., glucocorticoid signalling) and neuroinflammation (Frank et al., 2007; 

Perry, 2007). Beyond their role in neuroinflammation, microglia have crucial roles during 

neurodevelopment: influencing neuronal/glial cell differentiation through secretion of signalling 

molecules (e.g., cytokines) and phagocytosis of progenitor cell pools; synapse and 
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neurocircuitry formation through activity-mediated synapse removal and ECM degradation 

(Menassa and Gomez-Nicola, 2018; Reemst et al., 2016; Tong and Vidyadaran, 2016). Hence, 

pathological activation of microglia during development could cause dysregulation of key 

neurodevelopmental processes. Further, aberrant activation of these cells during early 

development could lead to abnormal immune responses throughout development (Carloni et al., 

2021; Hollander et al., 2020). 

5.1.1.2. Macroglia 

Macroglia are comprise both astrocytes and oligodendrocytes (Dietz et al., 2020) which 

sequentially arise from SVZ progenitors in the developing brain during a process known as 

‘gliogenesis’, which commences at ~GD15 in rats (Gotz and Huttner, 2005; Marin et al., 2010; 

Tong and Vidyadaran, 2016). Thus, the MIA model used in this study, induced through 

administration of poly(I:C) on GD15, has the capacity to disturb this process. 

I. Astrocytes  

Astrocytes are specified first from radial glial cells in the SVZ during gliogenesis (Zheng et al 

2022). The switch from neurogenesis to gliogenesis (i.e., the gliogenic switch) is primarily driven 

by the IL-6 family of cytokines and various bone morphogenetic proteins (BMPs), which promote 

intracellular signalling cascades which induce gliogenesis at ~GD15 in rats (Miller and Gauthier 

et al., 2007; Naik et al., 2017; Sarkar et al., 2019). Hence, immature astrocytes are present in 

the developing brain prenatally from GD16/GD18 in mice/rats, respectively (Bayraktar et al., 

2015; Miller and Gauthier, 2007). Immature astrocytes proliferate during the early postnatal 

period, peaking at PD6/10 in mice/rats, to form mature astrocytes which account for ~35% non-

neuronal cells in the adult brain (Verkhratsky et al., 2017; Zheng et al 2022). Astrocytes are 

critical during normal brain development, functioning in BBB formation, with barrier permeability 

regulated by astrocytic end-processes; axon outgrowth and synapse formation through 

secretion/presentation of key molecules including cytokines (e.g., TNFα/TGFβ), proteoglycans 

(e.g., glypicans) and morphogens (e.g., Wingless); and ECM formation through secretion of 

matrix components (Abbink et al., 2019; Allen and Eroglu, 2017; Reemst et al., 2016). Astrocytic 

processes also form primarily at synapses in the adult brain and modulate synaptic signalling 

via neurotransmitter secretion and uptake (Allen and Eroglu, 2017). Therefore, any 

perturbations in the development and function of these cells could have critical impacts on the 

developing brain. Further, as with microglia, astrocytes can also take on an activated state under 

stress or inflammatory conditions, called reactive astrogliosis, during which they secrete 

inflammatory mediators (Abbink et al., 2019; Pekny and Pekna, 2014; Sofroniew, 2014). 

Astrogliosis can be protective, aiding in the normal immune response, however excess 

astrogliosis can cause tissue damage, excitotoxicity and neuronal degeneration (Pekny and 

Pekna, 2014; Sofroniew, 2014).  
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II. Oligodendrocyte progenitor cells (OPCs) and oligodendrocytes 

OPCs are also specified from the same population of SVZ progenitors which differentiate to form 

astrocytes. OPC specification is driven by various signalling pathways, including sonic 

hedgehog and fibroblast growth factor (FGF) signalling (Bergles and Richardson, 2016; 

Baydyuk et al., 2020). There are three waves of OPC generation during mammalian 

neurodevelopment. OPCs initially originate in the SVZ at ~GD12/GD15 in mice/rats (van Tilborg 

et al., 2018) with two later waves of OPC generation occurring in a progressively dorsal pattern 

within the ventral telencephalon at approximately GD15/GD18 and PD0/PD1 in mice/rats, 

respectively (Bergles and Richardson, 2016; van Tilborg et al., 2018). Pro-inflammatory 

cytokines, including IL-6, TNFα and IL-1β (upregulated in the foetal brain in response to MIA; 

Chapter 2, Figure 2.15), influence OPC proliferation and survival (Favrais et al., 2011; Taylor et 

al., 2010). Of note, OPC pools remain present in the mammalian cortex throughout life at a low-

level comprising ~2-5% of non-neuronal cells in the brain (Dawson et al., 2003). This adult pool 

of OPCs has multiple roles, including modulation of synaptic signalling and replenishment of 

oligodendrocyte cell populations (Levine et al., 2001). That said, the majority of OPCs 

differentiate into mature oligodendrocytes, the critical myelin-forming cell in the brain (van 

Tilborg et al., 2018) accounting for up to 50% of non-neuronal cells in the adult brain (Valério-

Gomes et al., 2018; Verkhratsky et al., 2017). This differentiation process occurs from birth into 

young adulthood, through differentiation first into pre-myelinating oligodendrocytes and then 

mature oligodendrocytes through expression of specific proteins (Figure 5.1; Kuhn et al., 2019). 

Oligodendrocyte differentiation is regulated by extracellular signals, including integrin-ECM 

contacts, neuronal activity and inflammatory signalling (Baydyuk et al., 2020; Lourenço and 

Grãos, 2016). Mature oligodendrocytes function to myelinate axons and support ECM structures 

(Carulli et al., 2006; Hamashima et al., 2020). The formation of these structures is critical for 

normal neuronal signal propagation along the axon, synapse formation, plasticity and synaptic 

receptor density (Saab and Nave, 2017; Xin and Chan, 2020). ECMs and myelin sheaths also 

protect neurons from inflammatory damage (Saab and Nave, 2017).   

Myelin is a critical structural component of the CNS, formed from the wrapping of 

oligodendrocyte processes around axons (Stadelmann et al., 2019). The membranes and 

cytoplasm of these processes subsequently compact, followed by the enrichment of lipids and 

critical myelin proteins within the compacted layers (Stadelmann et al., 2019). These proteins 

include myelin basic protein (MBP), myelin associated glycoprotein (MAG), myelin 

oligodendrocyte glycoprotein (MOG), 2′,3′-Cyclic nucleotide 3′-phosphodiesterase (CNP) and 

proteolipid protein (PLP; Akiyama et al., 2002; Stadelmann et al., 2019). Myelination is a tightly 

regulated process, beginning in the early postnatal period in rodents and continuing into 

adolescence, peaking at ~PD20-21 in rats (Sarkar et al., 2019). For example, expression of 

MBP, accounting for ~1/3 of myelin composition, consists of various isoforms that are 

developmentally regulated through alternate splicing, with exon 2-containing isoforms involved 

in active myelination and hence expressed predominantly during early development, while exon 
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2-spliced isoforms are the primary MBP isoforms in mature myelin structures (Martinsen and 

Kursula, 2022; Siu et al., 2015). The temporal expression and splicing of myelin genes are 

regulated by various oligodendrocyte transcription factors, including OLIG1/2, SOX10, MYRF 

and QKI (Figure 5.1; Emery and Lu, 2015; Wu et al., 2002). Myelin structures are susceptible to 

inflammation and degradation, leading to demyelination of axons. Remyelination can be 

achieved in later development through the differentiation of adult OPCs into mature myelinating 

oligodendrocytes (Skaper, 2019).  

 

Figure 5.1. Oligodendrocyte differentiation 
Oligodendrocyte lineage markers (OLIG) 1/2 and transcription factor SOX10 are expressed throughout the 
lineage. OPCs (PDGFRα+, NG2+) differentiate first into pre-myelinating oligodendrocytes (O4+, O1+) during 
which activation of transcription factors MYRF and QKI enable expression of myelin genes, promoting 
differentiation of mature myelinating oligodendrocytes (O4+, O1+, MBP+, MAG+, MOG+, CNAPse+, PLP1+). 

 

5.1.2. Epigenetics in glial cell development 

Epigenetic mechanisms play important roles in the development and function of both microglia 

and macroglia. For microglia, their ability to learn and adapt to immune responses has been 

suggested to be epigenetically regulated (Carloni et al., 2021). Indeed, microglial loss of 

MECP2, a critical DNAm-binding protein, induces dysregulated neuroinflammatory responses, 

with an altered transcriptome, favouring an exacerbated pro-inflammatory response (Cronk et 

al., 2015; Jin et al., 2015; Zhao et al., 2017). Further, microglial immune “priming” or memory 

has been hypothesised to be epigenetically programmed, though this work to date has primarily 

been investigated in relation to histone modifications (Martins-Ferreira et al., 2021). Moreover, 
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epigenetic mechanisms are important in the specification, differentiation and proliferation of 

different macroglia cell types from the SVZ NPC pool, with DNAm and demethylation required 

for the gliogenic switch. It has been shown that inhibition of Dnmt1 in NPCs promotes 

astrogenesis (Fan et al., 2005) through hypomethylation of astrocyte-specific genes (e.g., Gfap) 

leading to upregulation of astrocyte-specific gene expression, thereby inducing astrocyte 

differentiation (Hatada et al., 2008; Takizawa et al., 2001). Likewise, inhibition of Dnmt1 in OPCs 

has been shown to inhibit oligodendrocyte differentiation and maturation (Egawa et al., 2019) 

through disturbed expression of key myelin transcripts and perturbation of critical splicing events 

(Moyon et al., 2016). Moreover, in mature macroglia, DNAm changes have been implicated in 

astrocyte function and are thought to play a role in upregulation of genes promoting astrogliosis 

via STAT3-signalling (Neal and Richardson, 2018). In adult oligodendrocyte lineage cells, 

disturbances to DNA demethylation through activation of TET enzymes and DNMT inhibition, 

leads to reduced adult OPC differentiation and inhibited remyelination following injury (Arthur-

Farraj and Moyon, 2021). Conversely, DNA hypermethylation in oligodendrocytes leads to 

dysregulation of various oligodendrocyte-specific transcription factors, causing aberrant myelin 

gene expression and abnormal myelination (Chen et al., 2021b). Of note, as with microglia, 

epigenetic memory has also been postulated in oligodendrocyte lineage cells which may affect 

their differentiation and mature function and increase susceptibility to myelin dysmorphology (Li 

et al., 2022). 

5.1.3. Glial dysfunction in schizophrenia and MIA 

Glial cell dysfunction is now a well-recognised pathologic feature in schizophrenia. As outlined 

in Chapter 2, neuroinflammatory disturbances are frequently identified in schizophrenia. In line 

with this, post-mortem schizophrenia brains have revealed increased active microglial density 

in critical brain regions (Bernstein et al., 2015; Frick et al., 2013), with such changes 

hypothesised to drive neuroinflammatory disturbances in schizophrenia (Laskaris et al., 2016). 

Functional changes to macroglia have been less well evaluated, but as with microglia, reactive 

astrocytes have also been identified in the brains of schizophrenia patients and are thought to 

further contribute to observed neuroinflammatory disturbances (Müller and Schwarz, 2010). 

Oligodendrocytes, by contrast, have been more frequently studied through their roles in 

myelination. Reduced white matter connectivity and integrity has been suggested to be an early-

stage pathological marker of schizophrenia (Kubicki et al., 2003), with reduced expression of 

myelin proteins and consequent hypomyelination identified frequently in the brains of 

schizophrenia patients (Francisco et al., 2022; Vikhreva et al., 2016), with reduced white matter 

integrity specifically associated with cognitive deficits (Holleran et al., 2020; Zong et al., 2021). 

Further, differential DNAm of immune genes in peripheral blood samples has been linked to 

presentation of white matter deficits, indicating a plausible link between inflammation, 

epigenetics and oligodendrocyte pathology (Zong et al., 2021). Taken together, these studies 

support the role of dysfunctional glia in schizophrenia pathology.  
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Given the importance of cytokines in the role of glial cell development, these cells have also 

gained interest in the MIA field. Indeed, studies have shown increased microglial activation, 

reactive astrocytes and white matter abnormalities in the brains of MIA-offspring (Crum et al., 

2017; Fernández de Cossío et al., 2021; Lee et al., 2021; Namvarpour et al., 2022; Ozaki et al., 

2020; Page et al., 2021; Xia et al., 2020). Corresponding changes in expression of glial cell-

enriched genes have also been explored in MIA models, with particular focus on glial cell 

markers Iba1 and Gfap, enriched from microglia and astrocytes, respectively (Woods et al., 

2021). However, the expression of these genes provide limited functional information without 

concomitant evaluation of cell density changes. Further, few studies have evaluated glial cell 

changes across the developmental timeline or evaluated epigenetic changes which may 

modulate MIA-induced glial cell dysregulation.   

5.1.4. Chapter aims  

Chapter 4 demonstrated hundreds of differentially methylated genes in the PFC of adult females 

experiencing MIA-induced cognitive deficits. These changes were enriched at genes expressed 

from glial cells. As outlined above, epigenetic regulation plays a fundamental role in glial cell 

development and function. It is therefore plausible that the observed gene-specific DNAm 

changes in MIA-exposed offspring may represent changes to glial cell development, leading to 

altered function. This is further supported by the evidence that cytokine signalling can alter the 

differentiation and proliferation of glia cells, postulating a mechanistic link between MIA, foetal 

brain cytokine imbalances and abnormal glial cell development. It was hypothesised in this 

Chapter that MIA and resulting foetal neuroinflammation would perturb the temporal 

development of macroglia and microglia, driven by differential methylation and consequent 

expression of glial-specific genes, thus, underscoring malfunction of these cells. To explore this 

hypothesis, glial gene targets were selected from the RRBS dataset (Chapter 4, Appendix 7) 

which are normally expressed only from one glial cell type (Appendix 9) and have demonstrated 

a previous association with schizophrenia (see Table 5.1 for summary of selected candidates 

evaluated in this Chapter). How these genes are dysregulated both transcriptionally and 

epigenetically by MIA has yet to be analysed, particularly across development. Hence, the 

overarching aim of this Chapter was to evaluate how the DNAm and expression of these gene 

candidates are developmentally impacted by MIA and whether there is any evidence of 

concordant glial cell maldevelopment by:  

i) Evaluating the effect of MIA on individual glial cell densities/morphologies as a measure 

of cellular maldevelopment. 

ii) Evaluating MIA-induced changes to glial-cell-specific gene regulation across 

development by measurement of DNAm profiles of selected candidate gene regulatory 

elements and how these correlate with changes in gene/protein expression.  
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Table 5.1. Summary of selected glial cell-enriched candidate gene functions 
Summary of selected candidate gene functions, alongside their associations with neurological diseases and changes previously identified in MIA models. RRBS finding indicates the 
gene regions and directionality of methylation changes identified. *Indicates the region used for downstream analysis. 
§Note: this gene did not pass acceptance criteria for pyrosequencing but as it is closely related to Mbp that did satisfy this requirement, it was analysed for gene expression 

Candidate 
gene 

RRBS 
finding  

Glial cell 
enrichment 

Function(s) Implication for role pathogenesis of 
neurological disease 

Previous change in a 
MIA model 

References 

Sgk1  
(Serum/ 
glucocorticoid 
regulated 
kinase 1) 

↓Promoter*  
↓Exon 10 
 

Microglia Upregulated in the brain in 
response to 
cortisol/corticosteroid signalling 
via glucocorticoid receptors to 
mediate downstream effects of 
this pathway.  
 

Dysregulation of the SGK1-GSKβ 
pathway identified in schizophrenia 
patients. SGK1 is upregulated in major 
depressive disorder and reduced in post-
traumatic stress disorder. 

Differentially methylated 
in the PFC of adult mice. 

Anacker et al., 2013; 
Dattilo et al., 2020;  
Licznerski et al., 2015; 
Richetto et al., 2017b; 
Stertz et al., 2021. 

Irs1 
(Insulin 
receptor 
substrate 1) 

↑Exon 1* 
↑Intron 1 

Microglia Activated downstream of insulin 
receptor, functions in 
downstream insulin signalling 
and modulation of inflammation. 

IRS1 promoter is differentially methylated 
in schizophrenia patient brains. Altered 
IRS1 phosphorylation identified in 
Alzheimer’s and cognitive decline.  
 

Differentially methylated 
in the PFC of adult mice. 

Chen et al., 2015; Li et 
al., 2020b; Richetto et 
al., 2017b; 
Tanokashira et al., 2019; 
Wu et al., 2020. 

Tgfbr2  
(TGFβ 
receptor 2) 

↓Intron 1* 
↑Introns 3, 7 

Microglia Constitutive receptor for TGFβ, 
roles in anti-inflammatory 
signalling and microglial 
activation. 
 

TFGBR2 mRNA elevated in peripheral 
blood samples from schizophrenia 
patients. Dysregulated TGFβ in plasma of 
schizophrenia patients. 

Differentially methylated 
in the PFC of adult mice. 

Bierie and Moses, 2010; 
Numata et al., 2008; 
Pan et al., 2022; 
Richetto et al., 2017b; 
Zhang et al., 2019a. 

Gpc4  
(Glypican 4) 

↓Promoter*  
↓Intron 1 
 

Astrocytes Cell surface heparan sulphate 
proteoglycan, roles in synapse 
formation and regulating 
synaptic receptor density. 

GPC4 mRNA upregulated in Alzheimer’s 
disease. Mutations in several glypicans 
identified in schizophrenia patients.  

Differentially methylated 
in the PFC of adult mice. 

Allen et al., 2012; Farhy-
Tselnicker et al., 2017; 
Kamimura and Maeda, 
2021; Ma et al., 2021; 
Richetto et al., 2017b. 
 

Nfasc  
(Neurofascin) 

↑Exons 21, 
22 
↓Introns 1*, 
4, 6, 7, 8  
↑Intron 22 
 

Oligodendrocytes Cell adhesion molecule, roles in 
perinodal ECM formation, axon 
outgrowth, synapse formation, 
myelination and neuron-glial 
interactions. 

Genetic variants in the NFASC gene 
associated with schizophrenia. 
Elevated CSF NFASC in Alzheimer’s 
patients. 

Differentially methylated 
in the PFC of adult mice. 

Chang et al., 2014; Duits 
et al., 2018; Fawcett et 
al., 2019; Richetto et al., 
2017b; Roussos and 
Haroutunian, 2014; Wu 
et al., 2020. 

Mbp 
(Myelin basic 
protein) 

↓Exon 2* 
↓Introns 1, 3 

Oligodendrocytes Major protein component in the 
myelin sheath, expressed form 
mature oligodendrocyte cells.  

MBP gene variants and differential 
methylation identified in schizophrenia 
patients. MBP expression abnormalities 
and demyelination found in multiple 
sclerosis.  
 

Differentially methylated 
in the PFC of adult mice. 
Differentially expressed 
in various MIA models. 

Ayalew et al., 2012; 
Boggs, 2006; Martinsen 
and Kursula, 2022; 
Woods et al., 2021; Wu 
et al., 2020. 
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Candidate 
gene 

RRBS 
finding  

Glial cell 
enrichment 

Function(s) Implication for role pathogenesis of 
neurological disease 

Previous change in a 
MIA model 

References 

§Mag 
(Myelin 
associated 
glycoprotein) 

↓Exon 1 
↓Intron 11 

Oligodendrocytes Major component in the myelin 
sheath, expressed form mature 
oligodendrocyte cells. 

Genetic variants in the MAG gene 
associated with schizophrenia. 
 

Differentially expressed 
in various MIA animal 
models. 

Ayalew et al., 2012; 
Boggs, 2006; Martinsen 
and Kursula, 2022; 
Woods et al., 2021; Wu 
et al., 2020. 
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5.2. MATERIALS AND METHODS 

Note: the following methods were performed on samples collected from PR1 (GD21 FC) and PN2 
(PD1 FC, PD21-100 PFC). 

5.2.1. Quantification of glial cell density 

5.2.1.1. Selection of glial cell markers  

Owing to the over-representation of glial-enriched genes in the RRBS dataset (Chapter 4, Figure 

4.22B), IHC and IF were used to quantify individual glial cell densities in the adolescent and 

adult PFC to evaluate if there were any morphological or developmental changes to these cell 

lines as a result of MIA. Glia can be broadly divided into microglia and macroglia (consisting of 

astrocytes, oligodendrocytes and OPCs). Various cell-specific glial markers exist, however, 

there is a lack of consensus in the literature regarding the optimal marker, with results varying 

in a regional, developmental and species-specific manner (Dawson et al., 2003; Jurga et al., 

2020; Kuhn et al., 2019; Lin et al., 2017; Souza et al., 2013; Valério-Gomes et al., 2018; Waller 

et al., 2016; Zhang et al., 2019b), creating a challenge when selecting the best marker for each 

cell group. With this in mind, individual glial cell-specific markers were selected based on 

guidance from previous experimentation in-house (Murray et al., 2019), general literature 

consensus and antibody availability (Table 5.2). Following marker selection, antibodies were 

validated for optimal stain use. For all IHC/IF optimisations, see Appendix 14.  

Table 5.2. Selection of glial cell-specific markers 

Glial cell type Selected 
marker 

Reason for selections References 

Oligodendrocyte OLIG2  OLIG2 is generally accepted to be 
representative of the entire 
oligodendrocyte lineage.  

 OLIG2 will detect both immature and 
mature oligodendrocyte cells.  

Kuhn et al., 
2019; 
Valério-Gomes 
et al., 2018. 

OPC NG2  Accepted marker for OPCs. 
 NG2+ cells may also denote 

progenitors capable of differentiating into 
astrocytes.  

Dawson et al., 
2003; Kuhn et 
al., 2019. 

Astrocyte GFAP Across species GFAP is recognised as 
being exclusively expressed by 
astrocytes. Other common astrocyte 
markers e.g., S100B, another astrocyte 
marker, is also expressed by OPCs. 

 GFAP does not stain all cortical 
astrocyte cells.  

Souza et al., 
2013; Waller et 
al., 2016; 
Zhang et al., 
2019b. 

Microglia IBA1 IBA1 is a well-recognised cross-species 
microglia marker on which we have 
successfully published before.   

 IBA1 is also expressed by 
macrophages. 

Jurga et al., 
2020; Lin et al., 
2017; Murray et 
al., 2019.  
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5.2.1.2. Immunofluorescence (IF) 

Oligodendrocytes (OLIG2+ cells) and astrocytes (GFAP+ cells) differentiate from the same 

cellular progenitor pool, specified in rats on ~GD15 (the time of MIA induction in the model). 

Given that these processes are in part regulated by the IL-6 family of cytokines, it was 

hypothesised the ratio of these cellular groups may be disturbed. Accordingly, the aim was to 

quantify these two cell types from the same sample through a co-staining protocol. As co-

staining is more amenable to IF than IHC, IF was selected to quantify these cell types.  

Sectioned tissue samples (30μM) stored in cryoprotectant (see Chapter 2, Section 2.2.2) were 

drawn up using a Pasteur pipette and transferred to a labelled net-well, which was then placed 

in a cell culture plate well (12-well plate, Corning, Ewloe, UK) containing 2mL 1XPBS (Oxoid, 

Basingstoke, UK). The net-well containing the sample was then transferred through successive 

incubations of buffers, allowing infiltration of the buffer into the net-well, with containment of 

tissue sections within the net-well. This provided a useful technique to enable multiple 

incubations without risk of damaging tissue sections through excessive handling. First, the 

samples were washed 3x5min in 2mL 1XPBS to remove cryoprotectant. For antigen retrieval, 

the sample net-wells were transferred to a glass trough (74mmx105mmx85mm) containing 

50mL antigen retrieval buffer (Table 5.3). The trough was then transferred to a water bath (SLS 

Lab Pro, Galveston, USA) heated to 80°C and incubated as per buffer-specific conditions (Table 

5.3). The sample net-wells were returned to 12-well culture plates and washed 3x5min in 2mL 

1XPBS. The samples then underwent protein blocking for 1h at room temperature in 1.5mL 5% 

serum protein block. 5% serum protein block was also used to dilute the primary and secondary 

antibodies and was prepared (10mL) as follows: 4μL Triton-X (Sigma-Aldrich, Gillingham, UK), 

500μL normal goat serum (Vector Labs, London, UK), 9.496mL 1XPBS. Following protein block 

the sample was washed for 2x5min in 2mL 1XPBS prior to primary antibody incubation.  

Table 5.3. Antigen retrieval buffers and conditions 

Buffer Buffer preparation Incubation time Antibody 
Sodium 
Citrate 

1.47g sodium citrate (Sigma-Aldrich) 
350μL Tween 20 (Sigma-Aldrich) 
500mL dH2O  
pH6.0 (adjusted by HCl) 

30min anti-IBA1  
anti-OLIG2/anti-GFAP 

Tris-EDTA 1.21g Trizma Base (Sigma-Aldrich) 
0.37g EDTA (Sigma-Aldrich) 
0.5mL Tween 20 (Sigma-Aldrich) 
1000mL dH2O  
pH9.0 (adjusted by HCl) 

10min anti-NG2 

 

As the IF was a co-stain protocol, the primary antibody solution contained two primary antibodies 

diluted together in 1.5mL 5% serum protein block and hence optimisation experiments (see 

Appendix 14, Section 1) were used to show that there was no cross-reactivity between these 

two primary antibodies (raised in different hosts, Table 5.4) that would influence staining 

patterns. Accordingly, samples were placed in 1.5mL primary antibody solution containing the 

optimal dilution of both primary antibodies (Table 5.4) and incubated for 48h at 4°C. 



 

211 
 

Table 5.4. Immunofluorescence primary antibody dilutions for glial cell markers 

Antibody Details Dilution factor and titre 
Anti-GFAP  Chicken polyclonal 

Abcam, ab4674  
(Lot GR3368950; 19.4mg/mL) 

1:3,000 (6.5μg/mL) 

Anti-OLIG2  Rabbit monoclonal [EPR2673] 
Abcam, ab109186  
(Lot GR3300367; 131μg/mL) 

1:1,000 (0.131μg/mL) 

Following primary antibody incubations, samples were washed 2x5min in 2mL 1XPBS and then 

transferred to 1.5mL secondary antibody solutions and incubated for 2h at room temperature in 

the dark. Secondary fluorescent antibodies (cross-reactive to the two primary antibody host 

species) were both diluted 1:1,000 (2μg/mL) in 5% serum protein block. Secondary fluorescent 

antibodies used were the goat anti-chicken IgY H&L Alexa Fluor® 488 (ab150169; 2mg/mL; 

Abcam, Cambridge, UK) for GFAP and goat anti-rabbit IgG H&L Alexa Fluor® 594 (ab150080; 

2mg/mL; Abam, Cambridge, UK) for OLIG2. Following secondary antibody incubations, samples 

were then washed with 3x5min 2mL 1XPBS and then transferred from the net-wells to a petri 

dish containing dH2O using a Pasteur pipette.  

The sections were then carefully mounted using a paintbrush and Pasteur pipette onto Menzel 

Gläser SuperFrost® Plus adhesion slides (ThermoFisher, Oxford, UK) and left to dry at room 

temperature for 2h in the dark. Mounted tissue sections were then covered with Aqueous 

Fluoroshield Mounting Medium with DAPI (Abcam, Cambridge, UK), rapidly cover-slipped and 

left to dry for 1h at room temperature. Slides were then imaged within 48h at the Bioimaging 

Core Facility (University of Manchester, UK) using a 3D-Histech Pannoramic-250 microscope 

slide-scanner with DAPI (350/440 Ex/Em), FITC (Alexa Fluor® 488; 490/525 Ex/Em) and TRITC 

(Alexa Fluor® 594; 555/607 Ex/Em) filter sets. Images were acquired using a 5X, 10X, 20X and 

40X 0.80 Plan Apochromat objectives (Zeiss) and uploaded into CaseVeiwer (v2.4.0, 3D-

Histech, Budapest, Hungary) for analysis. 

5.2.1.3. Immunohistochemistry (IHC) 

IHC was selected to assess microglia (IBA1+ cells) using our in-house pre-optimised 

methodology (Murray et al., 2019). For NG2+ OPCs, while IF was desired to allow better 

comparison with the OLIG2+ cell staining, optimisation experiments (Appendix 14, Section 2) 

showed that IHC resulted in lower background signal than IF and hence NG2+ OPCs were 

quantified by IHC. As with IF, sectioned tissue samples (30μM) stored in cryoprotectant (see 

Chapter 2, Section 2.2.2) were drawn up using a Pasteur pipette and transferred to a labelled 

net-well which was then placed in a cell culture plate well (12-well plate, Corning, Ewloe, UK) 

containing 2mL 1XPBS (Oxoid, Basingstoke, UK). The samples were then washed 3x5min in 

2mL 1XPBS. For antigen retrieval, the sample net-wells were transferred to a glass trough 

(74mmx105mmx85mm) containing 50mL antigen retrieval buffer (Table 5.3) and transferred to 

a water bath (SLS Lab Pro, Galveston, USA) heated to 80°C and incubated as per buffer-specific 

conditions (Table 5.3). The sample net-wells were then returned to 12-well culture plates and 
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washed 3x5min in 2mL 1XPBS. Samples then underwent two successive blocking incubations: 

a peroxidase block and a protein block. Endogenous peroxidase activity was blocked by 

incubation with 1.5mL 1.5% hydrogen peroxide block solution (150μL methanol (Fisher, 

Loughborough, UK), 1.5μL Triton-X (Sigma-Aldrich, Gillingham, UK), 22.5μL hydrogen peroxide 

(Sigma-Aldrich, Gillingham, UK), 1317μL 1XPBS) for 30min at room temperature on an orbital 

shaker, followed by 2x5min 2mL 1XPBS washes. The samples were then incubated in 1.5mL 

5% serum protein block for 1h at room temperature. 5% serum protein block was prepared as 

follows (10mL): 4μL Triton-X (Sigma-Aldrich, Gillingham, UK), 500μL normal horse serum 

(Vector Labs, London, UK), 9.469mL 1XPBS. Following protein block, 2x5min 2mL 1XPBS 

washes were performed. Primary antibody dilutions were prepared in 1.5mL 5% serum protein 

block and incubated under antibody-specific conditions (Table 5.5).  

Table 5.5. IHC primary antibody conditions for glial cell markers 

Marker Antibody Dilution Incubation 
IBA1 goat polyclonal, Abcam, ab5076 

(Lot: GR3374909; 0.5mg/mL) 
1:2,000 (0.25μg/mL) 24h 4°C 

NG2  rabbit polyclonal, Chemicon, 
AB5320 (1mg/mL) 

1:500 (2μg/mL) 48h 4°C 

 

After primary antibody incubations, the samples were washed 2x5min in 2mL 1XPBS and 

transferred to 1.5mL secondary antibody solutions and incubated for 2h at room temperature. 

Secondary biotinylated antibodies (cross-reactive to the primary antibody host species) were 

diluted 1:200 (7.5μg/mL) in 5% serum protein block. Biotinylated secondary antibodies included 

the horse anti-goat IgG antibody (H+L), biotinylated (BA-9500-1.5; 1.5mg/mL; Vector Labs, 

London, UK) for IBA1 and the horse anti-rabbit IgG antibody (H+L), biotinylated (BA-1100-1.5; 

1.5mg/mL; Vector Labs, London, UK) for NG2. For detection of secondary antibody binding, the 

VECTASTAIN® ABC-HRP Peroxidase (Vector Labs, London, UK) and DAB (3,3'-

diaminobenzidine) Substrate Peroxidase (HRP), with Nickel (Vector Labs, London, UK) kits 

were used. These solutions were prepared prior to use as per manufacturer’s directions: for 

ABC, to 5mL 1XPBS, 1 drop reagent A (Avidin) and 1 drop reagent B (Biotinylated peroxidase) 

were added and the solution incubated for 30min prior to use; for DAB, to 5mL dH2O, 2 drops 

of buffer stock solution, hydrogen peroxide and nickel solution and 4 drops DAB substrate were 

added. Following completion of secondary antibody incubation, samples were washed with 

2x5min 2mL 1XPBS before incubation for 45min in the dark in 1.5mL ABC solution at room 

temperature. The samples were then washed 3x5min with 2mL 1XPBS and placed in 1.5mL 

DAB solution for 15 min, during which the samples began a colour change to purple-grey. The 

samples were then rapidly transferred to 2mL dH2O to stop the colour change reaction. Free 

floating sections were then transferred from the net-well to a petri dish containing 1XPBS using 

a Pasteur pipette. The sections were carefully mounted using a paintbrush and Pasteur pipette 

onto Menzel Gläser SuperFrost® Plus adhesion slides (ThermoFisher, Oxford, UK) and left to 

dry at room temperature for 2h.  
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Once dry, the slides were dehydrated by successive incubations for 5min in 70%, 90% and then 

100% (v/v) ethanol solutions. These solutions were prepared from 100% ethanol (Fisher, 

Loughborough, UK) diluted in dH2O. Finally, the slides were incubated in Histo-Clear (National 

Diagnostics, Charlotte, USA) for 5min. DPX mounting medium (Sigma-Aldrich, Gillingham, UK) 

was used to fix coverslips (VWR, Lutterworth, UK) over the tissue sections.  

Cover-slipped slides were left to set for 1 week and then imaged at the Bioimaging Core Facility 

(University of Manchester, UK) using a 3D-Histech Pannoramic-250 microscope slide-scanner 

with brightfield filter sets. Images were acquired using 5X, 10X, 20X and 40X 0.80 Plan 

Apochromat objectives (Zeiss) and uploaded into CaseVeiwer (v2.4.0, 3D-Histech, Budapest, 

Hungary) for analysis. 

5.2.1.4. Negative controls 

For both IHC and IF, negative controls were performed using: i) omission of primary antibodies; 

ii) replacement of primary antibody with corresponding concentration (μg/mL) of species-specific 

IgG (Table 5.6). No staining was observed in negative controls (see Appendix 14, 

Supplementary Figures S14.2&5&6), validating that the observed staining for each methodology 

was specific to primary antibody binding. 

Table 5.6. IHC/IF negative controls (glial cell markers) 

Primary antibody  Corresponding control  

Anti-IBA1, goat polyclonal Goat IgG Control Antibody (Vector Labs, I-5000-5) 

Anti-NG2, rabbit polyclonal 
Rabbit IgG, Control Antibody (Vector Labs, I-1000-5) 

Anti-OLIG2, rabbit monoclonal 

Anti-GFAP, chicken polyclonal  Normal Chicken IgY Antibody, (Chemicon, AC146) 

5.2.1.5. IHC and IF analysis 

CaseVeiwer (v2.4.0, 3D-Histech, Budapest, Hungary) was used to analyse the tissue sections, 

with slide identifiers randomly generated to blind counters to sample identity.  

I. Calculating cell density 

First, each hemispheric PFC region on a slide was annotated using the Rat Brain Stereotaxic 

Co-ordinates as a guide (6th Edition, Paxinos and Watson, 2007; Figure 2.2). A minimum of five 

PFC sections, corresponding to 10 split hemispheric sections per sample, were annotated on 

each slide. Three additional 1mm2 ‘training’ annotations were also drawn on the slides. The cells 

within these three training regions and one randomly selected PFC annotation, were manually 

counted, by two independent experimenters, using the built-in manual annotation tool within the 

software. These manual counts were used to train and test the efficiency of the automated 

scoring software.  

Automated cell counting was performed within each defined PFC annotation using the 

CaseViewer software add-on, HistoQuant Wizard (3D-Histech, Budapest, Hungary). The 
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HistoQuant algorithm was “trained” to recognise the stain for each cell type, by manually 

identifying the stain within the three training annotations. Within the algorithm general settings: 

‘fill gaps’ was set to full capacity and size exclusion settings for each cell type was set as per 

Table 5.7. Subsequently, the trained algorithm was employed to count the number of cells 

present in the training annotations and was required to be within ±5% of the manual count for 

each of the trained regions before proceeding. When this stage was passed, the average % 

accuracy of the algorithm at this stage was compared between groups, to ensure no over- or 

underscoring bias, with no significant differences identified. 

Table 5.7. HistoQuant algorithm size exclusions 

Stain Lower size exclusion Upper size exclusion 

IBA1+ 50 500 

NG2+ 50 500 

GFAP+ 20 500 

OLIG2+ 5 200 

Size represents an arbitrary unit within the algorithm to distinguish background counting. 

Successfully trained algorithms were then used to automatically count cells in all PFC 

annotations within the slide on which they had been trained. These automated cell counts were 

subsequently compared to the manually counted PFC annotation and were found to be within 

the range of -5.3% to +7.4% of the manual count, providing confidence in the robustness of the 

algorithm training. Following this final check, cell density per mm2 of each PFC annotation was 

calculated and averaged across all PFC sections on a slide, to give an average cell density/PFC 

mm2 for each sample. 

II. Scoring microglia cell morphology 

Given that IBA1+ microglia possess multiple morphologically disparate activation states, each 

with different functions, a quantification of the ratio of these various activation states within the 

PFC was undertaken. For this analysis, automated cell counting was not possible due to the 

morphological subtlety of the differences between IBA1+ microglia cell morphologies and the 

variability in DAB background staining, which together prevented the algorithm from accurately 

distinguishing microglial activation states with the granularity required. Instead, each 

automatically counted microglial cell from six randomly selected PFC annotations per slide were 

manually scored for their activation state. Based on previous publications assessing the 

morphology of rat IBA1+ cells (Fernández-Arjona et al., 2017, 2019; Kongsui et al., 2014; 

Morrison et al., 2017; Wyatt-Johnson et al., 2017), the automatically counted IBA1+ microglia 

were manually ‘binned’ into four morphological states: ramified/resting, rod-like, 

ameboid/intermediate and hypercomplex/hyper-ramified determined by distinct cellular 

structures (Figure 5.2). Each morphological state was then calculated as a percentage of total 

IBA1+ cells/PFC section, averaged across the six selected sections. 
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Figure 5.2. Morphological characterisation of microglia activation states 
Depiction of the morphological scoring of IBA1+ microglia in the rat PFC. Using previous morphometric guidelines (Fernández-Arjona et al., 2017, 2019; Kongsui et al., 2014; Morrison 
et al., 2017; Wyatt-Johnson et al., 2017), the cell body, process length and branching and convex hull area were used to classify and therefore ‘bin’ the cells into four distinct morphological 
groups as shown.
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5.2.2. Nucleic acid extraction  

The nucleic acid extraction method employed in PN1 needed to be optimised for PN2 to support 

the sequencing methods. While the nucleic acid extraction methodology used for PR1/PN1 

(Qiagen RNeasy and DNeasy kits; Chapter 3, Section 3.2.1.1) worked successfully on prenatal 

samples (Appendix 2, Supplementary Figure S2.1), these kits produced variable results for 

gDNA/RNA yields and quality from postnatal tissue (Appendix 2. Supplementary Figure S2.2). 

Hence, alternative methods were considered: i) a TRIzol™ Reagent (Invitrogen, Loughborough, 

UK) based method, ii) a non-membrane-based column extraction method (GenElute™, Merck, 

Gillingham, UK), iii) a membrane-based column extraction, with similar technology to Qiagen 

method, which negated the need of splitting the original lysate (InnuPREP DNA/RNA mini kit, 

Analytik Jena, Jena, Germany). These individual methodologies are outlined in Appendix 10. 

For all techniques trialled, RNA/DNA quantity was measured using ThermoFisher NanoDrop® 

and QuantiFluor® ONE dsDNA System (Promega, Southampton, UK), respectively, as 

described previously (Chapter 4, Section 4.2.1). While quality was assessed using agarose gel 

electrophoresis (Chapter 3, Section 3.2.1.2).  

Accordingly, it was found that the innuPREP DNA/RNA mini kit (Analytik Jena, Jena, Germany) 

produced RNA and gDNA of optimal yield and quality for downstream analysis, when compared 

to other trialled methods (Appendix 10) or previously used Qiagen method (Appendix 2). Hence, 

this kit was used for all future nucleic acid extractions, performed as per kit instructions. Briefly, 

stored tissue samples in RNAlater were thawed on ice and excess RNAlater solution removed 

by aspiration. 500μL Lysis Solution RL was added to the frozen tissue sample and the sample 

homogenised with pestle until tissue was no longer visible. The sample was incubated for a 

further 10min at room temperature to allow complete sample lysis. The lysed sample was then 

transferred to Spin Filter D and centrifuged at 10,000xg for 2min. At this stage the gDNA binds 

to the membrane and the filtrate contains the RNA. 400μL 70% ethanol was then added to the 

RNA-containing filtrate and the solution added to Spin Column R and centrifuged at 10,000xg 

for 2min to bind the RNA. The spin columns containing DNA (D) and RNA (R) were then 

processed in parallel: 500μL wash solution HS was added and centrifuged at 10,000xg for 1min, 

followed by addition of 700μL wash solution LS, centrifuged at 10,000xg for 1min. In both cases 

the filtrate was discarded. The columns were then dried by centrifugation at 10,000xg for 2min. 

To the Spin Filter D 80μL Elution buffer was added and to Spin Filter R 50μL RNase-free water. 

The tubes were incubated for 1min at room temperature before centrifuging for 1min at 6,000xg 

to elute the samples.  

5.2.3. Bisulphite-pyrosequencing 

5.2.3.1. Assay design 

Pyromark assay design software (v2.0.2., Qiagen, Manchester, UK) was used to design 

pyrosequencing assays for DNA regions of interest, as identified by the RRBS (Chapter 4, 
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Section 4.3.4) focusing on the final 54 interconnected genes (Chapter 4, Figure 4.22A; Appendix 

9). Briefly, for each gene, the ≤100bp region of DNA sequence containing ≥2 DMCs was 

extracted from the UCSC genome browser (Rat assembly Rn5.0; Lee et al., 2022) including the 

300bp sequences upstream and downstream. For each individual gene, this therefore created 

an input sequence up to 700bp in length. If the DMCs of interest were ≥100bp apart the 

candidate gene was excluded, as limiting technical factors reduce the pyrosequencing system’s 

accuracy during longer sequencing reads (Mashayekhi and Ronaghi, 2007). The input 

sequences were uploaded into the assay design software as ‘region of interest’. Pre-defined 

methodological criteria was used to exclude non-viable candidates: when a sequence was ‘too 

CpG dense’ such that the software was not able to design a specific assay, the candidate gene 

was discarded; occasionally (due to sequence composition/length) the DMCs of interest were 

not measurable in a single pyrosequencing assay therefore, due to sample constraints, these 

candidate sequences were deemed as ‘non assayable’ for the purpose of this study; candidate 

genes which returned poor pyrosequencing assay scores (<60%) were discarded as being 

unlikely to perform efficiently. Of the final candidate genes which passed the assay design stage, 

a final consideration was made to minimise the number of candidate genes for downstream 

analysis. Here, the directional changes in methylation (as identified by the RRBS), at all DMCs 

within the assayed sequence, were assessed. Genes were excluded for having bi-directional 

(increases and decreases) methylation changes in the same region, making functional 

interpretation challenging. Ten genes withstood the acceptance criteria (Appendix 9), six of 

which will be analysed here. Table 5.8 shows the top scoring assay for each gene (inclusive of 

forward and reverse PCR primers (one biotinylated) and sequencing primers). Primers were 

obtained lyophilised from Invitrogen (Loughborough, UK) and reconstituted to 100μM using Tris-

EDTA buffer pH8.0 (Invitrogen, Loughborough, UK) and stored at -20°C.  

5.2.3.2. Bisulphite conversion 

For bisulphite conversion of DNA samples, the EZ DNA Methylation-Gold Kit (Zymo Research, 

Irvine, USA) was used. Briefly, gDNA samples were diluted to 100ng/20μL in nuclease-free 

water (Ambion, Waltham, USA). M-Wash buffer and CT conversion reagents were prepared as 

per kit specifications: by adding 96mL 100% ethanol (Fisher, Loughborough, UK) to the M-Wash 

buffer concentrate; and 900μL nuclease-free water (Ambion, Waltham, USA), 300μL M-Dilution 

buffer and 50μL M-Dissolving buffer to the CT reagent salt. The CT reagent salt was then left to 

dissolve for 10min at room temperature with regular vortexing. 130μL prepared CT conversion 

reagent was added to each 20μL DNA sample, followed by incubation in a 3Prime thermal cycler 

(Techne, London, UK) at 98°C for 10min followed by a 64°C incubation for 2.5h. Following the 

incubation, 600μL M-Binding buffer was added to a Zymo-Spin IC column, followed by the 

reaction mixture from the thermal cycler. The column was then mixed by inversion. The Zymo-

Spin IC column was centrifuged at 10,500xg for 30s and the flow-through discarded. 100μL M-

Wash buffer was added to the column, centrifuged at 10,500xg for 30s and the flow-through 

discarded. 200μL M-Desulphonation buffer was added to the column and incubated at room 
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temperature for 18min after which it was centrifuged at 10,500xg for 30s and the flow-through 

discarded. Two further washes were performed, both using 200μL M-Wash Buffer with 

centrifugation at 10,500xg for 30s. The column was then transferred into a sterile 

RNAse/DNAse-free 1.5mL Eppendorf. 11μL M-Elution buffer was added to the column and 

centrifuged at 16,000xg for 30s to elute the bisulphite-converted DNA (bis-DNA). This process 

was performed twice for each sample in parallel and the two eluted volumes combined and 

stored at -80°C. A pooled bis-DNA sample (1μL pooled from each prepared sample) was 

created to use as a positive control to assess intra- and inter-plate variability during 

pyrosequencing.  

5.2.3.3. Bisulphite PCR (bis-PCR) 

Forward and reverse primers (Table 5.8) for bis-PCR were diluted 1:10 in Tris-EDTA buffer 

pH8.0 (Invitrogen, Loughborough, UK) to create 10μM stocks. Equal volumes of these 10μM 

solutions were combined to create a stock forward and reverse primer mix, with each primer 

present at a 5μM concentration. bis-PCR reactions used the Pyromark PCR kit (Qiagen, 

Manchester, UK). As per kit instructions, bis-PCR reactions were prepared as follows to create 

a final volume of 25μL: 12.5μL 2XPyromark PCR Master Mix, 2.5μL 10XCoralLoad Concentrate, 

7μL nuclease-free water, 1μL 5μM forward/reverse primer mix and 2μL bis-DNA sample. For 

negative controls 2μL of nuclease-free water was added in place of sample and for positive 

controls 2μL pooled control sample was added. Prepared bis-PCR reactions were loaded onto 

a 3Prime thermal cycler (Techne, London, UK) and incubated as follows: 15min 95°C (1 cycle); 

30s 94°C, 30s 56°C, 30s 72°C (45 cycles); 10min 72°C. Following bis-PCR 5μL of product from 

each sample was assessed by agarose gel electrophoresis to confirm a single amplicon of 

predicted size (Table 5.8). Gels were prepared at 2% (w/v) agarose (Bioline, London, UK) in 

1XTAE and a 1:10,000 dilution of GelRed (VWR, Lutterworth, UK). 1XTAE solution was 

prepared from a 1:50 dilution of 50XTAE stock (Cleaver Scientific, Rugby, UK). A 25bp 

HyperLadderTM (Bioline, London, UK) was loaded to assess bis-PCR amplicon size. Gel 

electrophoresis was performed in 1XTAE at 100V for 2.5h. Gels were visualised on a GelDoc 

XR (Bio-rad, Watford, UK) on automatic exposure. A representative bis-PCR gel for each gene 

can be found in Appendix 4, Section 3, Supplementary Figures S4.10-S4.15. 

5.2.3.4. Pyrosequencing  

Pyrosequencing was performed using the Pyromark Q24 Advance reagents, with enzyme and 

substrate salts reconstituted in 700μL nuclease-free water (Ambion, Waltham, USA). The 

Pyromark Q24 Advanced software and machine (Qiagen, Manchester, UK) were used for all 

pyrosequencing assays. The candidate gene assays were created with default settings using 

the ‘sequence to analyse’ generated by the assay design software (Section 5.2.3.1; Table 5.8).  
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Table 5.8. Pyrosequencing assay design 
Gene Genomic 

region  
(strand) 

UCSC 
Rn5.0 
genome 
reference 

Sequence to 
analyse 
(total number of 
CpG sites) 
 

bis-PCR forward primer (5’-3’) bis-PCR reverse primer (5’-3’) PCR 
product 
size 
(bp) 

(Pyro)sequencing primer 
(5’-3’) 

Mbp Exon 2 (+/-) Chr18: 
78480225-
78480237 

TTYGTAGTYGTTTYGGG
TTGTGTTATATGTATAA
GGTAA 
(3) 

GGTAGGTATTTTGGTTAAAGTAGAGT CCTATCCTAATCTATATAACCCTCTCA* 186 AGTAGGAGTTTTTTGTTTTTTTATG (+) 

Nfasc Intron 1 (-) Chr13: 
54573476-
54,573,680 

TYGTTAGTTAYGAAAGT
TAGTGAATTYGGGGAG
TAGTAAAATTTTAAAGT 
GA 
(3) 

TTGGTAGTTTTTAGTTTAGAGGTATAGT CTTCCTTAACTTCTCTCTCAATATTT* 286 GATTATGATAGGTTTAGGTTTT (+) 

Gpc4 Promoter (+) ChrX: 
139513312-
139513332 

ATAGYGGATTYGGGGG
TGGGGGGTGGGGGAY
GGGATTTGG 
AATTTATAGTTGGG 
TTG 
(3) 

ATAGTTTATTTTAGTGGGTTAGGGTTGTA CTCTCAACCCAACTATAAATTCCA* 210 GTTATTGGTATTGTTTTGATTTAA (+) 

Sgk1 Promoter (+) Chr1: 
25661285-
25661295. 

ATCCYTCTCCAATCCTA
ACCATTCCYAACACYAA
AAAAAAAC 
(3) 

ATAGAAAGGGAAGGATTTGGATGT* AAAAAAACCAATCTCAACAACTTAAT 129 ATTAAATAATAAAATTAACAAACC (-) 

Tgfbr2 Intron 1 (-)  Chr8: 
123670209-
123670231 

TTTTTGYGATGGGATTT
GGAGGGTAATTYGGGT
TAGGTGT TTTTATTGAA 
T 
(2) 

AGTTTTTAGGAAGGAGTTTTAGTTT TCTCTAACCTCACTATTTCCTAACCTACT* 228 AGGAGTTTTAGTTTTTGTATTA (+) 

Irs1 Exon 1 (-) Chr9: 
87831272-
87831355 

TTGTGGYGTTTTATATT
TTTATTGTTATTATYGTT
GTTTTTTTTTGTAGTTTT
TGTTTTAAAAGATATTG
TGTTGTTAGTTYGYGTA
GGYGTYGAGAAGGTTT 
(6) 

TTGAGGGTGTTGTTTAATATTTTTGAT CCAAAATAAACCTAAATCCCAACCATAA* 344 ATATATTTTTAAAGGATGTAGAG (+) 

Key: Y-CpG sites identified by RRBS as increased in methylation. Y-CpG sites identified by RRBS as decreased in methylation. Y-additional CpG sites present within the sequence to 
analyse.  *Biotinylated primer. +Positive strand. -Negative strand
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In a 24-well PCR plate, 70μL bead solution (prepared by adding 26.4μL Streptavidin Sepharose 

High Performance beads (Sigma-Aldrich, Gillingham, UK) to a solution of 765.6μL dH2O and 

1056μL Binding Buffer) was added to each well. 10μL bis-PCR product was then added to each 

well, including 22 individual samples, 1 negative control (nuclease-free water only) and 1 

positive control (Section 5.2.3.2). The plate was then shaken at 14,000rpm, at room temperature 

for 10min (MixMate PCR96; Eppendorf, Hamburg, Germany) to bind biotinylated PCR products 

to the streptavidin beads. During this incubation, the sequencing primer mix was prepared, 

consisting of 648μL Annealing Buffer and 2μL 100μM sequencing primer. Following the 

incubation, the vacuum pump on the Pyromark Q24 vacuum station was used to draw up the 

bead-bound sample from the PCR plate. These vacuum-bound samples were then processed 

through 70% ethanol (5s), denaturing solution (5s) and wash buffer (15s). All vacuum station 

buffers were prepared as per manufacturer’s instructions (Table 5.9). 

Table 5.9. Pyromark vacuum station buffer preparation 

Buffer Preparation 
70% ethanol  700mL molecular grade ethanol (Fisher, UK) and 300mL dH2O. 
Denaturing solution 0.2M NaOH (Fisher, UK) in 1L dH2O. 

Wash buffer 
10mM Trizma base (Sigma, UK) in 1L dH2O. Adjusted to pH7.8 with acetic 
acid (glacial). 

The vacuum was then turned off and the beads mixed on a Q24 pyrosequencing plate containing 

25μL/well of prepared sequencing primer mix. The Q24 sequencing plate was incubated at 85°C 

for 2min (Dri-Block DB-2D; Techne, London, UK) before being loaded onto the machine. The 

machine cartridge was then prepared as per the software instructions, with 140μL of enzyme 

and substrate solution used for each gene assay, while nucleotide volumes were assay-specific 

(see Appendix 11, Section 1). The cartridge was then placed into the machine and the 

sequencing program commenced. The data was retrieved as %methylation at each CpG site in 

the sequence to analyse. The mean %methylation of the CpG sites within the sequence to 

analyse was also calculated to give ‘average CpG methylation’ across the sequence. All 

negative samples retuned no interpretable data while positive control samples showed clear 

passable peaks (see Appendix 11, Section 2). To assess expected sample variability the 

average CpG methylation of each assay positive control was compared across plates (Table 

5.10). %CV was <1.7 for all assays, with methylation ranging <1.7% between the positive control 

repeats. These criteria therefore form the standard variability of the assays. Between-group 

differences in methylation percentage would hence be required to exceed this to be considered 

not just an artefact of assay variability. 

Table 5.10. Pyrosequencing intra-assay positive control assessment 
Assay PC1 PC2 PC3 PC4 PC AV %CV PC RANGE 
Mbp 95.67 95.33 94.67 94.33 95.25 1.08 1.34 
Sgk1 60.75 61.00 60.50 61.00 60.81 0.39 0.50 
Nfasc 49.33 49.67 51.00 50.00 50.00 1.44 1.67 
Gpc4 35.33 35.67 35.67 35.67 35.58 0.47 0.33 
Tgfbr2 28.50 28.00 29.00 29.00 28.63 1.67 1.00 
Irs1 39.33 39.83 40.67 40.33 40.04 1.46 1.00 

Results indicate mean %methylation of the CpG sites within each assay across four plates. Abbreviations: PC, positive control. 
AV, Average.  
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5.2.4. mRNA expression analysis 

All reverse transcription and qPCR reactions were performed as previously described (Chapter 

3, Section 3.2.2). Again, the Gene Globe software (Qiagen, Manchester, UK) was used, with 

the rat genome (Rattus norvegicus) searched for suitable primers for each candidate gene of 

interest. In this Chapter, this included genes identified in the RRBS analysis that were involved 

in glial cell development (Chapter 4; Appendix 9: Mbp, Mag, Nfasc, Gpc4, Sgk1, Irs1, Tgfbr2) 

alongside transcription factors closely involved in the transcriptional regulation of 

oligodendrocyte maturation (Olig2, Myrf, Qki). See Table 5.11 for a full list of QuantiTect primer 

assays used. As found previously, a 1:50 cDNA dilution was optimal for all candidate genes 

following a dilution trial, consistently producing Ct values 15-30 across development (Chapter 

3, Section 3.2.2.2).  

As previously described, stability of expression for six common reference genes: Gapdh, Ubc, 

Ywhaz, B2m, Actb, Mdh1 (GeNorm primer panel, Z-HK-SY-RA-600; PrimerDesign Ltd., 

Chandler's Ford, UK) were analysed for PR1/PN2 samples using GeNorm (Vandesompele et 

al., 2002; Chapter 3, Section 3.2.2.3). Based on this analysis, it was determined that three 

reference genes (Gapdh, Ubc and B2m) were optimal for expression normalisation in 

developing cortex samples from PR1/PN2 (Appendix 3, Supplementary Figure S3.3). Notably 

Gapdh and Ubc, were also the most stable reference genes in PR1/PN1 suggesting robust 

stability of these reference genes between cohorts, while Actb remained the least stable 

reference gene. The geometric mean of the three selected reference genes was used to 

normalise candidate gene expression values. 

Table 5.11. QuantiTect primer assays (Chapter 5) 

Gene QuantiTect primer assay (Cat no.) Amplicon size (bp) Exons spanned 

Mbp Rn_Mbp_1_SG (QT00199255) 117 1/2/3 

Mag Rn_Mag_1_SG (QT00199255) 118 7/8 

Olig2 Rn_Olig2_1_SG (QT00386505) 92 - 

Myrf Rn_Myrf_2_SG (QT02374379) 102 4/5 

Qki Rn_Qk_2_SG (QT01683465) 161 2/3 

Nfasc Rn_Nfasc_1_SG (QT00174538) 96 5/6/7 

Sgk1 Rn_Sgk1_3_SG (QT02349774) 114 9/10 

Gpc4 Rn_Gpc4_2_SG (QT01586655) 117  6/7 

Tgfbr2 Rn_Tgfbr2_1_SG (QT00182315) 81 3/4 

Irs1 Rn_Irs1_1_SG (QT00374801) 111 - 

 

Finally, agarose gel electrophoresis was performed to assess correct amplicon size, as 

described previously (Chapter 3, Section 3.2.2.4). A single clear band of predicted size (Table 

5.11) was taken to indicate successful qPCR efficiency and the generation of a single, gene-

specific amplicon. A representative qPCR gel for each gene is shown in Appendix 4, Section 3, 

Supplementary Figures S4.6-S4.15. 
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5.2.5. Preparation of cytosolic and membrane protein lysates  

Cytosolic and membrane protein fractions were prepared from whole tissue lysates (Chapter 2, 

Section 2.2.3). For separation into cytosolic and membrane fractions, whole tissue lysate 

samples were centrifuged for 15min (800xg, 4°C) to pellet cellular debris and large organelles. 

The supernatant was transferred to a fresh Eppendorf tube and centrifuged for a further 20min 

(12,000xg, 4°C) to pellet cell membranes. The final supernatant, containing the cytosolic protein 

fraction, was removed into a fresh aliquot, while the pellet (containing the membrane fraction) 

was reconstituted in 25μL 1XPBS (Oxoid, Basingstoke, UK). Prepared protein fractions were 

stored at -80°C for later use. Protein lysate concentrations were quantified using a Bradford 

assay (Chapter 2, Section 2.2.3.1) where membrane and cytosolic fractions were diluted 1:100 

before quantification.  

5.2.6. ProteinSimple Western (WES)  

WES kit reagents (ProteinSimple, San Jose, USA) were prepared as per manufacturer’s 

guidelines: 40μL dH2O was added to powdered DTT to produce a 400mM solution; 20μL 

10XSample buffer and 20μL prepared 400mM DTT were added to the powdered fluorescent 

master mix to make a 5XFluorescent master mix solution; 20μL dH2O used to reconstitute 

lyophilised biotinylated ladder; 200μL Luminol-S and 200μL Peroxide were mixed to create a 

Luminol-Peroxide solution. All protein lysate samples were diluted in 0.1XSample dilution buffer 

(prepared from 10XSample buffer diluted 1:100 in dH2O) while antibodies were diluted in 

antibody diluent (refer to antibody-specific protocols for sample and antibody dilution factors). 

4μL diluted samples were mixed with 1μL 5XFluorescent master mix and then denatured by 

heating in a water bath (SLS Lab Pro, Galveston, USA) at 95°C for 5min (cytosolic fractions) 

and 40°C for 30min (membrane fractions) as recommended by ProteinSimple and then stored 

on ice. The reconstituted biotinylated ladder, prepared samples, reagents, diluted primary 

antibodies and provided secondary antibodies were then loaded onto a standard WES plate as 

directed by the kit guidelines (see Appendix 12, Supplementary Figure S12.1). The plate was 

then spun briefly and loaded onto the WES instrument, after the addition of the wash buffer, 

along with the WES capillary. The standard WES protocol used the 12-230kDa 25 capillary 

cartridge (SMW003/4). All antibodies for selected candidate proteins of interest were tested for 

their suitability on the ProteinSimple WES platform as this platform allows for increased 

throughput and lower sample protein demand compared to a standard Western blot. For 

suitability on WES an antibody had to demonstrate a clear immunoreactive band at the expected 

molecular weight using the standard WES protocol, with minimal background/off target effects. 

For this Chapter, the only antibody which was shown to be compatible with WES was the anti-

SGK1 antibody (rabbit polyclonal; 28454-1-AP, 900μg/mL; Proteintech, Manchester, UK), 

producing a band of anticipated molecular weight (55-58kDa) with limited off-target effects 

(Supplementary Figure S12.2). A representative WES blot image can be seen in Figure 5.3. For 

validation experiments see Appendix 12, Section 2. 
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Figure 5.3. Representative WES blot image for SGK1 
Figure shows the raw WES chemiluminescence image obtained by the WES machine for the anti-SGK1 
antibody. The biotinylated ladder is shown in lane 1. Samples are in lanes 2-25 with sample ID indicated across 
the top. The anti-SGK1 band detected is at ~55-58kDa and is present in all lanes with varying intensity. 

5.2.6.1. Antibody optimisations: determining the dynamic range 

The WES dynamic range is defined as the experimental conditions under which the output signal 

increases in a linear fashion with protein concentration but where the antibody concentration is 

near saturation (Nelson et al., 2017). The dynamic range is required to enable reproducible, 

accurate signal quantification and was determined for each WES antibody (Appendix 12, 

Section 3). To achieve this, three protein concentrations at each developmental age were trialled 

in the selected cellular fraction along with four antibody concentrations. Graphs were plotted at 

each developmental age for: i) all protein concentrations for each individual antibody dilution 

using area under the curve (AUC); ii) all antibody concentrations at each individual protein 

concentration using peak height (chemiluminescence). Protein concentration graphs were 

assessed to identify the protein concentration within the linear phase of the curve. Antibody 

concentration graphs were assessed for the concentration where near signal saturation (curve 

plateau) was achieved. For the anti-SGK1 antibody used in this Chapter, the optimal 

experimental WES conditions are shown in Table 5.12. 

Table 5.12. anti-SGK1 antibody optimal conditions 

Timepoint/Tissue Antibody dilution and titre Protein concentration 
GD21 FC 

1:50 (18μg/mL) 

1.4μg/μL 
PD1 FC 1.4μg/μL 
PD21 PFC 1.2μg/μL 
PD35 PFC 1.0μg/μL 
PD100 PFC 0.6μg/μL 



 

224 
 

5.2.6.2. Normalisation of target protein expression to total protein  

To normalise target protein expression signal, ProteinSimple (San Jose, USA) total protein 

detection modules were used (DM-TP01). These modules attach biotin to all proteins in the 

sample. Subsequent incubation with streptavidin-HRP followed by Luminol-Peroxide generates 

a chemiluminescent signal for total captured protein. AUC of the total protein signal can then be 

used to normalise candidate protein AUC values. These assays were hence performed on all 

samples, at the same concentration at which they were optimised for the target antibody of 

interest (e.g., Table 5.12 for SGK1) and denatured under the same conditions. For these assays, 

preparation of the WES plate was as described previously (Appendix 12, Supplementary Figure 

S12.1), but instead of primary antibody the total protein labelling reagent was used and in place 

of HRP-conjugated secondary antibody, total protein streptavidin-HRP was used.  

5.2.6.3. WES analysis  

All WES experiments were analysed using the Compass for Simple Western software (v6.1.0, 

ProteinSimple, San Jose, USA). A WES output included a representative blot image (Figure 5.3) 

and an electropherogram quantifying chemiluminescence signal (Figure 5.4).  

 
Figure 5.4. Representative WES electropherogram for SGK1 
Figure shows a representative electropherogram of a sample on the WES machine. The primary SGK1 peak is 
indicated in green at 55-58kDa.   

Default settings for the electropherogram analysis were used; with exposure set to high dynamic 

range (HDR) and automatic baseline fit. The peak of interest was identified manually and any 

other peaks excluded. For each sample, the AUC for the identified target protein peak was used 

as the target signal. This target protein AUC value was divided by the total protein AUC 
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(performed on the same sample at the same concentration), to give a normalised target protein 

expression value for statistical analysis. 

5.2.7. Western blotting 

All other selected target antibodies which were deemed incompatible with WES, were assayed 

using a standard Western blot. For this Chapter, this included the anti-MBP (rabbit polyclonal, 

10458-1-AP, 500μg/mL; Proteintech, Manchester, UK) and anti-GPC4 (rabbit polyclonal, 13048-

1-AP, 650μg/mL; Proteintech, Manchester, UK). Western blots were performed as described in 

Chapter 3, Section 3.2.3.2, unless otherwise indicated. 

5.2.7.1. Western antibody validations  

Each antibody was validated for its target specificity by protein size (as determined by the 

molecular weight ladder) and cell fraction enrichment, with developmental expression pattern 

used as further validation where applicable. In addition, negative control blots, which excluded 

the primary antibody from the assay, were used to show the specificity of the immunoreactive 

product against the background. See Appendix 13 for individual Western antibody validations.  

Through these validation experiments, the anti-MBP antibody demonstrated immunoreactive 

bands at isoform sizes of approximately 14kDa, 17kDa, 18.5kDa and 21.5kDa (Supplementary 

Figure S13.1; Akiyama et al., 2002; Kruger et al., 1999), while the anti-GPC4 band was observed 

at the predicted molecular weight of ~62kDa (Supplementary Figure S13.3; Hagihara et al., 

2000; Xiong et al., 2016) as anticipated in the rat brain. Further, in line with i) their functions as 

membrane-bound proteins, both were enriched in the cell membrane fraction (Supplementary 

Figures S13.1&3; Akiyama et al., 2002; Hagihara et al., 2000); ii) with neurodevelopment in the 

rat, MBP was also almost non-detectable, with the exception of a faint 21.5kDa isoform, in early 

development (GD21/PD1) prior to the onset of myelination at PD10, while postnatal MBP 

expression increased significantly between PD1 and PD100 (Supplementary Figure S13.2; 

Akiyama et al., 2002; Downes and Mullins, 2014). These validations demonstrated the 

specificity of the selected antibodies for the target proteins of interest. Further, negative control 

blots showed these bands were specific to the primary antibodies (Supplementary Figure 

S13.10B).  

5.2.7.2. Antibody optimisations: determining the linear range  

Following validation, antibodies were optimised to identify the experimental conditions under 

which the linear range of the assay was achieved (Pillai-Kastoori et al., 2020), a methodological 

state comparable to the dynamic range of a WES assay. This, as with WES optimisations, was 

achieved through trials of multiple antibody dilutions and protein concentrations. For individual 

Western antibody optimisations, see Appendix 13, Section 2. These experiments showed similar 

optimal experimental conditions for GPC4 and MBP (Table 5.13). Given that MBP and GPC4 

were present in the same fraction (Supplementary Figures S13.1&3), with similar optimal 
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experimental conditions, but very different molecular weights, 14-22kDa and 60-65kDa, 

respectively, it was decided they could be quantified from the same sample on a single Western 

blot using successive primary antibody incubations. 

Table 5.13. MBP and GPC4 optimal conditions 

Antibody GD21 and PD1 FC PD21 PFC PD35 and 100 PFC 

MBP  
(rabbit polyclonal, 
Proteintech, 10458-1-AP) 

100μg protein/well 
1:5,000 (0.1μg/mL) 
antibody dilution 

50μg protein  
1:5,000 (0.1μg/mL) 
antibody dilution 

25 or 50μg protein  
1:5,000 (0.1μg/mL) 
antibody dilution 

GPC4  
(rabbit polyclonal, 
Proteintech, 13048-1-AP) 

100μg protein/well 
1:1,000 (0.65μg/mL) 
antibody dilution 

50μg protein  
1:1,000 (0.65μg/mL) 
antibody dilution 

25μg protein  
1:1,000 (0.65μg/mL) 
antibody dilution 

 

To achieve this, it was first determined in what order to perform the primary antibody probes. 

Optimisation experiments showed that the anti-GPC4 antibody was most efficient following an 

overnight 4°C incubation, while the anti-MBP antibody performed equally well using an overnight 

4°C incubation or 3h room temperature incubation (Appendix 13, Supplementary Figure S13.9). 

Therefore, it was decided that the standard Western blotting protocol would be followed 

(Chapter 3, Section 3.2.3.2), with the anti-GPC4 antibody used as the first primary antibody 

probe (1:1,000 dilution (0.65μg/mL); overnight, 4°C). Subsequently, following equilibration of the 

blot to room temperature on day 2, the blot was washed (4x5min standard washes) and a 

second primary antibody probe performed for 3h at room temperature using the anti-MBP 

antibody (1:5,000 dilution (0.1μg/mL)). This second primary antibody probe was followed by 

4x5min standard washes prior to the incubation of the blot with the reference antibody (anti-

GAPDH). A representative Western blot is shown in Figure 5.5.  

5.2.7.3. Selecting a reference antibody for normalisation  

Given the large sample demand in some Western optimisations (see Appendix 13, Section 2), 

it was determined that a reference antibody, which could be assayed on the same blot as the 

target protein, would be most optimal to normalise target protein expression for Western blots. 

However, this demanded the use of a stably expressed protein within each cellular fraction. 

Given the findings from the mRNA reference gene stability panel (Appendix 3), the stability of 

the proteins encoded by the least (Actb, encoding β-actin/ACTB) and most (Gapdh, encoding 

GAPDH) stable reference gene was evaluated in both cytosolic and membrane cellular 

fractions. For this, cytosolic or membrane fraction samples, inclusive of all sexes, developmental 

ages and groups were randomly selected for a stability assessment. 20μg protein was 

loaded/well and the standard Western blotting protocol was followed (Chapter 3, Section 

3.2.3.2), until drying of the PVDF membrane. After this, the blots were placed in 1XPBS and 

stored overnight at 4°C. The following day they were equilibrated to room temperature for 1h 

and then processed through two successive reference antibody probes, both for 2h at room 

temperature as per the standard protocol, with standard washes between the addition of each 
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reference antibody. The first incubation was a 1:2,000 (1μg/mL) dilution of the anti-ACTB 

antibody (mouse monoclonal, A2228, 2mg/mL; Merck, Gillingham, UK), the second a 1:2,000 

(0.5μg/mL) dilution of the anti-GAPDH antibody (mouse monoclonal, 60004-1-Ig, 1mg/mL; 

Proteintech, Manchester, UK). This stability assessment (see Appendix 13, Section 3, 

Supplementary Figures S13.13&14) demonstrated that GAPDH was the most stable protein 

across both cellular fractions in all experimental conditions and hence the anti-GAPDH antibody 

was selected as the reference antibody for all further Western blotting experiments.  

 

Figure 5.5. Representative GPC4/MBP Western blot 
Membrane lysate was loaded at pre-optimised μg/well (Table 5.13). Western blot was run as per standard 
conditions (Chapter 3, Section 3.2.3.2) but primary antibody incubations were performed sequentially: first an 
overnight incubation at 4°C using 1:1,000 (0.65μg/mL) anti-GPC4, then on day 2, a second primary antibody 
incubation was performed for 3h at room temperature using 1:5,000 (0.1μg/mL) anti-MBP. Finally, a 1:2,000 
(0.5μg/mL) anti-GAPDH antibody incubation was performed as reference. Molecular weight (kDa) ladder is 
indicated on the left. Abbreviations: GD, gestational day; PD, postnatal day; M, male; F, female; PIC, poly(I:C); 
VEH, vehicle 

5.2.7.4. Western blot analysis  

Western blot analysis was performed using ImageStudio Lite (v5.2, Li-Cor, Cambridge, UK) 

using default software settings with a median background adjustment. For analysis, a rectangle 

was drawn around each target protein and reference protein band. The same size rectangle 

was used for each target/reference band across every blot to maintain inter-blot consistency in 

background and signal quantification. The obtained signal for each target protein band was 

divided by the signal for the reference protein (GAPDH) band in the same lane to give a 

normalised target protein expression value for statistical analysis.  

5.2.8. Statistics 

Foetal/offspring molecular outputs (including the following dependent variables in this Chapter: 

cell density, %DNAm, relative gene expression, relative protein expression),  were analysed as 

described in Chapter 2, Section 2.2.5 and Chapter 3, Section 3.2.6, in SPSS v28.0 (IBM). Briefly, 

within-group outliers were excluded using SPSS extreme outlier function. Between-group and 
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post-hoc sex comparisons were analysed by GLMM including Dam as a random factor and the 

following four predictors: fixed factors (sex, group) and covariates (maternal IL-6 and TNFα), 

with p-values≤0.05 considered statistically significant and 0.05<p≤0.08 highlighted as trending 

towards significance. Where the effects of all four predictors were insignificant, the phrase ‘there 

were no significant effects of any predictors’ will be used. Post-hoc Pearson’s (r) or Spearman’s 

(rho) correlations were used to evaluate directionality of relationship between numerical 

dependant variables and covariates. Note that for each pyrosequencing assay, the methylation 

of each CpG site and the average CpG methylation was analysed. This approach was chosen 

as, while methylation across a genomic regulatory region (including CGIs, promoters, exon 1 

and intron 1; Anastasiadi et al., 2018; Brenet et al., 2011; Deaton and Bird, 2011; Moore et al., 

2013) is generally considered to drive gene expression, the RRBS analysis identified significant 

differences in only a subset of CpG sites within the selected regulatory sequences (Table 5.8). 

Likewise, age- and disease-associated DNAm changes, including those identified in 

schizophrenia, are often CpG site-specific (Chen et al., 2021a; Grodstein et al., 2021; Jin et al., 

2023; Pries et al., 2017; Steg et al., 2021). Hence, analysis of both average and individual CpG 

site methylation changes across a genomic region could distinguish if individual CpG sites are 

particularly susceptible to MIA-induced and/or developmental alterations in methylation.  

Graphs were generated using GraphPad Prism (v9.0), with n-numbers for dam per group (N) 

and foetuses/pups per sex per group (n) indicated in figure legends. Data represented as mean 

±SEM, where individual points represent individual animals. Note: group*sex interactions are 

not indicated on graphs, instead post-hoc analyses by sex are outlined on graphs where 

significant.  
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5.3. RESULTS 

Note: as the aims of this Chapter were to evaluate specific glial cell developmental changes, results 
are presented by glial cell type.  

5.3.1. Glial cell densities in the PFC: an overview 

Perfused PFC tissue samples were collected at PD35 and PD100 only (Chapter 2, Section 

2.2.2). A summary of the staining densities for each cell type can be found in Table 5.14. OLIG2+ 

oligodendrocytes had the greatest cell density, followed closely by GFAP+ astrocytes, IBA1+ 

microglia and finally NG2+ OPCs had the lowest density, in agreement with others (Dawson et 

al., 2003; Verkhratsky et al., 2017). There were no obvious changes in overall cell densities 

between PD35 and PD100 determined by overlaps between density values (mean ±SEM), but 

for individual microglia activation states there was a reduction in IBA1+ amoeboid cells between 

PD35 to PD100 (-48.72%) and an increase in rod (+48.36%) and hypertrophic (+314.58%) 

microglial cells.  

Table 5.14. Summary of glial cell density/PFCmm2 (mean ±SEM) 

Cell type  PD35 PD100 

IBA1+ Microglia 
%Ramified 
%Rod 
%Ameboid 
%Hypertrophic 

157±4 
88.46±0.94 
2.44±0.23 
8.21±0.77 
0.96±0.17 

149±4 
88.15±0.79 
3.62±0.40 
4.21±0.23 
3.98±0.60 

GFAP+ Astrocytes 340±14 
 

336±18 

OLIG2+ Oligodendrocytes 397±10 
 

392±16 

NG2+ OPCs  105±4 
 

103±3 

5.3.2. Dysregulation of microglia in the developing cortex 

5.3.2.1. IBA1+ microglia density changes 

A representative IBA1+ stain is shown in Figure 5.6C. There were no significant effects of any 

predictors on IBA1+ cell density in the PD35 and PD100 PFC (Figure 5.6A). However, IBA1+ 

microglia have distinct morphologies analogous to their activation state (Fernández-Arjona et 

al., 2017, 2019; Kongsui et al., 2014; Morrison et al., 2017; Wyatt-Johnson et al., 2017). 

Accordingly, the morphologies of the various activation states (ramified, rod, ameboid, 

hypertrophic; Figure 5.2) were scored. Results from this analysis (Figure 5.6B) showed a 

significant reduction in ramified IBA1+ microglia in poly(I:C)-offspring relative to vehicle-offspring 

at both ages, with a main effect of group at PD35 (GLMM: F1,18=4.61, p=0.046) and a main effect 

of both group (GLMM: F1,17=11.45, p=0.004) and a trend to a main effect of maternal TNFα 

(GLMM: F1,17=3.63, p=0.074) at PD100. This appears due to an increase in ameboid IBA1+ 

microglia in poly(I:C)-offspring relative to vehicle at PD35 (main effect of group, GLMM: 
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F1,18=7.67, p=0.013) and an increase in hypertrophic IBA1+ microglia in poly(I:C)-offspring 

relative to vehicle at PD100 (main effect of group, GLMM: F1,18=13.15, p=0.002). There were no 

significant differences in the density of rod cells at either timepoint.  

 

Figure 5.6. IBA1+ Microglia cell density 
A. IBA1+ microglia cell density. B. Quantification of IBA1+ microglia activation states by morphology. Bars 
represent mean ±SEM (N=6, n=6-7), dots represent individual animals. C. Representative IBA1+ stain, 10X 
magnification, inset shows magnification of a typical ramified microglia. Π-shaped black bars show GLMM 
results. Black symbols show significant main effects of: group, *p<0.05, **p<0.01; Grey symbols show trending 
main effects (0.05<p<0.08) in the GLMM: maternal TNFα, α. Abbreviations: PIC, poly(I:C); VEH, vehicle; PD, 
postnatal day. 
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5.3.2.2. Differential methylation of microglia-enriched genes 

I. Sgk1 

SGK1 is the serum/glucocorticoid response kinase, upregulated in response to glucocorticoid 

signalling and has been previously associated with schizophrenia. The RRBS identified reduced 

methylation in the Sgk1 gene promoter (Table 5.8; Appendix 9). This promoter region, 

containing four CpG sites was analysed by pyrosequencing across the developmental timeline  

(GD21-PD100). 

GD21 FC 

There was no significant effect of any predictors on average CpG methylation or on methylation 

of any individual CpG sites, with the exception of CpG2 where there was a significant main effect 

of sex (GLMM: F1,11.38=6.71, p=0.025), with females having higher methylation at CpG2 than 

males (Figure 5.7C). 

PD1 FC 

For average CpG methylation there was a group*sex interaction (GLMM: F2,11=9.12, p=0.005). 

Post-hoc analysis showed a main effect of maternal TNFα in females (GLMM: F1,7=14.67, 

p=0.006), corresponding to a negative correlation between maternal plasma TNFα and female 

average Sgk1 promoter methylation (r=-0.823, p=0.006) and a main effect of group in males 

(GLMM: F1,5=8.34, p=0.034), with increased Sgk1 promoter methylation in the poly(I:C)-males 

relative to vehicle-males (Figure 5.7A). This pattern was observed similarly across CpG1 and 

CpG2 but not CpG3 and CpG4 (Table 5.15; Figure 5.7B-D).   

Table 5.15. Sgk1 promoter methylation PD1 statistics 

CpG 
site 

Minimal GLMM Post-hoc females Post-hoc males 

CpG1 Group*sex: F2,6.94=6.53, p=0.025  MatTNFα: F1,7=17.17, p=0.004  
r=-0.843, p=0.004 
 

Group: F1,4=18.02, p=0.013 
MatTNFα: F1,4=10.86, p=0.030  
Increase in poly(I:C)-males relative 
to vehicle 

CpG2 Group*sex: F3,12.53=4.44, p=0.024 MatTNFα: F1,7=12.71, p=0.009  
r=-0.803, p=0.009 
 

Group: F1,8=6.04, p=0.039; Increase 
in poly(I:C)-males relative to vehicle 

CpG3 Group*sex: F3,17=3.01, p=0.059 NSP Group: F1,8=8.45, p=0.02; Increase 
in poly(I:C)-males relative to vehicle 

CpG4 Group*sex: F3,17=2.98, p=0.061 NSP Group: F1,8=6.61, p=0.033; Increase 
in poly(I:C)-males relative to vehicle 

Abbreviations: MatTNFα, 3h maternal TNFα plasma concentration; NSP, no significant effects of any predictors. 

PD21 PFC 

For average CpG methylation there was a significant main effect of sex (GLMM: F1,3.93=12.02, 

p=0.026) with increased Sgk1 promoter methylation in females relative to males (Figure 5.7A), 

with no significant effects of any predictors on methylation at the individual CpG sites (Figure 

5.7B-D). 
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Figure 5.7. Sgk1 promoter methylation 
A. Average % methylation. B. CpG1 % methylation. C. CpG2 % methylation. D. CpG3 % methylation. E. CpG4 % methylation. Bars represent mean ±SEM (N=5-7, n=5-7). Black 
significance bars represent significant results of the GLMM, ― shaped significance bars represent results across the whole developmental stage, Π shaped bars represent post-hoc 
GLMM within a single sex. Black symbols show significant main effects of: group, *p<0.05; maternal TNFα, αp<0.05, ααp<0.01; sex, ϕp<0.05. Grey dashed bars and symbols represent 
trending results of the GLMM (0.05<p<0.08). Abbreviations: GD, gestational day; PD, postnatal day; M, male; F, female; PIC, poly(I:C); VEH, vehicle.
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PD35 PFC 

For average CpG methylation there was a significant main effect of group (GLMM: F1,17=5.55, 

p=0.031) with reduced Sgk1 promoter methylation in poly(I:C)-offspring relative to vehicle 

(Figure 5.7A). For the individual CpG sites, there were no significant effects of any predictors 

on CpG2 and CpG4 methylation, however there was a main effect of group for CpG1 (GLMM: 

F1,10.32=7.29, p=0.022) and a trending main effect of group for CpG3 (GLMM: F1,20=4.10, 

p=0.056), both with reduced methylation in poly(I:C)-offspring relative to vehicle-offspring 

(Figure 5.7B-D). 

PD100 PFC 

There were no significant effects of any predictors on average CpG methylation or methylation 

at the individual CpG sites (Figure 5.7).  

II. Tgfbr2 

TGFBR2 (transforming growth factor beta receptor 2) is a tyrosine receptor kinase, which forms 

a dimer with TGFBR1 to bind TGFβ, an anti-inflammatory cytokine. The RRBS identified a 

significant reduction in methylation in the Tgfbr2 gene intron 1 (Table 5.8; Appendix 9). This 

region, containing two CpG sites was analysed by pyrosequencing across the developmental 

timeline (GD21-PD100).  

GD21 FC 

For the average CpG methylation there was a significant group*sex interaction (GLMM: 

F3,13.17=7.04, p=0.005). Post-hoc analysis showed a significant main effect of group in both 

females (GLMM: F1,8=5.98, p=0.040), with reduced methylation in poly(I:C)-females relative to 

vehicle-females (Figure 5.8A) and males (GLMM: F1,8=15.02, p=0.005), with increased 

methylation in poly(I:C)-males relative to vehicle-males (Figure 5.8A). This pattern was 

observed across both CpG sites when considered individually (Table 5.16; Figure 5.8B&C).   

Table 5.16. Tgbr2 intron 1 methylation GD21 statistics 

CpG 
site 

Minimal GLMM Post-hoc females Post-hoc males 

CpG1 Group*sex: F3,12.82=2.92, p=0.074  Group: F1, 8 =4.94, p=0.057 
Reduced in poly(I:C)-females 
relative to vehicle-females 

NSP 
 

CpG2 Group*sex: F3,13.28=7.62, p=0.003 Group: F1,7=4.46, p=0.073 
Reduced in poly(I:C)-females 
relative to vehicle-females 

Group: F1,9=17.8, p=0.002 
Increase in poly(I:C)-males 
relative to vehicle-males 

Abbreviations: NSP, no significant effects of any predictors 

PD1 FC 

For the average CpG methylation there was a significant main effect of sex (GLMM: 

F1,7.22=10.96, p=0.012) with increased methylation in females relative to males (Figure 5.8A), 

this was true for both CpG sites when considered individually: CpG1 (GLMM: F1,8.1=6.52, 

p=0.034; Figure 5.8B) and CpG2 (GLMM: F1,6.78=9.45, p=0.019; Figure 5.8C).  
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Figure 5.8. Tgfbr2 intron 1 methylation 
A. Average % methylation. B. CpG1 % methylation. C. CpG2 % methylation. Bars represent mean ±SEM (N=5-
6, n=5-6). Black significance bars show significant results of the GLMM, ― shaped significance bars represent 
results across the whole developmental stage, Π-shaped bars show post-hoc GLMM within a single sex. Black 
symbols show significant main effects of: group, *p<0.05, **p≤0.01; sex, ϕp<0.05. Grey dashed bars and grey 
symbols represent trending results of the GLMM (0.05<p<0.08). Abbreviations: GD, gestational day; PD, 
postnatal day; M, male; F, female; PIC, poly(I:C); VEH, vehicle. 
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PD21 PFC 

For the average CpG methylation there was a significant main effect of group (GLMM: 

F1,15=12.69, p=0.003) with reduced methylation in poly(I:C)-offspring relative to vehicle-offspring 

(Figure 5.8A), observed also for both individual CpG sites: CpG1 (GLMM: F1,18=6.10, p=0.024; 

Figure 5.8B) and CpG2 (GLMM: F1,18=13.86, p=0.002; Figure 5.8C). 

PD35 PFC 

There were no significant effects of any predictors on average CpG methylation or methylation 

of the individual CpG sites (Figure 5.8).  

PD100 PFC 

For the average CpG methylation there was a significant main effect of group (GLMM: 

F1,17=8.40, p=0.010) with reduced methylation in poly(I:C)-offspring relative to vehicle (Figure 

5.8A), observed also for both individual CpG sites: CpG1 (GLMM: F1,17=6.35, p=0.022; Figure 

5.8B) and CpG2 (GLMM: F1,17=7.21, p=0.016; Figure 5.8C). 

III. Irs1 

IRS1 (insulin receptor substrate 1) is the response substrate downstream of insulin signalling. 

Reduced IRS1 has been associated with cognitive decline and inflammation. The RRBS 

identified a significant increase in methylation in the Irs1 exon 1 (Table 5.8; Appendix 9). This 

region, containing six CpG sites was analysed by pyrosequencing across the developmental 

timeline (GD21-PD100).  

GD21 and PD1 FC 

There were no significant effects of any predictors on average CpG methylation or methylation 

of the individual CpG sites (Figure 5.9).  

PD21 PFC 

For the average CpG methylation there was a trend to a main effect of group (GLMM: F1,18=3.56, 

p=0.075) with reduced methylation in poly(I:C)-offspring relative to vehicle-offspring (Figure 

5.9A). However, there were different effects of predictors on individual CpG site methylation. 

There were no significant effects of any predictors on methylation at CpG1 or CpG3 (Figure 

5.9B&D). At CpG2 there was a main effect of group (GLMM: F1,15=10.12, p=0.006) with reduced 

methylation in poly(I:C)-offspring relative to vehicle-offspring (Figure 5.9C). At CpG4, CpG5 and 

CpG6 there were significant group*sex interactions, with post-hoc analyses showing a 

consistent significant main effect of group only in male offspring (Table 5.17; Figure 5.9E-G).  

Table 5.17. Irs1 exon 1 methylation PD21 statistics 

CpG 
site 

Minimal GLMM Post-hoc females Post-hoc males 

CpG4 Group*sex: F3,16=6.18, p=0.005  NSP 
 

Group: F1,6=21.35, p=0.004; Decrease in 
poly(I:C)-males relative to vehicle-males  

CpG5 Group*sex: F3,13=8.11, p=0.003 NSP 
 

Group: F1,6=17.52, p=0.006; Decrease in 
poly(I:C)-males relative to vehicle-males 

CpG6 Group*sex: F3,13=4.01, p=0.032 NSP Group: F1,6=14.40, p=0.009; Decrease in 
poly(I:C)-males relative to vehicle-males 

Abbreviations: NSP, no significant effects of any predictors 
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PD35 PFC 

There were no significant effects of any predictors on average CpG methylation (Figure 5.9A). 

However, there were significant effects of different predictors on individual CpG site methylation. 

For CpG3 there was a significant main effect of maternal TNFα (GLMM: F1,15=10.43, p=0.006; 

Figure 5.9D), corresponding to a significant positive correlation between maternal TNFα 

concentration and methylation at CpG3 (r=0.640, p=0.006). For CpG6 there was a significant 

group*sex interaction (GLMM: F3,12.82=3.62, p=0.043) and post-hoc analysis showed a main 

effect of group in the females (GLMM: F1,6=10.08, p=0.019), with increased methylation at CpG6 

in poly(I:C)-females relative to vehicle-females (Figure 5.9G). There were no significant effects 

of any predictors on methylation at CpG1, CpG2, CpG4 or CpG5 (Figure 5.9B-C&E-F). 

PD100 PFC 

For the average CpG methylation there was a significant main effect of group (GLMM: 

F1,20=6.45, p=0.020) with increased methylation in poly(I:C)-offspring relative to vehicle-

offspring and a main effect of sex (GLMM: F1,20=12.91, p=0.002), with reduced methylation in 

females relative to males (Figure 5.9A). However, there were differences in the significant 

effects of the predictors on individual CpG site methylation (Table 5.18; Figure 5.9B-G). 

Table 5.18. Irs1 exon 1 methylation PD100 statistics 

CpG site Minimal GLMM 
CpG1 Sex: F1,8.39=6.61, p=0.032, Reduced in females relative to males 
CpG2 Sex: F1,16=7.25, p=0.016, Reduced in females relative to males 

Group: F1,16=3.96, p=0.064, Increased in poly(I:C)-offspring relative to vehicle-offspring 

CpG3 Sex: F1,16=12.56, p=0.003, Reduced in females relative to males 
Group: F1,16=9.79, p=0.006, Increased in poly(I:C)-offspring relative to vehicle-offspring 

CpG4 Sex: F1,20=18.96, p<0.001, Reduced in females relative to males 
Group: F1,20=5.19, p=0.034, Increased in poly(I:C)-offspring relative to vehicle-offspring 

CpG5 Sex: F1,16=14.64, p=0.001, Reduced in females relative to males 
Group: F1,16=16.37, p<0.001, Increased in poly(I:C)-offspring relative to vehicle-offspring 

CpG6 Sex: F1,16=19.12, p<0.001, Reduced in females relative to males 
Group: F1,16=6.95, p=0.018, Increased in poly(I:C)-offspring relative to vehicle-offspring 
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Figure 5.9. Irs1 exon 1 methylation 
A. Average % methylation. B. CpG1 % methylation. C. CpG2 % methylation. D. CpG3 % methylation. E. CpG4 % methylation. F. CpG5 % methylation. G. CpG6 % methylation. Bars 
represent mean ±SEM (N=5-6, n=5-6). Black significance bars show significant results of the GLMM. ― shaped significance bars represent results across the whole developmental 
stage, Π-shaped bars represent post-hoc GLMM within a single sex. Black symbols show significant main effects of: group, *p<0.05, **p<0.01; ***p<0.001; maternal TNFα, ααp<0.01; 
sex, ϕp<0.05, ϕϕp<0.01, ϕϕϕp≤0.001. Grey dashed bars and/or grey symbols represent trending results of the GLMM (0.05<p<0.08). Abbreviations: GD, gestational day; PD, postnatal 
day; M, male; F, female; PIC, poly(I:C); VEH, vehicle. 
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5.3.2.3. Differential mRNA expression of microglia-enriched genes 

I. Sgk1 

GD21 FC 

There was a significant group*sex interaction (GLMM: F3,15=5.64, p=0.009). Post-hoc analysis 

showed a significant main effect of group in the males (GLMM: F1,7.89=12.49, p=0.008), with an 

increase in Sgk1 mRNA expression in poly(I:C)-males relative to vehicle-males (Figure 5.10A).  

PD1 FC 

There was a trending group*sex interaction (GLMM: F3,6.11=4.68, p=0.051). Post-hoc analysis 

showed a trending effect of group in the females (GLMM: F1,10=4.22, p=0.067), with increased 

Sgk1 mRNA expression in poly(I:C)-females relative to vehicle-females (Figure 5.10A). 

PD21 and PD35 PFC 

There was a main effect of group for both PD21 (GLMM: F1,12.60=17.70, p=0.001) and PD35 

(GLMM: F1,14.81=4.72, p=0.046) with increased Sgk1 mRNA expression in poly(I:C)-offspring 

relative to vehicle (Figure 5.10A). 

PD100 PFC 

There was a significant main effect of maternal TNFα (GLMM: F1,24=46.30, p<0.001; Figure 

5.10A) corresponding to a positive correlation between maternal TNFα and Sgk1 mRNA 

expression (rho=0.497, p=0.010).  

II. Tgfbr2 

GD21 FC 

There were no significant effects of any predictors on Tgfbr2 expression (Figure 5.10B).  

PD1 FC 

There was a trend to a main effect of sex (GLMM: F1,8.63=4.31, p=0.069), with increased Tgfbr2 

mRNA expression in females relative to males (Figure 5.10B).  

PD21 PFC 

There was a trend to a main effect of sex (GLMM: F1,10.98=4.78, p=0.051), with increased Tgfbr2 

mRNA expression in females relative to males and a trend to a main effect of group (GLMM: 

F1,10.08=4.43, p=0.061) with increased Tgfbr2 mRNA expression in poly(I:C)-offspring relative to 

vehicle-offspring (Figure 5.10B).  

PD35 PFC 

There were no significant effects of any predictors on PD35 Tgfbr2 expression  (Figure 5.10B).  

PD100 PFC 

There was a significant main effect of group (GLMM: F1,22=17.85, p<0.001), with increased 

Tgfbr2 mRNA expression in poly(I:C)-offspring relative to vehicle (Figure 5.10B). 
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III. Irs1 

GD21 FC 

There was a significant main effect of group (GLMM: F1,19=4.48, p=0.048), with increased Irs1 

mRNA expression in poly(I:C)-foetuses relative to vehicle-foetuses (Figure 5.10C). 

PD1 FC 

There was a trend to a main effect of group (GLMM: F1,21=3.91, p=0.061), with decreased Irs1 

mRNA expression in poly(I:C)-offspring relative to vehicle-offspring (Figure 5.10C). 

PD21 and PD35 PFC 

There were no significant effects of any predictors on PD21 or PD35 Irs1 expression (Figure 

5.10C).  

PD100 PFC 

There was a significant main effect of group (GLMM: F1,26=12.94, p=0.001), with decreased Irs1 

mRNA expression in poly(I:C)-offspring relative to vehicle-offspring and a main effect of sex 

(GLMM: F1,26=7.50, p=0.011), with reduced Irs1 mRNA expression in females relative to males 

(Figure 5.10C).  
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Figure 5.10. Microglia-enriched gene expression 
Relative mRNA expression, (normalised to the geometric mean of three reference genes as described in 
methods). A. Sgk1 (N=5-8, n=5-10) B. Tgfbr2 (N=5-8, n=5-8). C. Irs1 (N=5-8, n=5-8). Bars represent mean 
±SEM. Black significance bars represent significant GLMM results, ― shaped significance bars show results 
across whole developmental age, Π shaped bars show post-hoc GLMM within a single sex. Black symbols show 
significant main effects of: group, *p<0.05, **p<0.01, ***p≤0.001; maternal TNFα, αααp<0.001; sex, ϕp<0.05. 
Grey dashed bars and symbols represent trending results of the GLMM (0.05<p<0.08). Abbreviations: GD, 
gestational day; PD, postnatal day; M, male; F, female; PIC, poly(I:C); VEH, vehicle. 
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5.3.2.4. Differential protein expression of SGK1 

SGK1 was selected for protein quantification as it demonstrated the most significant MIA-

induced changes in mRNA expression of the microglial genes (Figure 5.10) 

GD21 FC 

There was a significant main effect of group (GLMM: F1,8.29=5.62, p=0.044; Figure 5.11), with 

increased SGK1 protein expression in poly(I:C)-foetuses relative to vehicle-foetuses. 

PD1 FC 

There was a significant group*sex interaction (GLMM: F3,11=4.85, p=0.022). Post-hoc analysis 

showed a significant main effect of group in the females (GLMM: F1,7=5.11, p=0.050) with 

increased SGK1 protein expression in poly(I:C)-females relative to vehicle-females (Figure 

5.11), mirroring the trend seen for Sgk1 mRNA expression (Figure 5.10A). 

PD21 and PD35 PFC 

There were main effects of group for both PD21 (GLMM: F1,21=7.21, p=0.014) and PD35 

(GLMM: F1,11.57=4.70, p=0.052), with increased SGK1 protein expression in poly(I:C)-offspring 

relative to vehicle-offspring (Figure 5.11), again with the same direction of change seen for Sgk1 

mRNA expression (Figure 5.10A). 

PD100 PFC 

There was a trending group*sex interaction (GLMM: F3,11.64=3.48, p=0.051). Post-hoc analysis 

showed a significant main effect of maternal TNFα in the males (GLMM: F1,6.98=6.57, p=0.037; 

Figure 5.11) corresponding to a negative correlation between maternal TNFα and SGK1 protein 

expression (r=-0.694, p=0.026).  
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Figure 5.11. SGK1 protein expression 
Relative SGK1 protein expression normalised to total protein. Bars represent mean ±SEM (N=5-7, n=5-7). Black 
significance bars represent significant GLMM results, ― shaped significance bars show results across a given 
developmental age, Π-shaped bars show post-hoc GLMM within a single sex. Black symbols show significant 
main effects of: group, *p≤0.05; maternal TNFα, αp<0.05. Grey dashed bars and symbols represent trending 
results of the GLMM (0.05<p<0.08). Abbreviations: GD, gestational day; PD, postnatal day; M, male; F, female; 
PIC, poly(I:C); VEH, vehicle. 
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5.3.3. Dysregulation of astrocytes in the developing cortex 

5.3.3.1. GFAP+ astrocyte density changes 

There was a significant main effect of group at PD35 (GLMM: F1,9.58=5.16, p=0.048; Figure 5.12) 

with a reduced number of GFAP+ astrocytes in poly(I:C)-offspring relative to vehicle-offspring. 

Likewise, at PD100 there was a significant main effect of maternal IL-6 (GLMM: F1,18=4.42, 

p=0.050; Figure 5.12), corresponding to a negative correlation between maternal IL-6 and 

GFAP+ astrocyte density (r=-0.444, p=0.050). A representative GFAP+ stain is shown in Figure 

5.12B. 

 

Figure 5.12. GFAP+ Astrocyte density 
A. GFAP+ astrocyte density, bars represent mean ±SEM, dots show individual animals, (N=5-6, n=5-6). B. 
Representative GFAP+ stain, 10X magnification with inset depicting magnified astrocyte (DAPI, blue; GFAP, 
green). Π-shaped black bars show GLMM results within a single age. Symbols show significant main effect of 
group, *p<0.05; maternal IL-6, δp≤0.05. Abbreviations: PIC, poly(I:C); VEH, vehicle; PD, postnatal day.  

5.3.3.2. Differential methylation of astrocyte-enriched gene, Gpc4 

GPC4 is a cell surface heparin sulphate proteoglycan, primarily expressed in astrocytes in the 

CNS. It has been associated with the development and regulation of glutamatergic synapses. 

The RRBS identified a reduction in methylation of the Gpc4 promoter (Table 5.8; Appendix 9). 

The promoter region, containing three CpG sites was evaluated by pyrosequencing across the 

developmental timeline (GD21-PD100).  

GD21 FC 

For the average CpG methylation there was a significant main effect of sex (GLMM: 

F1,13.58=102.43, p<0.001), with increased Gpc4 promoter methylation in females relative to 

males (Figure 5.13A). This main effect of sex was consistent even when CpG sites were 

considered individually: CpG1 (GLMM: F1,13.74=96.66, p<0.001; Figure 5.13B); CpG2 (GLMM: 

F1,13.0=91.42, p<0.001; Figure 5.13C); CpG3 (GLMM: F1,18=107.31, p<0.001; Figure 5.13D). 
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PD1 FC 

For the average CpG methylation there was a significant main effect of sex (GLMM: 

F1,6.39=179.62, p<0.001), with increased Gpc4 promoter methylation in females relative to males, 

group (GLMM: F1,15.14=19.16, p<0.001) and a group*sex interaction (GLMM: F1,7.54=42.17, 

p<0.001). Post-hoc analysis revealed a significant main effect of group in males (GLMM: 

F1,6=34.46, p=0.001), with decreased methylation in poly(I:C)-males relative to vehicle-males 

(Figure 5.13A). By comparison, the analysis of each individual CpG site (Table 5.19; Figure 

5.13B-D), resulted in a reduction in methylation of the three CpG sites in poly(I:C)-males relative 

to vehicle-males and an association between CpG site methylation and maternal cytokine 

concentrations in the female offspring.  

Table 5.19. Gpc4 promoter methylation PD1 statistics 

CpG 
site 

Minimal GLMM Post-hoc females Post-hoc males 

CpG1 Group*sex: F1,10.82=24.13, p<0.001  
Sex: F1,8.03=85.44, p<0.001 

MatTNFα: F1,3=23.81, p=0.016 
No correlation observed  

Group: F1,9=23.81, p<0.001 
Decrease in poly(I:C)-males 
relative to vehicle-males  

CpG2 Group*sex: F1,6.49=51.59, p<0.001  
Sex: F1,6.29=204.59, p<0.001 

MatIL6: F1,3=14.45, p=0.032 
r=0.910, p=0.032 

Group: F1,9=23.98, p<0.001 
Decrease in poly(I:C)-males 
relative to vehicle-males 

CpG3 Group*sex: F1,6.96=49.59, p<0.001  
Sex: F1,5.8=232.64, p<0.001 

MatIL6: F1,3 =14.02, p=0.033 
r=0.908, p=0.033 

Group: F1,9=34.02, p<0.001 
Decrease in poly(I:C)-males 
relative to vehicle-males 

Abbreviations: MatTNFα/MatIL6, 3h maternal TNFα/IL-6 plasma concentration 

PD21 PFC 

For the average CpG methylation there was a significant main effect of sex (GLMM: F1,18=53.61, 

p<0.001), with increased Gpc4 promoter methylation in females relative to males and a trend to 

a group*sex interaction (GLMM: F2,18=2.95, p=0.078). Post-hoc analysis revealed a main effect 

of group in the females (GLMM: F1,9=5.93, p=0.038) with increased methylation in poly(I:C)-

females relative to vehicle-females and a significant main effect of both maternal IL-6 (GLMM: 

F1,6=8.15, p=0.029) and TNFα (GLMM: F1,6=7.21, p=0.036) in the males, with decreased 

methylation in poly(I:C)-males relative to vehicle-males (Figure 5.13A). Results for the individual 

CpG sites (Table 5.20; Figure 5.13B-D), showed a reduction in methylation of the CpG1 and 

CpG2 in poly(I:C)-males relative to vehicle-males, but an increase in poly(I:C)-females relative 

to vehicle-females 

Table 5.20. Gpc4 promoter methylation PD21 statistics 

CpG 
site 

Minimal GLMM Post-hoc females Post-hoc males 

CpG1 Group*sex: F2,18=3.93, p=0.056  
Sex: F1,18=38.47, p<0.001 

Group: F1,9=8.24, p=0.018 
Increase in poly(I:C)-females 
relative to vehicle-females 

MatIL6: F1,6=9.17, p=0.023 
MatTNFα: F1,6=8.06, p=0.030 
Decrease in poly(I:C)-males relative 
to vehicle-males  

CpG2 Group*sex: F2,10.89=3.95, p=0.051  
Sex: F1,10.64=63.02, p<0.001 

Group: F1,9=7.42, p=0.023 
Increase in poly(I:C)-females 
relative to vehicle-females  

MatIL6: F1,6=8.92, p=0.024 
MatTNFα: F1,6=8.46, p=0.027 
Decrease in poly(I:C)-males relative 
to vehicle-males 

CpG3 Sex: F1,20=58.2, p<0.001 NSP NSP 

Abbreviations: MatTNFα/MatIL6, 3h maternal TNFα/IL-6 plasma concentration; NSP, no significant effects of any predictors 
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PD35 PFC 

For the average CpG methylation there was a significant main effect of sex (GLMM: 

F1,16=154.89, p<0.001), with increased Gpc4 promoter methylation in females relative to males 

and a group*sex interaction (GLMM: F2,16=5.02, p=0.02). Post-hoc analysis revealed a trend to 

a main effect of group in the males (GLMM: F1,8=4.42, p=0.069), with decreased methylation in 

poly(I:C)-males relative to vehicle-males (Figure 5.13A). However, the results for each individual 

CpG site were sex-specific (Table 5.21; Figure 5.13B-D). 

Table 5.21. Gpc4 promoter methylation PD35 statistics 

CpG 
site 

Minimal GLMM Post-hoc females Post-hoc males 

CpG1 Group*sex: F2,20=4.39, p=0.026  
Sex: F1, 20=161.32, p<0.001 

Group: F1, 9=9.09, p=0.015 
Increase in poly(I:C)-females 
relative to vehicle-females 

NSP  

CpG2 Group*sex: F1,20=6.37, p=0.020  
Sex: F1, 20=218.41, p<0.001 

NSP Group: F1, 7.99=4.48, p=0.067 
Decrease in poly(I:C)-males 
relative to vehicle-males 

CpG3 Group*sex: F1,20=, 7.18, p=0.014  
Sex: F1, 20=222.34, p<0.001 

NSP Group: F1, 7.99=4.90, p=0.058 
Decrease in poly(I:C)-males 
relative to vehicle-males 

Abbreviations: NSP, no significant effects of any predictors 

PD100 PFC 

For the average CpG methylation (Figure 5.13A) there was a significant main effect of sex 

(GLMM: F1,18=46.93, p<0.001), with increased Gpc4 promoter methylation in females relative to 

males and a trend to a main effect of maternal TNFα (GLMM: F1,18=4.18, p=0.056), 

corresponding to a negative correlation between maternal TNFα and Gpc4 promoter methylation 

(rho=-0.311, p=0.071). However, results for individual CpG sites were sex-specific (Table 5.22; 

Figure 5.13B-D). 

Table 5.22. Gpc4 promoter methylation PD100 statistics 

CpG 
site 

Minimal GLMM Post-hoc females Post-hoc males 

CpG1 Sex: F1,25=68.65, p<0.001 NSP NSP  

CpG2 Sex: F1,24=59.76, p<0.001 NSP MatTNFα: F1,9=6.45, p=0.032  
Decrease in poly(I:C)-males relative to 
vehicle-males 

CpG3 Sex: F1,25=59.15, p<0.001 Group: F1,10=5.65, p=0.039 
Decrease in poly(I:C)-females 
relative to vehicle-females 

NSP 

Abbreviations: MatTNFα, 3h maternal TNFα plasma concentration; NSP, no significant effects of any predictors 
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Figure 5.13. Gpc4 promoter methylation 
A. Average percentage methylation. B. CpG1 % methylation. C. CpG2 % methylation. D. CpG3 % methylation. Bars represent mean ±SEM (N=5-7, n=5-7). Black significance bars show 
significant results of the GLMM. ― shaped significance bars represent results across the whole developmental stage, Π-shaped bars represent post-hoc GLMM within a single sex. 
Symbols show significant main effects of: group, *p<0.05, ***p≤0.001; maternal TNFα, αp<0.05; maternal IL-6, δp<0.05; sex, ϕϕϕp<0.001. Grey dashed bars and symbols represent 
trending results of the GLMM (0.05<p<0.08). Abbreviations: GD, gestational day; PD, postnatal day; M, male; F, female; PIC, poly(I:C); VEH, vehicle.
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5.3.3.3. Differential mRNA/protein expression of astrocyte-

enriched, Gpc4 

GD21 FC 

For mRNA, there was a significant group*sex interaction (GLMM: F3,11.69=5.06, p=0.018). Post-

hoc analysis showed a significant main effect of group in females (GLMM: F1,7=10.57, p=0.014), 

with reduced Gpc4 mRNA expression in poly(I:C)-females relative to vehicle-females (Figure 

5.14A).  

There were no significant effects of any predictors on GPC4 protein expression (Figure 5.14B). 

PD1 FC 

For mRNA, there was a significant main effect of sex (GLMM: F1,4.15=12.63, p=0.022), with 

increased Gpc4 mRNA expression in females relative to males. Post-hoc analysis showed a 

significant main effect of group in the males (GLMM: F1,10=7.04, p=0.024), with reduced Gpc4 

mRNA expression in poly(I:C)-males relative to vehicle-males (Figure 5.14A).  

For protein, there was a significant main effect of sex (GLMM: F1,5.71=11.32, p=0.016), with 

increased GPC4 expression in females relative to males and a significant group*sex interaction 

(GLMM: F2,9.53=6.15, p=0.019). Post-hoc analysis showed a significant main effect of group in 

the males (GLMM: F1,9=5.47, p=0.044) with increased GPC4 protein expression in poly(I:C)-

males relative to vehicle-males (Figure 5.14B). 

PD21 PFC 

For mRNA, there was a significant main effect of sex (GLMM: F1,10.10=11.51, p=0.007), with 

increased Gpc4 mRNA expression in females relative to males and a group*sex interaction 

(GLMM: F1,10.10=22.54, p<0.001). Post-hoc analysis showed a significant main effect of group in 

the females (GLMM: F1,10.75=17.46, p=0.002), with increased Gpc4 mRNA expression in 

poly(I:C)-females relative to vehicle-females (Figure 5.14A).  

For protein there was a trend to a main effect of group (GLMM: F1,23=4.30, p=0.067) with 

decreased GPC4 protein expression in poly(I:C)-offspring relative to vehicle (Figure 5.14B). 

PD35 PFC 

For mRNA, there were no significant effects of any predictors on Gpc4 mRNA expression 

(Figure 5.14A).  

For protein there was a trend to a main effect of group (GLMM: F1,22=4.00, p=0.068), with 

decreased GPC4 protein expression in poly(I:C)-offspring relative to vehicle (Figure 5.14B). 

PD100 PFC 

For mRNA, there was a significant group*sex interaction (GLMM: F3,28=4.40, p=0.012). Post-

hoc analysis showed a significant main effect of group in the males (GLMM: F1,11.47=7.03, 

p=0.022), with reduced Gpc4 mRNA expression in poly(I:C)-males relative to vehicle-males 

(Figure 5.14A) and a significant main effect of group in the females (GLMM: F1,16=6.17, 
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p=0.024), with increased Gpc4 mRNA expression in poly(I:C)-females relative to vehicle-

females (Figure 5.14A).  

For protein, there was a significant group*sex interaction (GLMM: F3,22=4.05, p=0.020). Post-

hoc analysis showed a significant main effect of group in both females (GLMM: F1,12=5.26, 

p=0.041; with increased GPC4 expression in poly(I:C)-females relative to vehicle-females; 

Figure 5.14B) and males (GLMM: F1,10=5.70, p=0.038; with decreased GPC4 expression in 

poly(I:C)-males relative to vehicle-males; Figure 5.14B).  

 
Figure 5.14. Astrocyte-enriched Gpc4 gene and protein expression 
A. Relative mRNA expression (normalised to the geometric mean of three reference genes as detailed in 
methods), bars show mean ±SEM (N=5-9, n=5-10). B. Relative protein expression (normalised to the GAPDH 
reference protein), bars represent mean ±SEM (N=5-7, n=5-7). Black significance bars represent significant 
GLMM results, ― shaped significance bars show results across whole developmental age, Π shaped bars show 
post-hoc GLMM within a single sex. Black symbols show significant main effects of: group, *p<0.05, **p<0.01; 
sex, ϕp<0.05, ϕϕp<0.01. Grey dashed bars and symbols represent trending results of the GLMM (0.05<p<0.08). 
Abbreviations: GD, gestational day; PD, postnatal day; M, male; F, female; PIC, poly(I:C); VEH, vehicle. 
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5.3.4. Dysregulation of oligodendrocytes in the developing cortex 

5.3.4.1. OLIG2+ oligodendrocytes and NG2+ OPC density changes 

There was a significant main effect of group at PD35 (GLMM: F1,8.85=7.02, p=0.027) with 

increased OLIG2+ oligodendrocyte density in the poly(I:C)-offspring relative to vehicle (Figure 

5.15A). Conversely, while there was also a main effect of group for NG2+ OPCs (GLMM: 

F1,10.98=8.97, p=0.012) this represented reduced NG2+ OPC density in poly(I:C)-offspring 

relative to vehicle (Figure 5.15B).  

At PD100, for OLIG2+ oligodendrocytes, there was a significant main effect of group (GLMM: 

F1,18=10.47, p=0.005), with, again, increased OLIG2+ oligodendrocytes in the poly(I:C)-offspring 

relative to vehicle-offspring (Figure 5.15A). For NG2+ OPCs there was a main effect of maternal 

IL-6 (GLMM: F1,18=4.53, p=0.047; Figure 5.15B), corresponding to a negative correlation 

between maternal plasma IL-6 and NG2+ OPCs (r=-0.448, p=0.047). These results would 

indicate an overall reduction in immature oligodendrocytes and a concurrent increase in mature 

oligodendrocytes.  

Accordingly, the ratio of NG2+ OPCs:OLIG2+ oligodendrocytes was calculated within each 

sample. This showed a significant main effect of group at both PD35 (GLMM: F1,10.84=15.78, 

p=0.002) and PD100 (GLMM: F1,22=14.01, p=0.01), with a reduction in the NG2+:OLIG2+ cell 

ratio, indicative of a greater density of mature oligodendrocytes and concurrent reduction in OPC 

density, in poly(I:C)-offspring relative to vehicle (Figure 5.15C).  

Representative OLIG2+ and NG2+ stains are shown in Figure 5.15D-E. 
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Figure 5.15. OLIG2+ oligodendrocyte and NG2+ OPC density 
A. OLIG2+ oligodendrocyte cell density. B. NG2+ OPC cell density. C. NG2+:OLIG2+ cell ratio. Bars represent 
mean ±SEM, dots represent individual animals (N=5-6, n=5-6). Π-shaped black bars show GLMM results within 
a single age; Black symbols show significant main effect of: group, *p<0.05, **p≤0.01; maternal IL-6, δp<0.05. 
Abbreviations: PIC, poly(I:C); VEH, vehicle; PD, postnatal day. D. Representative OLIG2+ stain is indicated, 
20X magnification, inset shows magnification of OLIG2+ nuclei (DAPI, blue; OLIG2, pink). E. Representative 
NG2+ stain is indicated, 10X magnification, inset shows magnified adult OPC with typical branched processes. 
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5.3.4.2. Differential methylation of oligodendrocyte-enriched 

genes 

I. Nfasc 

NFASC (Neurofascin) is an adhesion molecule located at the perinodal region, involved in 

intracellular and extracellular matrix contacts. The RRBS identified a reduction in methylation in 

intron 1 of the Nfasc gene (Table 5.8; Appendix 9). This region, containing three CpG sites was 

analysed by pyrosequencing across the developmental timeline (GD21-PD100).  

GD21 FC 

There was no significant effects of any predictors on average CpG methylation or methylation 

of any of the individual CpG sites (Figure 5.16A-C), with the exception of CpG3 where there was 

a trend to a main effect of sex (GLMM: F1,9.56=4.45, p=0.062), with females having reduced 

methylation at CpG3 than males (Figure 5.16D). 

PD1 FC 

For average CpG methylation there was a significant main effect of group (GLMM: F1,8.95=9.77, 

p=0.012) with reduced methylation in poly(I:C)-offspring relative to vehicle-offspring and a trend 

to a main effect of sex (GLMM: F1,3.06=6.67, p=0.080), with females having reduced methylation 

relative to males (Figure 5.16A). When the CpG sites were considered individually, there were 

no significant effects of any predictors on methylation at CpG2 or CpG3, while CpG1 showed a 

main effect of group (GLMM: F1,12.69=8.39, p=0.013), with reduced methylation in poly(I:C)-

offspring relative to vehicle-offspring (Figure 5.16C-D). 

PD21 PFC 

For average CpG methylation there was a significant group*sex interaction (GLMM: F3,14=5.48, 

p=0.011). Post-hoc analysis showed a significant main effect of maternal IL-6 (GLMM: F1,6=6.05, 

p=0.049) and a trend to a main effect of group (GLMM: F1,6=5.33, p=0.060) in females, with 

increased methylation in poly(I:C)-females relative to vehicle-females (Figure 5.16A). Similar 

results were also noted when the CpG sites were considered individually (Table 5.23; Figure 

5.16B-D).  

Table 5.23. Nfasc intron 1 methylation PD21 statistics 

CpG 
site 

Minimal GLMM Post-hoc females Post-hoc males 

CpG1 Group*sex: F3,14=5.81, p=0.009 Group: F1,8=12.74, p=0.007; Increase in 
poly(I:C)-females relative to vehicle-females 

NSP 

CpG2 Group*sex: F3,17=3.06, p=0.056 Group: F1,8=12.70, p=0.009; Increase in 
poly(I:C)-females relative to vehicle-females 

NSP 

CpG3 Group*sex: F3,14=4.37, p=0.056 Group: F1,8=5.51, p=0.047; Increase in 
poly(I:C)-females relative to vehicle-females 

NSP 

Abbreviations: NSP, no significant effects of any predictors 
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Figure 5.16. Nfasc intron 1 methylation 
A. Average percentage methylation. B. CpG1 % methylation. C. CpG2 % methylation. D. CpG3 % methylation. Bars represent mean ±SEM (N=5-7, n=5-7). Black significance bars show 
significant results of the GLMM. ― shaped significance bars represent results across the whole developmental age, Π-shaped bars represent post-hoc GLMM within a single sex. Black 
symbols show significant main effects of: sex, ϕp<0.05; group, *p<0.05, **p<0.01; maternal TNFα, ααp<0.01; maternal IL-6, δp<0.05. Grey dashed bars and/or symbols represent 
trending (0.05<p≤0.08) results of the GLMM. Abbreviations: GD, gestational day; PD, postnatal day; M, male; F, female; PIC, poly(I:C); VEH, vehicle.
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PD35 PFC 

There was no significant effects of any predictors on average CpG methylation or methylation 

of any of the individual CpG sites, with the exception of CpG2 where there was a trend to a main 

effect of maternal IL-6 (GLMM: F1,14.87=3.75, p=0.072; Figure 5.16C), corresponding to a 

trending negative correlation between maternal IL-6 and CpG2 methylation (r=-0.403, p=0.070).  

PD100 PFC 

There was no significant effects of any predictors on average CpG methylation or methylation 

of any of the individual CpG sites, with the exception of CpG2 (Figure 5.16C) where there was 

a main effect of sex (GLMM: F1,9.56=7.03, p=0.025), with females having increased methylation 

relative to males, alongside a main effect of maternal IL-6 (GLMM: F1,15.41=4.79, p=0.044) and 

maternal TNFα (GLMM: F1,15.66=9.14, p=0.008). Post-hoc analysis by sex showed a main effect 

of maternal IL-6 (GLMM: F1,7=8.37, p=0.023) and maternal TNFα (GLMM: F1,7=14.90, p=0.006) 

in the females. That said, no post-hoc correlations between maternal cytokines and CpG2 

methylation were significant. 

II. Mbp 

MBP (Myelin basic protein) is the major myelin protein of the CNS. Four major isoforms exist 

(21.5kDa, 18.5kDa, 17kDa and 14kDa) developmentally regulated by splicing of exon 2 

(Akiyama et al., 2002; Kruger et al., 1999). The RRBS identified a reduction in methylation of 

exon 2 in the Mbp gene (Table 5.8; Appendix 9). This region, containing three CpG sites was 

analysed by pyrosequencing across the developmental timeline (GD21-PD100).  

GD21 FC 

There was no significant effect of any predictors on average CpG methylation or methylation of 

the individual CpG sites (Figure 5.17).  

PD1 FC 

For average CpG methylation there was a significant main effect of group (GLMM: 

F1,11.33=76.17, p=0.030), with increased methylation in poly(I:C)-offspring relative to vehicle-

offspring (Figure 5.17A). However, there were no significant effects of any predictors on 

methylation of the individual CpG sites, with the exception of CpG2, where there was a trend to 

a main effect of group (GLMM: F1,13.67=4.15, p=0.062), with increased methylation at CpG2 in 

poly(I:C)-offspring relative to vehicle-offspring (Figure 5.17C).  

PD21 PFC 

For the average CpG methylation, there was a significant main effect of group (GLMM: 

F1,18=12.29, p=0.003), with decreased methylation in poly(I:C)-offspring relative to vehicle-

offspring (Figure 5.17A). This main effect of group remained when the CpG sites were 

considered individually: CpG1 (GLMM: F1,18=11.99, p=0.003; Figure 5.17B); CpG2 (GLMM: 

F1,18=11.92, p=0.003; Figure 5.17C); CpG3 (GLMM: F1,18=12.42, p=0.002; Figure 5.17D).  
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Figure 5.17. Mbp exon 2 methylation 
A. Average percentage methylation. B. CpG1 % methylation. C. CpG2 % methylation. D. CpG3 % methylation. Bars represent mean ±SEM (N=5-7, n=5-8). Black significance bars show 
significant results of the GLMM. ― shaped significance bars represent results across the whole developmental age, Π-shaped bars represent post-hoc GLMM within a single sex. Black 
symbols show significant main effects of group, *p<0.05, **p<0.01; maternal IL-6, δδδp<0.001; sex, ϕp<0.05, ϕϕp<0.01. Grey dashed bars and/or symbols represent trending 
(0.05<p<0.08) results of the GLMM: group *; maternal TNFα α. Abbreviations: GD, gestational day; PD, postnatal day; M, male; F, female; PIC, poly(I:C); VEH, vehicle.
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PD35 PFC 

There was a significant main effect of maternal IL-6 on average CpG methylation (GLMM: 

F1,10.12=35.79, p<0.001; Figure 5.17A), corresponding to a negative correlation between 

maternal plasma IL-6 and Mbp exon 2 methylation (r=-0.825, p<0.001). This main effect of 

maternal IL-6 was identified when the CpG sites were considered individually (Figure 5.17B-D): 

CpG1 (GLMM: F1,11.88=24.52, p<0.001; r=-0.753, p<0.001); CpG2 (GLMM: F1,10.49=28.27, 

p<0.001; r=-0.5818, p<0.001); CpG3 (GLMM: F1,19=17.14, p<0.001; r=-0.679, p<0.001). Of note, 

for CpG3 there was also a trend to a main effect of maternal TNFα, corresponding to a negative 

correlation between maternal TNFα and CpG3 methylation (GLMM: F1,19=3.63, p=0.072; r=-

0.598; p=0.003).  

PD100 PFC 

For average CpG methylation, there was a main effect of both sex (GLMM: F1,16.72 =7.91, 

p=0.012), with females having reduced methylation relative to males and group (GLMM: 

F1,16.97=11.64, p=0.003) with reduced methylation in poly(I:C)-offspring relative to vehicle-

offspring (Figure 5.17A). These main effects of both sex and group were observed likewise when 

each CpG site was considered individually (Table 5.24; Figure 5.17B-D).  

Table 5.24. Mbp exon 2 methylation PD100 statistics 

CpG site Minimal GLMM 

CpG1 Sex: F1,14.12=5.04, p=0.041; Reduced methylation in females relative to males 
Group: F1,14.54=6.92, p=0.019; Decreased methylation in poly(I:C)-offspring relative to vehicle-offspring 

CpG2 Sex: F1,15.16=9.67, p=0.007; Reduced methylation in females relative to males 
Group: F1,14.86=12.64, p=0.003; Decreased methylation in poly(I:C)-offspring relative to vehicle-offspring 

CpG3 Sex: F1,17.85=7.60, p=0.013; Reduced methylation in females relative to males 
Group: F1,16.82=11.36, p=0.004; Decreased methylation in poly(I:C)-offspring relative to vehicle-offspring 

5.3.4.3. Differential mRNA expression of oligodendrocyte genes 

I. Nfasc 

GD21 FC 

There were no significant effects of any predictors on Nfasc expression (Figure 5.18A).  

PD1 FC 

There was a significant main effect of group (GLMM: F1,20=5.03, p=0.036) with reduced Nfasc 

mRNA expression in poly(I:C)-offspring relative to vehicle-offspring (Figure 5.18A).   

PD21 and PD35 PFC 

There was a significant main effect of group for both PD21 (GLMM: F1,23=13.44, p=0.001) and 

PD35 (GLMM: F1,21=5.94, p=0.024) with increased Nfasc mRNA expression in poly(I:C)-

offspring relative to vehicle-offspring (Figure 5.18A).  

PD100 PFC 

There was a significant main effect of sex (GLMM: F1,24=7.33, p=0.012) with increased Nfasc 

expression in males relative to females and a group*sex interaction (GLMM: F2,24=5.98, 
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p=0.008). Post-hoc analysis showed a significant main effect of group in the males (GLMM: 

F1,11=5.70, p=0.036), with reduced Nfasc mRNA expression in poly(I:C)-males relative to 

vehicle-males (Figure 5.18A) and a significant main effect of group in the females (GLMM: 

F1,13=4.63, p=0.050), with increased Nfasc mRNA expression in poly(I:C)-females relative to 

vehicle-females (Figure 5.18A). 

II. Mbp  

GD21 FC 

There was a significant main effect of group (GLMM: F1,18=82.28, p<0.001) with reduced Mbp 

mRNA expression in poly(I:C)-foetuses relative to vehicle-foetuses (Figure 5.18B)  

PD1 FC 

There were no significant effects of any predictors on Mbp expression (Figure 5.18B).  

PD21 PFC 

There was a significant main effect of group (GLMM: F1,21=4.52, p=0.042), with increased Mbp 

mRNA expression in poly(I:C)-offspring relative to vehicle-offspring (Figure 5.18B).  

PD35 and PD100 PFC 

There were no significant effects of any predictors on Mbp expression (Figure 5.18B).  

III. Mag 

Mag (Myelin associated glycoprotein) is another abundant myelin protein in the CNS. Mag was 

also identified in the RRBS but, given the greater significance of Mbp and sample constraints, it 

was not analysed by pyrosequencing (See Appendix 9), however its relative mRNA expression 

was analysed alongside Mbp.  

GD21 FC 

There was a significant main effect of group (GLMM: F1,18=4.62, p=0.046), with increased Mag 

mRNA expression in poly(I:C)-foetuses relative to vehicle-foetuses (Figure 5.18C). 

PD1 FC 

There was a significant main effect of group (GLMM: F1,10.27=5.92, p=0.035), with reduced Mag 

mRNA expression in poly(I:C)-offspring relative to vehicle-offspring (Figure 5.18C). 

PD21 PFC 

There were no significant effects of any predictors on Mag expression (Figure 5.18C).  

PD35 PFC 

There was a significant main effect of group (GLMM: F1,10.7=9.73, p=0.01) with increased Mag 

mRNA expression in poly(I:C)-offspring relative to vehicle-offspring (Figure 5.18C). 

PD100 PFC 

There were no significant effects of any predictors on Mag expression (Figure 5.18C). 
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Figure 5.18. Oligodendrocyte-enriched gene expression 
Relative mRNA expression (normalised to the geometric mean of three reference genes as detailed in methods) 
A. Nfasc (N=5-7, n=5-8). B. Mbp (N=5-8, n=5-10) C. Mag (N=5-6, n=5-6). Bars represent mean ±SEM. Black 
significance bars represent significant GLMM results, ― shaped significance bars show results across whole 
developmental age, Π-shaped bars show post-hoc GLMM within a single sex. Black symbols show significant 
main effects of group, *p≤0.05, **p≤0.01, ***p≤0.001; sex, ϕp<0.05. Abbreviations: GD, gestational day; PD, 
postnatal day; M, male; F, female; PIC, poly(I:C); VEH, vehicle. 

✱

✱✱✱

✱ ϕ

✱
✱

✱✱✱

✱

✱

✱ ✱✱

A 

B 

C 



 

258 
 

5.3.4.4. Differential expression of oligodendrocyte transcription 

factors 

Given the significant differences in expression of oligodendrocyte genes, transcription factors 

(Olig2, Myrf, Qki) important in oligodendrocyte development (Figure 5.1) were investigated. 

I. Olig2 

OLIG2 (Oligodendrocyte transcription factor 2) is a lineage-specific transcription factor for 

oligodendrocyte cells and is therefore a key transcription factor for the expression of 

oligodendrocyte genes (Emery and Lu, 2015). There were no significant effects of any predictors 

on Olig2 expression in the GD21 or PD1 FC or PD21 PFC. In the PD35 PFC there was a trend 

to a main effect of group (GLMM: F1,10.43=3.51, p=0.079), with increased Olig2 mRNA expression 

in poly(I:C)-offspring relative to vehicle-offspring (Figure 5.19A). In the PD100 PFC there was a 

main effect of sex (GLMM: F1,15=11.30, p=0.004) with increased Olig2 mRNA expression in 

females relative to males and a main effect of maternal TNFα (GLMM: F1,15=25.60, p<0.001; 

Figure 5.19A), corresponding to a positive correlation between maternal TNFα and Olig2 mRNA 

expression (rho=0.528, p=0.024).  

II. Myrf 

MYRF (Myelin regulatory factor) is the transcription factor which promotes the expression of 

myelin proteins during oligodendrocyte maturation (Emery and Lu, 2015). In the GD21 FC there 

was a trend to a main effect of group (GLMM: F1,16=4.32, p=0.054), with increased Myrf mRNA 

expression in poly(I:C)-foetuses relative to vehicle (Figure 5.19B), while in the PD1 FC there 

was a main effect of sex (GLMM: F1,14.09=4.98, p=0.042), with reduced Myrf mRNA expression 

in females relative to males. In the PD21 PFC there was a main effect of group (GLMM: 

F1,11.35=12.05, p=0.005) with increased Myrf mRNA expression in poly(I:C)-offspring relative to 

vehicle (Figure 5.19B). Similarly, in the PD35 PFC there was a main effect of maternal IL-6 

(GLMM: F1,8.04=8.85, p=0.018; Figure 5.19B), corresponding to a positive correlation between 

maternal IL-6 and PD35 Myrf mRNA expression (r=0.617, p=0.004). In the PD100 PFC there 

was a main effect of sex (GLMM: F1,16.04=18.93, p<0.001), with reduced Myrf mRNA expression 

in females relative to males and a trending main effect of group (GLMM: F1,11.65=3.63, p=0.080), 

with reduced Myrf mRNA expression in poly(I:C)-offspring relative to vehicle (Figure 5.19B).  

III. Qki 

QKI (Quaking) is a transcription factor enriched in oligodendrocytes which has been shown to 

regulate the splicing of myelin gene isoforms during oligodendrocyte development (Wu et al., 

2002). There were no significant effects of any predictors on Qki expression in the GD21 or PD1 

FC or PD35 PFC. In the PD21 PFC there was a significant group*sex interaction (GLMM: 

F3,20=3.57, p=0.032). Post-hoc analysis showed a main effect of group in the females (GLMM: 

F1,12=30.10, p<0.001) with increased Qki mRNA expression in poly(I:C)-females relative to 

vehicle-females (Figure 5.19C). In the PD100 PFC, there was a main effect of sex (GLMM: 
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F1,22=5.64, p=0.027), with reduced Qki mRNA expression in females relative to males and a 

trend to a main effect of group (GLMM: F1,22=3.34, p=0.080), with increased Qki mRNA 

expression in poly(I:C)-offspring relative to vehicle-offspring (Figure 5.19C). 

 

Figure 5.19. Oligodendrocyte transcription factor gene expression 
Relative mRNA expression (normalised to the geometric mean of three reference genes as detailed in methods) 
A. Olig2 (N=5-6, n=5-6). B. Myrf (N=5-7, n=5-7). C. Qki (N=5-7, n=5-7). Bars represent mean ±SEM. Black 
significance bars represent significant GLMM results, ― shaped significance bars show results across whole 
developmental age, Π-shaped bars show post-hoc GLMM within a single sex. Black symbols show significant 
main effects of: group, **p<0.01, ***p<0.001; sex, ϕp<0.05, ϕϕp<0.01, ϕϕϕp<0.001; maternal IL-6, δp<0.05; 
maternal TNFα, αααp<0.001. Grey dashed bars and/or symbols (0.05<p≤0.08) represent trending results of the 
GLMM. Abbreviations: GD, gestational day; PD, postnatal day; M, male; F, female; PIC, poly(I:C); VEH, vehicle. 
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5.3.4.5. Differential protein expression of MBP 

While there were few significant changes in expression of Mbp mRNA expression, this accounts 

for all splice variants. Thus, protein expression which can delineate between MBP isoform 

expression is important for understanding the differences in developmental myelin expression 

changes. Accordingly, total MBP protein expression was evaluated alongside the expression of 

each of the individual MBP isoforms (21.5kDa, 18.5kDa, 17kDa, 14kDa). Developmentally, an 

increase in total MBP expression was observed from pre-myelination (GD21-PD1) to post-

myelination (PD21-100). Further, the expression of exon 2-containing isoforms 

(21.5kDa/17kDa) was highest during early active myelination (PD21), while exon 2-spliced 

isoforms (18.5kDa/14kDa) were highest at PD35-PD100 when active myelination has ended 

(Table 5.25). This is in line with the literature and supports the validity of the isoforms identified 

by the antibody.  

Table 5.25. MBP isoform expression summary 

MBP expression GD21 FC PD1 FC PD21 PFC PD35 PFC PD100 PFC 

Total MBP 0.007±0.001 0.011±0.002 2.026±0.202 1.604±0.200 1.708±0.201 

Exon 2 containing 
isoforms 

0.007±0.001 0.011±0.002 1.235±0.134 0.774±0.106 0.561±0.056 

Exon 2 spliced 
isoforms 

ND ND 0.805±0.110 0.902±0.125 1.165±0.168 

Data shown as mean ±SEM. ND, not detectable.  

GD21 FC 

The only detectable MBP isoform was the 21.5kDa and for this there were no significant effects 

of any predictors (Figure 5.20A&B).  

PD1 FC 

The only detectable MBP isoform was the 21.5kDa and for this there was a trend to a main 

effect of group (GLMM: F1,17=3.93, p=0.064), with reduced 21.5kDa expression in poly(I:C)-

offspring relative to vehicle-offspring (Figure 5.20A&B). 

PD21 PFC 

All MBP isoforms were detected at PD21. For total MBP expression there was a trend to a main 

effect of group (GLMM: F1,22=4.02, p=0.057), with reduced MBP expression in poly(I:C)-offspring 

relative to vehicle-offspring (Figure 5.20A).  

When the individual isoforms were analysed, there were no significant effects of any predictors 

on 18.5kDa isoform expression (Figure 5.20C). However, for the 21.5kDa and 17kDa isoforms 

there was a significant main effect of group (21.5kDa GLMM: F1,21=6.20, p=0.021; 17kDa 

GLMM: F1,21=5.39, p=0.030) with reduced 21.5kDa and 17kDa MBP isoform expression in 

poly(I:C)-offspring relative to vehicle-offspring (Figure 5.20B&D). For the 14kDa isoform there 

was a trend to a main effect of sex (GLMM: F1,20=3.29, p=0.075), with post-hoc analysis showing 

a main effect of both group (GLMM: F1,8=9.09, p=0.017) and maternal IL-6 (GLMM: F1,8=5.46, 
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p=0.048) in males, corresponding to increased 14kDa isoform expression in poly(I:C)-males 

relative to vehicle-males (Figure 5.20E). Overall, there was a significant reduction in expression 

of exon 2-containing MBP isoforms in poly(I:C)-offspring relative to vehicle-offspring (main effect 

of group, GLMM: F1,21=6.29, p=0.020), but no significant difference in expression of exon 2-

spliced isoforms (Figure 5.20F&G).  

PD35 PFC 

All MBP isoforms were detected at PD35. For total MBP expression there was a trend to a main 

effect of sex (GLMM: F1,11.96=3.92, p=0.071), with increased MBP expression in females relative 

to males (Figure 5.20A).  

When the individual isoforms were analysed, there were no significant effects of any predictors 

on 21.5kDa isoform expression (Figure 5.20B). However, for the 18.5kDa and 14kDa isoforms 

there was a main effect of group (18.5kDa GLMM: F1,10.83=4.99, p=0.048; 14kDa GLMM: 

F1,10.72=5.39, p=0.041) with increased 18.5kDa and 14kDa MBP isoform expression in poly(I:C)-

offspring relative to vehicle-offspring (Figure 5.20C&E). For the 17kDa isoform there was a trend 

to a main effect of sex (GLMM: F1,18=3.61, p=0.074) and a group*sex interaction (GLMM: 

F2,18=2.82, p=0.080). Post-hoc analysis revealed a main effect of group in females (GLMM: 

F1,6.67=8.14, p=0.026) corresponding to reduced 17kDa MBP isoform expression in poly(I:C)-

females relative to vehicle-females (Figure 5.20D). Overall, there was a significant increase in 

expression of exon 2-spliced MBP isoforms in poly(I:C)-offspring relative to vehicle-offspring 

(main effect of group, GLMM: F1,7.84=6.62, p=0.034), but no significant difference in expression 

of exon 2-containing isoforms (Figure 5.20F&G). Of note, when expression of exon 2-spliced 

isoform was analysed, alongside the main effect of group, there was a main effect of sex 

(GLMM: F1,9.85=5.77, p=0.038), with overall increased expression of exon 2-spliced isoforms in 

females relative to males.  

PD100 PFC 

All MBP isoforms were detected at PD100. For total MBP expression there was a significant 

main effect of group (GLMM: F1,9.74=8.69, p=0.015), with reduced MBP expression in poly(I:C)-

offspring relative to vehicle-offspring (Figure 5.20A).  

When the individual isoforms were analysed, there were no significant effects of any predictors 

on 21.5kDa and 17kDa isoform expression (Figure 5.20B&D). However, for the 18.5kDa and 

14kDa isoforms there was a main effect of group (18.5kDa GLMM: F1,12.89=3.74, p=0.075; 14kDa 

GLMM: F1,10.77=6.75, p=0.025) with reduced 18.5kDa and 14kDa MBP isoform expression in 

poly(I:C)-offspring relative to vehicle-offspring (Figure 5.20C&E). However, there was a 

significant reduction in expression of both exon 2-spliced (main effect of group, GLMM: 

F1,19=7.68, p=0.012) and exon 2-containing MBP isoforms (main effect of group, GLMM: 

F1,9.83=9.76, p=0.011; main effect of IL-6, GLMM: F1,14.13=4.41, p=0.054) in poly(I:C)-offspring 

relative to vehicle-offspring (Figure 5.20F&G). 
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Figure 5.20. MBP protein expression 
Relative protein expression (normalised to the GAPDH reference protein as described in methods) A. Total MBP expression. B. 21.5kDa isoform. C. 18.5kDa isoform. D. 17kDa isoform. 
E. 14kDa isoform. F. Exon 2-containing isoforms. G. Exon 2-spliced isoforms. Bars represent mean ±SEM (N=5-7, n=5-7). Black significance bars represent significant GLMM results, 
― shaped significance bars show results across whole developmental age, Π-shaped bars show post-hoc GLMM within a single sex. Black symbols show significant main effects of: 
group, *p<0.05; maternal IL-6, δp<0.05; sex, ϕp<0.05. Grey dashed bars and/or symbols represent trending (0.05<p≤0.08) results of the GLMM. Abbreviations: GD, gestational day; PD, 
postnatal day; M, male; F, female; PIC, poly(I:C); VEH, vehicle. 
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Figure 5.21. Summary of significant findings from Chapter 5 
Summary of the MIA-induced molecular changes in the developing cortex. Timeline (bottom) indicates the developmental age and tissue analysed: frontal cortex (FC) or prefrontal cortex 
(PFC). Red/pink: astrocyte changes; Blue: oligodendrocyte changes; Green: microglial changes. Abbreviations: ↓Decrease; ↑Increase; F, female-specific result; M, male-specific result; 
Pr, protein; %5mC, methylation; EC, exon 2 containing isoforms; ES, exon 2 spliced isoforms.
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5.4. DISCUSSION 

A key hypothesis of this Chapter was that MIA and subsequent foetal neuroinflammation, would 

alter macroglia and microglial cell development, resulting from MIA-induced epigenetic 

dysregulation of glial-specific genes.  The aims of this Chapter were therefore to evaluate 

developmental changes to glial cells including, glial cell densities/morphologies and changes in 

DNAm and expression of glial cell-specific candidate genes. The results of this Chapter 

achieved these aims and support this hypothesis, showing key changes to glial cell development 

and altered temporal expression of glial cell genes in the developing cortex of MIA-exposed 

offspring. Critically, findings from cell density/morphology analysis and gene/protein expression 

support altered immune profiles of microglia and accelerated macroglia development. A 

summary of the findings in this Chapter can be found in Figure 5.21 and will be discussed in-

depth below.  

5.4.1. MIA increases microglial activation  

Under homeostatic conditions, microglia exist in a resting/ramified state, however, as the critical 

CNS immune cells, microglia are responsible for responding to injury or infection, where they 

transition to an activated state, including ameboid “phagocytic” morphology and hypertrophic 

“hyper-ramified” states (Fernández-Arjona et al., 2017). MIA did not affect total PFC IBA1+ 

microglial density at PD35 or PD100 (Figure 5.6A), however MIA did induce a reduction in 

ramified IBA1+ microglia in both PD35 and PD100, with a concurrent increase in active forms 

of microglia (Figure 5.6B). This was underpinned by increases in ameboid IBA1+ microglia in 

the PD35 PFC and hypertrophic IBA1+ microglia in the PD100 PFC. It should be noted that 

IBA1 is also expressed by tissue macrophages and, while these typically only infiltrate the brain 

under injury, it cannot be discounted that some of the IBA1+ cells were macrophages. However, 

given that macrophage morphology does not resemble the observed ramified/hypertrophic/rod 

microglia, any IBA1+ macrophages present in the tissue samples would be more akin to the 

morphology shape of the ameboid cells (Jurga et al., 2020; Toku et al., 1999) and hence is 

unlikely to significantly influence the results. The observed developmental differences in MIA-

driven changes in active forms of microglia at PD35 and PD100 is likely due to disturbances in 

the typical microglia phenotypes observed at these ages. Microglia typically demonstrate a 

phagocytic (ameboid) morphology during early brain development to enable removal, pruning 

and modulation of developing synapses, while in the adult brain, there is a propensity towards 

hypertrophic microglia, associated with aging and neuroinflammation (Blagburn-Blanco et al., 

2022; Schwarz et al., 2012; Shahidehpour et al., 2021; Xu et al., 2022). The results observed in 

this study support this notion, with an age-related reduction in IBA1+ amoeboid microglia and 

increases in rod and hypertrophic cells between PD35 to PD100, irrespective of group (Figure 

5.6; Table 5.14). The MIA-driven increase in ameboid microglia in adolescence (PD35) 

postulates excessive or imbalanced synaptic pruning capacity which may reduce synaptic 

connections/plasticity and disturb EI signalling balance (Geloso and D’Ambrosi, 2021). 
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Excessive microglia synapse engulfment has been demonstrated in in vitro cell cultures derived 

from schizophrenia patients (Sellgren et al., 2019). Conversely, the increased hypertrophic cell 

density observed in adulthood (PD100) could suggest a culmination of a chronic 

neuroinflammatory profile and/or advanced aging in MIA-offspring, either of which could provoke 

neuronal damage (Muzio et al., 2021; Shahidehpour et al., 2021). Of note, both ameboid and 

hypertrophic microglia secrete pro-inflammatory modulators, including cytokines IL-6 and TNFα 

(Geloso and D’Ambrosi, 2021; Muzio et al., 2021). Hence, the increased density of active 

microglia at PD35-PD100 may underscore the increased IL-6 protein expression in the PFC 

(Chapter 2, Figure 2.16D&E). Taken together, these results indicate MIA-induced dysregulation 

of microglia activity in the developing PFC.  

A number of studies have evaluated microglia in MIA models, reviewed recently by Carloni et 

al. (2021). Generally, these have shown increased microglia reactivity and pro-inflammatory 

functionality. Accordingly, minocycline treatment, which partially inhibits microglia reactivity, has 

been demonstrated to ameliorate schizophrenia-like behaviours in MIA-offspring (Xia et al., 

2020), supporting a mechanistic link between MIA, dysfunctional microglia and behavioural 

deficits. When considering how MIA impacts microglia development, microglia are responsive 

to cytokines (Frank et al., 2007; Perry, 2007) and hence it could be postulated that the observed 

foetal neuroinflammatory disturbance following MIA (Chapter 2, Figure 2.15&Figure 2.16A) 

induces chronic microglia dysregulation. Indeed, a recent study demonstrated that MIA alters 

postnatal microglia function, dampening their response to future immune challenge (Hayes et 

al., 2022). This finding would suggest adaptive programming in MIA-exposed microglia which 

prenatally determines later immune function. In line with this postulate, the RRBS results 

obtained from the PFC of MIA-exposed adult females demonstrated significant dysregulation of 

immune-related and microglia-enriched genes (Chapter 4). It could be suggested that MIA 

induces epigenetic perturbations in the regulation of microglia. To examine this possibility, 

expression and epigenetic regulation of selected microglia candidate genes, Sgk1, Tgfbr2 and 

Irs1 were investigated.  

5.4.1.1. Sgk1 and the stress response 

Sgk1 is a kinase activated downstream of glucocorticoid signalling (Table 5.1) and its expression 

is disturbed in various neurological disorders (Dattilo et al., 2020; Licznerski et al., 2015; Stertz 

et al., 2021). Glucocorticoids (cortisol/corticosteroid) are released into the blood as part of the 

physiological stress response, regulated by the HPA axis (Figure 1.2). Glucocorticoids bind the 

ubiquitous GR, leading to activation of downstream signalling (via SGK1) and the expression of 

stress response genes (Smith and Vale, 2006). Elevated systemic glucocorticoids have been 

identified in schizophrenia patients alongside differential methylation and expression of the GR 

gene, Nr3c1 (Bradley and Dinan, 2010; Liu et al., 2020a, 2020b; Sinclair et al., 2011). Further, 

inflammation and glucocorticoids have a complex relationship: while glucocorticoids can exert 

anti-inflammatory effects, chronic inflammation induces glucocorticoid resistance, leading to 

exacerbated inflammatory responses (Straub and Cutolo, 2016). Microglia express GRs and 
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are the most glucocorticoid-responsive cells in the CNS, with chronic stress proposed to activate 

microglia and potentiate neuroinflammation (Diaz-Jimenez et al., 2021; Frank et al., 2007).  

A significant reduction in Sgk1 promoter methylation was found in the PFC of adult females 

exposed to MIA. To evaluate when these changes present, methylation of this promoter was 

evaluated across development (GD21-PD100). This showed increased methylation in the GD21 

male FC and reduced methylation in the PD1 female FC, with both sexes having reduced 

methylation in the PD35 PFC (Figure 5.7). However, this reduction was not observed at PD100. 

Whether this reduction in Sgk1 promoter methylation would have occurred again at PD175, as 

observed in the RRBS, is unclear. Overall, these results suggest some developmental plasticity 

in the methylation of this promoter. As promoter methylation often regulates gene transcription 

(Moore et al., 2013), Sgk1 mRNA expression was evaluated and found, by contrast, to be rather 

consistent across development, with increased Sgk1 mRNA expression observed in MIA-

offspring across the developmental window (Figure 5.10A). Despite a lack of significant Sgk1 

between-group methylation changes at GD21, PD21 or PD100, there was a consistent negative 

correlation between promoter methylation and Sgk1 mRNA expression across development 

(Table 5.26). Further, except for PD100, MIA-driven Sgk1 mRNA expression corresponds to 

MIA-driven changes in SGK1 protein expression across development (Figure 5.11). It must be 

acknowledged that active SGK1 is phosphorylated and hence it cannot be confirmed whether 

the observed increase in protein expression here corresponds directly to increased SGK1 

activity, as this would require evaluation of phospho-forms of the protein. Nonetheless, taken 

together, the data suggests chronic increases in Sgk1/SGK1 expression, which is epigenetically 

regulated in response to MIA. Increased SGK1 expression could result from i) hyperactive 

glucocorticoid signalling and/or ii) a compensatory effect of reduced GR 

expression/glucocorticoid resistance (Dattilo et al., 2020). Increased SGK1 expression could 

have consequences for various brain developmental processes. Indeed, hyperactivation of 

SGK1 has been suggested to promote anti-neurogenic activity through negative regulation of 

neurotrophic factors (e.g., BDNF) and exacerbated inflammatory response (Dattilo et al., 2020). 

Table 5.26. Correlations between Sgk1 promoter methylation and mRNA expression 

Developmental age Correlation coefficient 
GD21 CpG1: r=-0.383, p=0.077; CpG2: r=-0.435, p=0.049 
PD1 CpG4: rho=-0.553, p=0.009  
PD21 CpG4: r=-0.254, p=0.08 
PD35 Average promoter methylation: r=-0.238, p=0.08 
PD100 CpG4: r=-0.306, p=0.079 

 

5.4.1.2. Tgfbr2 and Irs1 in anti-inflammatory signalling 

Tgfbr2 is the constitutive receptor for the cytokine, TGFβ, while Irs1, encodes the insulin 

receptor substrate, activated downstream of insulin signalling. Both these genes are associated 

with neurological disease development (Numata et al., 2008; Tanokashira et al., 2019), 

upregulation of anti-inflammatory signalling pathways (Bierie and Moses, 2010; Chen et al., 

2015) and are enriched for expression in microglia. The RRBS showed a reduced intron 1 
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methylation for Tgfbr2 and increased exon 1 methylation for Irs1. Methylation and expression of 

both genes was hence investigated across development.   

For Tgfbr2, the results demonstrated sex-specific MIA-induced intron 1 methylation at GD21, 

with increased methylation in males and reduction in females. However, at PD21 and PD100 

there was a sustained reduction in methylation in MIA-exposed males and females (Figure 5.8). 

This could indicate prenatal differential methylation adaptation to MIA between sexes, which 

converges postnatally. As with promoter methylation, intron 1 methylation negatively correlates 

with gene expression (Anastasiadi et al., 2018). Accordingly, Tgfbr2 mRNA expression was 

shown to be increased from PD21 to PD100, demonstrating a negative correlation between 

mRNA expression and intron 1 methylation across development (Table 5.27), suggesting a 

developmental relationship between Tgfbr2 methylation and expression.  

Table 5.27. Correlations between Tgfbr2 intron 1 methylation and gene expression 

Developmental age Correlation coefficient 
GD21 Average intron 1 methylation: r=-0.790 p<0.001 
PD1 Non-significant 
PD21 Average intron 1 methylation: rho=-0.569, p=0.009 
PD35 CpG2: r=-0.468, p = 0.037 
PD100 Average intron 1 methylation: r=-0.437, p=0.037 

 

Increased expression of Tgfbr2 mRNA is perhaps contradictory to the pro-inflammatory state of 

microglia, given that TGFβ is an anti-inflammatory cytokine. However, this finding has been 

observed in the systemic circulation of schizophrenia patients (Numata et al., 2008). Hence, it 

could be postulated that upregulation of Tgfbr2 mRNA may be an attempt to compensate for 

reduced TGFβ secretion. Indeed, elevated IL-6 has been shown to reduce TGFβ secretion 

(Luckett-Chastain and Gallucci, 2009). Further, TGFβ has been shown to be secreted primarily 

from OPCs, bind to and activate TGFBR2 on microglia, promoting an anti-inflammatory 

phenotype and preventing chronic microglial activation (Zhang et al., 2019a). Therefore, the 

elevated IL-6 (Chapter 2, Figure 2.16) and reduced OPC density (Figure 5.16B) observed in 

these animals would be expected to potentiate reduced TGFβ availability, reducing TGFβ-

TGFBR2 binding and promoting microglia activation. Indeed, TGFBR2 deficient microglia favour 

the hypertrophic morphologies observed here in adult animals (Zöller et al., 2018). 

For Irs1, the most consistent change in exon 1 methylation in MIA offspring was an increase, 

observed at CpG3 and CpG5 at PD35 and across CpG2-6 at PD100 (Figure 5.9), consistent 

with findings from the RRBS. Conversely, there was a MIA-driven increase in Irs1 mRNA 

expression at GD21 and a reduction at PD1, suggesting early changes in expression of this 

gene are not driven by exon 1 methylation. However, there was a significant MIA-induced 

reduction in Irs1 mRNA expression at PD100, in line with increased exon 1 methylation (Brenet 

et al., 2011). This suggests that MIA-induced dysregulation of Irs1 presents primarily in 

adulthood. This may be explained by the relationship of Irs1 and aging. Irs1 expression in the 

brain reduces with age (Sánchez-Sarasúa et al., 2021) and early reductions are associated with 

neurodegeneration (Tanokashira et al., 2019), implying the observed reduction in Irs1 
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expression at PD100 may be evidence of advanced aging. Further, as Irs1 is an anti-

inflammatory mediator, the observed reduction in Irs1 expression at PD100 would be coincident 

with the increased hypertrophic microglial phenotype and IL-6 elevations. Inflammatory 

cytokines reduce IRS1 expression (de Luca and Olefsky, 2008) and inflammation has recently 

been suggested as a critical mechanism linking insulin resistance and schizophrenia (Perry et 

al., 2021). 

Overall, the results indicate a MIA-induced pro-inflammatory microglia phenotype, supported by 

both morphology and dysregulation of microglial-enriched genes.  

5.4.2. MIA disturbs development of macroglia cells  

Macroglia comprises both astrocytes and oligodendrocytes which sequentially arise from SVZ 

progenitors during gliogenesis (Dietz et al., 2020). Results from IHC/IF indicate key disturbances 

to macroglia cell ratios in MIA-offspring in both PD35 and PD100 PFC (Figure 5.12; Figure 5.15), 

with reduced GFAP+ astrocyte cells and overall increases in OLIG2+ oligodendrocyte cells, 

concurrent to a reduction in NG2+ OPCs. It could be hypothesised that prenatal inflammation, 

notably the observed IL-6 elevation from GD16-21 (Chapter 2, Figure 2.15&Figure 2.16A) leads 

to abnormal proliferation and differentiation of glial progenitors in the SVZ of the foetal brain. IL-

6 family cytokines are critical in promoting the gliogenic switch (Miller and Gauthier et al., 2007), 

providing a plausible mechanistic link between foetal neuroinflammation and the observed 

changes in macroglia densities. Differentiation of macroglia cells is also epigenetically regulated 

through the induction of glial-specific gene expression (Chen et al., 2021b; Hatada et al., 2008; 

Takizawa et al., 2001). Hence, it could be that foetal IL-6 induces epigenetic dysregulation of 

glial progenitors, leading to long-term dysregulation of macroglia development, driven through 

changes in glial-specific gene expression. This is supported by the over-representation of 

macroglia-enriched genes in the RRBS dataset (Chapter 4; Appendix 9). 

5.4.2.1. MIA induces astrocyte dysregulation in sex-specific 

patterns 

Astrocytes are critical throughout neurodevelopment and ongoing modulation of synaptic 

signalling (Abbink et al., 2019; Allen and Eroglu, 2017; Reemst et al., 2016). Astrocytes also 

respond functionally to pro-inflammatory signals, including signals from activated microglia, 

such as those observed at PD35 and PD100, transitioning to a reactive and proliferative state 

(Abbink et al., 2019; Pekny and Pekna, 2014; Sofroniew, 2014). Hence, it is unexpected that 

the GFAP+ astrocyte density was reduced in MIA-offspring PFC (Figure 5.12). That said, as no 

morphometric analyses of these cells was performed, it cannot be discounted that the GFAP+ 

cells did not possess a reactive phenotype. Indeed, while astrocytic density in MIA models has 

produced mixed results (Anderson et al., 2022; de Souza et al., 2015; Ding et al., 2019; Paylor 

et al., 2016; Xia et al., 2020), likely attributable to methodological heterogeneity and brain region 

analysed, more recent studies have shown altered astrocyte morphology and functionality in the 
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brains of MIA-offspring (Hayes et al., 2022; Saavedra et al., 2021). Further, given that GFAP+ 

astrocytes do not account for the entire astrocyte population in the PFC (Souza et al., 2013; 

Waller et al., 2016; Zhang et al., 2019b), it is possible that, while GFAP+ astrocyte density is 

reduced, other astrocyte populations are increased. It may also be that reduced GFAP+ 

astrocyte densities reflect disturbed astrocyte development. The observed elevation in pro-

inflammatory IL-6 in the foetal brain (Chapter 2, Figure 2.15&Figure 2.16A) coincides with the 

start of astrogenesis (Sarkar et al., 2019). Studies evaluating astrocyte development following 

IL-6 challenge have produced mixed results, including increased (Levison et al., 2000; 

Nakanishi et al., 2007) and decreased (Kumari et al., 2020; Velloso et al., 2022) astrocyte cell 

densities. These inter-study discrepancies might relate to different timings of cytokine/immune 

exposure (Anderson et al., 2022) and brain region analysed. Nonetheless they implicate that 

reduced astrocyte density observed in this study could result from: i) dysregulated astrocyte 

differentiation, such as postulated in schizophrenia patients (Liu et al., 2019); ii) disturbed 

astrocyte migration (Wei et al., 2011); iii) increased loss of astrocytes due to cell death or 

phagocytosis (Kumari et al., 2020). Indeed, activated microglia have been shown to 

preferentially phagocytose immature astrocytes in the developing brain (VanRyzin et al., 2019) 

and thus it could be postulated that foetal neuroinflammation promotes both increased 

gliogenesis and activated microglia, which in turn preferentially degrade immature astrocytes 

over oligodendrocytes. Irrespective of cause, the observed reduction in GFAP+ astrocytes may 

cause reduced synapse formation, glutamate uptake and hence disturbed synaptic 

signalling/connectivity in the developing brain (Abbink et al., 2019).   

The only astrocytic candidate gene withstanding the selection criteria (Appendix 9) was GPC4, 

which functions particularly in glutamatergic synapse development (Allen et al., 2012; Farhy-

Tselnicker et al., 2017; Kamimura and Maeda, 2021; Ma et al., 2021). Loss of GPC4 has been 

associated with moderate behavioural deficits, including hyperactivity and social deficits 

(Dowling and Allen, 2018), while increased GPC4 is associated with epilepsy and seizures 

(Xiong et al., 2016). RRBS analysis showed reduced promoter methylation for Gpc4 in adult 

MIA-females. Through development there was a highly significant effect of sex on Gpc4 

promoter methylation, with consistently increased promoter methylation in females relative to 

males (Figure 5.13). This undoubtedly relates to Gpc4 being coded on the X-chromosome. Due 

to females possessing two X-chromosomes and the resulting female X-chromosome 

inactivation process, approximately 95% of X-chromosome-encoded genes are more highly 

methylated in females relative to males (Wang et al., 2021c). In line with the overall sex-

difference in Gpc4 promoter methylation, there were also sex-differences in MIA-induced 

epigenetic dysregulation of Gpc4. There was a reduction in Gpc4 promoter methylation across 

development in poly(I:C)-males and an increase in poly(I:C)-females from PD1-PD21, 

transitioning to reduced Gpc4 promoter methylation at PD100 in both sexes (Figure 5.13). 

However, despite the assumption that promoter methylation downregulates gene expression 

(Moore et al., 2013), MIA-induced changes in promoter methylation did not robustly mirror 

changes in Gpc4 mRNA expression. MIA-exposed males showed overall reductions in Gpc4 
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mRNA expression across postnatal development (PD1-100) while MIA-exposed females 

showed an initial reduction in Gpc4 mRNA expression prenatally followed by an increase 

postnatally, though these were not significant at each developmental age (Figure 5.14). These 

findings present an unexpected relationship between promoter methylation and gene 

expression, with positive correlations observed between individual CpG methylation and Gpc4 

mRNA expression from GD21-PD21, before establishing the typical negative correlations at 

PD35-PD100 (Table 5.28).  

Table 5.28. Correlations between Gpc4 promoter methylation and gene expression 

Developmental age Correlation coefficient 

GD21 
Females: CpG3: rho=0.404, p=0.079;  
Males: CpG1: rho=0.753, p=0.012; CpG3: rho=0.673, p=0.033 

PD1 CpG1: r=0.387, p=0.075; CpG3: r=0.373, p=0.08 
PD21 Average promoter methylation: r=0.459, p=0.032 
PD35 CpG2: rho=-0.370, p=0.075 
PD100 CpG3: r=-0.340, p=0.080 

The initial negative relationship may result from altered hydroxymethylation in the Gpc4 

promoter in early development. As previously outlined, bisulphite conversion methods cannot 

distinguish between DNAm and DNAhm (Booth et al., 2013). However, opposed to DNAm, 

DNAhm promotes active transcription of genes (Chen et al., 2014) and hence would be expected 

to positively correlate with gene expression. DNAhm is usually enriched at developmental genes 

which become highly expressed in adolescence and adulthood (Lister et al., 2013; Shi et al., 

2017; Wen et al., 2014), as would be expected for Gpc4. Notably the switch from positive to 

negative correlations occurs towards to end of synaptogenesis (Sarkar et al., 2019) during which 

synaptic plasticity reduces.  

GPC4 protein expression results showed reduced expression in MIA-exposed offspring from 

both sexes across development, though this transitions to increased GPC4 protein expression 

in MIA-exposed adult (PD100) females, mirroring the pattern of changes in Gcp4 mRNA 

expression. Overall, this would suggest a temporal lag between changes to Gpc4 DNAm/mRNA 

expression which is later established in the protein expression. One limit to this study is that the 

membrane fraction was used for quantification of GPC4 protein expression. Hence, it cannot be 

discounted that there is no difference in the amount of GPC4 secreted from astrocytes as a 

result of MIA (Farhy-Tselnicker et al., 2017). Nonetheless, the results support sex-specific and 

temporal MIA-induced dysregulation of Gpc4. This could have critical consequences for 

formation of glutamatergic synapses and establishment of cortical circuitry. The overall 

reduction in GPC4 expression, notably in males, would be expected to reduce glutamatergic 

synapse formation and imbalance synaptic receptor clusters (Allen et al., 2012; Farhy-

Tselnicker et al., 2017). While elevations in GPC4 observed in adult females may potentiate a 

neurodegenerative phenotype, similar to those observed in Alzheimer’s disease (Ma et al., 

2021).   
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5.4.2.2. MIA accelerated oligodendrocyte lineage development  

It was observed that there was an overall increase in OLIG2+ oligodendrocyte cells, alongside 

a reduction in NG2+ OPCs in MIA-offspring PD35 and PD100 PFC (Figure 5.15), implying 

increased numbers of pre-myelinating/mature oligodendrocytes (Figure 5.1). Incorrect 

oligodendrocyte development has been identified in other models of MIA and early-life 

inflammation, including both reductions and increases in the numbers of oligodendrocyte 

lineage cells, with this discordance most likely attributable to timing of immune insult and brain 

region analysed (Anderson et al., 2022; Canales et al., 2021; Makinodan et al., 2008; Mouihate 

et al., 2017; Page et al., 2021; Velloso et al., 2022). The MIA model used here causes foetal 

neuroinflammation during OPC specification in the SVZ (~GD15 in rats; Sarkar et al., 2019) and 

initial oligodendrogenesis. As mentioned earlier, IL-6 promotes gliogenesis and the 

differentiation of OPCs into mature oligodendrocytes (Favrais et al., 2011; Taylor et al., 2010; 

Valerio et al., 2002), providing a possible mechanistic relationship between elevated foetal IL-6 

(Chapter 2, Figure 2.15&Figure 2.16A) and increased number of oligodendrocytes observed. 

However, one limitation here is the inability to distinguish pre-myelinating from mature-

myelinating OLIG2+ cells, which precludes determination of whether the observed OLIG2+ cells 

are under-developed. However, the reduction in the OPC pool as early as adolescence suggests 

a premature differentiation of oligodendrocytes resulting in an overly mature phenotype, such 

as has been noted in recent studies using early-life/chronic stress paradigms (Poggi et al., 2022; 

Teissier et al., 2020).  

To lend further support to this hypothesis, the mRNA expression of developmental 

oligodendrocyte-specific transcription factors, Olig2, Myrf and Qki (Figure 5.1) were measured. 

Of note, dysregulation of Myrf and Qki have been demonstrated in the PFC of schizophrenia 

patients (Lauriat et al., 2008; Lin et al., 2021). Olig2, a transcription factor expressed from all 

oligodendrocyte lineage cells, showed MIA-induced increases in mRNA expression only at 

PD35-PD100 (Figure 5.19A), corresponding to observed OLIG2+ cell density increases (Figure 

5.15A). This could suggest that the observed differences in oligodendrocyte development 

primarily occur during the peak of OPC differentiation at ~PD14-PD30 in rodents (Nishiyama et 

al., 2021). However, the transcription factors involved in oligodendrocyte maturation (Myrf, Qki) 

showed more extensive developmental disturbances. There was a MIA-induced increase in Myrf 

mRNA expression from PD21-35, becoming reduced expression at PD100. These results are 

consistent with findings previously reported in MIA models (Namvarpour et al., 2022; Page et 

al., 2021). This would also be concordant with the cell ratio findings, indicating accelerated 

maturation of the lineage and advanced myelination during juvenile and adolescent periods, 

followed by reduced capacity to remyelinate in adulthood. Likewise, Qki showed MIA-induced 

increases in mRNA expression at PD21 and PD100. Given the role of Qki in myelin gene splicing 

(Wu et al., 2002) these results would indicate ongoing splice dysregulation in the 

oligodendrocyte lineage cells in MIA-offspring. Taken together, the results support critical 

developmental disturbances in the oligodendrocyte cell lineage, indicative of premature 
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maturation. Altered oligodendrocyte development could have impacts on the normal functions 

of oligodendrocytes in the developing brain. Indeed, disturbances in the ratio of 

immature:mature oligodendrocytes could impact on myelin and ECM formation. Formation of 

myelin and ECM structures marks the closure of the critical period of plasticity in 

juvenile/adolescent PFC development (Larsen and Luna, 2018). During this critical period, the 

PFC has enhanced plasticity, essential for normal cognitive development and hence disturbed 

neurobiological function within this period (e.g., altered myelin/ECM formation), could result in 

neuropathology, including schizophrenia (Guirado et al., 2020; Morishita et al., 2015). In support 

of disturbed oligodendrocyte development, several oligodendrocyte-enriched genes withstood 

the selection criteria from the RRBS analysis (Appendix 9). Three were investigated here, Nfasc, 

Mbp and Mag (the latter analysed for gene expression only).  

I. Nfasc and ECM malformation 

Nfasc is involved in perinodal ECM formation, important in normal signal conduction in the 

developing brain (Chang et al., 2014; Fawcett et al., 2019). The RRBS showed reduced 

methylation at intron 1 of the Nfasc gene. When measured across development, Nfasc 

demonstrated developmental switches, matching the directionality of methylation differences 

between MIA- and vehicle-offspring. This could imply a degree of developmental plasticity in the 

regulation of this gene, underpinned by DNAm, which is disturbed in MIA-offspring. While MIA-

driven changes in methylation were often CpG-specific, there were MIA-induced decreases in 

methylation from GD21-PD1, reversing to increases from PD21-35 and reduced again at PD100 

(Figure 5.16). As with intron 1 methylation, the expression of Nfasc mRNA was also 

developmentally dysregulated with similar directionality in MIA-exposed offspring, including: 

reduction at PD1, increased at PD21-35 and sex-specific changes at PD100 (Figure 5.16A). 

These findings correspond to a lack of correlation between intron 1 methylation and Nfasc 

mRNA expression in early development (GD21-PD1), a positive correlation at PD21, becoming 

a negative correlation from PD35-PD100 (Table 5.29). This might suggest that the MIA-induced 

changes in Nfasc mRNA expression in early development, perhaps driven by transcription factor 

binding/other epigenetic mechanisms, lead to established DNAm-mediated dysregulation of 

Nfasc in adolescent and adult offspring.  

Table 5.29. Correlations between intron 1 methylation and Nfasc mRNA expression 

Developmental age Correlation coefficient 
GD21 No significant correlations 
PD1 No significant correlations 
PD21 CpG3: rho=0.471, p=0.042 
PD35 CpG1: rho=-0.369, p=0.071 
PD100 Average intron 1 methylation: r=-0.473, p=0.019 

Of note, the technique for evaluating mRNA expression used here cannot distinguish the various 

splice variants which exist for this gene. Given that different splice variants of this gene function 

differentially in ECM formation (Chang et al., 2014; Fawcett et al., 2019), the interpretations here 

should be considered with this in mind. Nevertheless, the disturbed expression of Nfasc, 
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particularly the elevation in expression observed from PD21-35 would indicate premature 

formation of the ECM. Given that PD21-35 corresponds to the critical period for the PFC 

(Guirado et al., 2020; Larsen and Luna, 2018; Morishita et al., 2015), advanced ECM formation 

could promote early closure of this period and thereby contribute to reduced cognitive flexibility 

in MIA-offspring.  

II. Mbp, Mag and myelin malformation 

Mbp and Mag are both critical components of the myelin sheath, expressed exclusively from 

oligodendrocytes (Kuhn et al., 2019) and differential methylation and expression of both these 

genes has been identified in the PFC of schizophrenia patients (Lin et al., 2021). Both these 

myelin genes withstood the selection criteria (Appendix 9), however, given the similarity in 

function and sample constraints, it was determined that while both genes would be evaluated 

for mRNA expression, only Mbp DNAm would be analysed. When analysed in MIA models 

previously, the results for mRNA/protein expression of both genes have shown inconsistent 

results (Valdés-Tovar et al., 2022; Woods et al., 2021), likely attributable to model heterogeneity. 

Nonetheless, the results have generally shown age-specific increases and decreases.  

Mbp has four primary isoforms created from alternate splicing of exon 2 (Akiyama et al., 2002; 

Kruger et al., 1999). Developmental changes in expression of individual MBP isoforms has 

previously been demonstrated following MIA (Farrelly et al., 2015; Fatemi et al., 2009a), though 

how these relate to epigenetic dysfunction have yet to be explored. The RRBS identified a 

reduction in Mbp exon 2 methylation. When evaluated across development, there was almost 

100% methylation of this region prenatally (GD21), before reducing steadily across postnatal 

development. This is likely because myelination only commences postnatally (Sarkar et al., 

2019) and hence the Mbp gene is expected to be epigenetically silenced prior to this (Reik, 

2007). Accordingly, MIA-driven changes in Mbp methylation were only observed postnatally, 

beginning at PD1 with a MIA-induced increase in exon 2 methylation, followed by MIA-induced 

reductions from PD21-100 (Figure 5.17). However, few MIA-driven changes in Mbp mRNA 

expression were identified, with the only significant differences including reduced Mbp mRNA in 

MIA-exposed foetuses at GD21 and increases in MIA-offspring at PD21 (Figure 5.19B). Of note, 

for Mag, a MIA-induced increase in mRNA expression was observed at GD21, followed by a 

reduction at PD1 and increase at PD35 (Figure 5.19C). Taken together, while these findings 

indicate early developmental dysregulation of myelin gene mRNA expression, there appear little 

MIA-driven changes, particularly in Mbp expression, during the PFC critical period, with no 

changes in expression of either observed at the occurrence of the cognitive deficit (PD100), 

despite significant changes in DNAm. Evaluation of the association between exonic methylation 

and splicing has found increased methylation in retained exons and reduced methylation in 

spiced exons (Li et al., 2018b; Shayevitch et al., 2018). This phenomenon could postulate that 

the observed changes in exon 2 methylation would influence expression of Mbp splice variants. 

However, mRNA expression analysis used here is unable to distinguish between such splice 
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variants and hence MBP isoform expression was measured instead by protein (Figure 5.20), to 

explore the relationship between exon 2 methylation and dysregulated Mbp isoform expression.  

As outlined above, myelination begins in the early postnatal period, peaking at ~PD20-21 in rats 

(Sarkar et al., 2019), with exon 2-containing isoforms more prevalent during active myelination 

in early development, while exon 2-spliced isoforms are prevalent in mature myelin (Akiyama et 

al., 2002; Kruger et al., 1999). Accordingly, MBP protein expression increased significantly 

between PD1 and PD21, where there was peak expression of exon 2-containing MBP isoforms. 

Expression of exon 2-containing isoforms steadily reduced from PD21-100, while exon 2-spliced 

isoforms increased. When considering the effect of MIA, there was only a statistically significant 

difference in total MBP protein expression at PD100, with reduced expression in MIA-offspring 

(Figure 5.20A), corroborating findings in previous MIA models and in schizophrenia (Francisco 

et al., 2022; Vikhreva et al., 2016; Woods et al., 2021). However, there was MIA-driven 

reductions in expression of exon 2-containing isoforms (21.5kDa/17kDa) at PD21 and increases 

in exon 2-spliced isoforms (18.5kDa/14kDa) at PD35 (Figure 5.20). These results imply a 

premature switch from active myelination to mature myelination during the critical period in the 

PFC (PD21-35) which could result in malformed myelin structures. However, at PD100 there 

was a MIA-induced reduction in all MBP isoforms. Given there was no change in mRNA 

expression, it could be hypothesised that this MIA-induced reduction in MBP protein is due to 

increased myelin degradation or demyelination, alongside inefficient remyelination. Such a 

hypothesis would align with the observed neuroinflammation and microglia activation, which 

could promote myelin degradation (Briones and Woods, 2014) and the reduced OPC:mature 

oligodendrocyte ratio, indicating premature oligodendrocyte maturation and reduced plasticity.  

Critically, the changes in MBP isoform expression from PD21-100 appears determined by exon 

2 methylation, with positive correlations between average exon 2 methylation and exon 2 

retention (rho=0.215, p=0.080) and a negative correlation between average exon 2 methylation 

and exon 2 splicing (rho=-0.227, p=0.071). Likewise, the onset of isoform expression changes 

at PD21 correspond with MIA-induced changes in expression of transcription factors Myrf and 

Qki, which regulate myelin gene expression and splicing (Emery and Lu, 2015; Wu et al., 2002), 

suggesting a link between oligodendrocyte maturation, perhaps driven by changes in DNAm, 

converging in altered myelin gene expression.   
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5.5. SUMMARY 

The results of this Chapter show key changes to glial cell development in the PFC of MIA-

exposed offspring. These changes appear to be, in part, due to dysregulation of glial cell-

enriched gene expression. Microglia (IBA1+) were predominantly found in active morphological 

phenotypes in adolescence and adulthood, which would promote a pro-inflammatory state, 

aligning with the observed increase in IL-6 (Chapter 2). The developmental activation of 

microglia also includes upregulation of gene and protein expression of Sgk1/SGK1 and Tgfbr2, 

alongside downregulation of anti-inflammatory Irs1. The observed changes support the notion 

of a chronically altered neuroinflammatory state in the developing brain caused by MIA. 

Alongside these changes in microglia, macroglia cell ratios were disturbed in MIA-offspring. 

Unlike microglia, macroglia arise from SVZ NPCs during gliogenesis, a process regulated by 

the IL-6 family cytokines. Here, it was demonstrated that GFAP+ astrocyte density was reduced, 

alongside dysregulation of astrocyte-specific GPC4 mRNA and protein expression. These 

changes could be due to increased astrocytic cell death and/or increased astrocytic 

phagocytosis by microglia. Meanwhile, there was an increased number of OLIG2+ 

oligodendrocytes and concurrent reduction in NG2+ OPCs. This indicates a premature 

differentiation of OPCs into mature oligodendrocytes, supported by MIA-induced developmental 

dysregulation in expression of key oligodendrocyte-specific genes, including, myelin 

transcription factors (Myrf, Qki), ECM (Nfasc) and myelin (Mag, Mbp) genes. Notably, DNAm 

appears the key regulator of changes in macroglia-gene expression, implying a link between 

MIA, foetal neuroinflammation, epigenetic dysregulation, leading to changes in glial cell 

development and function. Together, these findings postulate accelerated maturation of these 

cells in the MIA-offspring brain, consistent with recent findings in mouse models (Canales et al., 

2021). Critically, microglia and macroglia support synapse formation, plasticity and neuronal 

signalling (Reemst et al., 2016; Saab and Nave, 2017; Xin and Chan, 2020). Hence, the 

observed developmental glial cell changes could have critical impacts on PFC circuitry and the 

observed cognitive deficit in adulthood. Indeed, the majority of MIA-induced changes to glial cell 

function (measured through transcriptomic/proteomic changes) occur during the critical period 

(PD21-35) of plasticity, associated with higher cognitive development governed by the PFC 

(Guirado et al., 2020; Larsen and Luna, 2018; Morishita et al., 2015). The closure of this period 

is marked by establishment of the EI balance and formation of ECM and myelin structures. All 

these processes could be disrupted by changes to glial cell function. Further, altered synaptic 

function and signalling following developmental disturbances within the critical period could 

undoubtedly contribute to the observed PFC-mediated cognitive deficit in MIA-exposed offspring 

(Chapter 2, Figure 2.18). To understand how the observed glial cell changes contribute to the 

cognitive phenotype, the postulated link between MIA-induced glial maldevelopment and 

perturbed synaptic function will form the main focus of the final Chapter.  
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6. CHAPTER 6. MIA-induced changes to 

the formation and structure of the 

neuronal ECM and synapses  
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6.1. INTRODUCTION 

Chapter 5 highlighted key changes to macroglia and microglia in the developing cortex in 

response to MIA. Glia are involved in various neurodevelopmental functions, including: 

modulation of neuroinflammation, synaptic development and plasticity and support of normal 

neuronal signalling (Allen and Eroglu, 2017; Saab and Nave, 2017; Xin and Chan, 2020). Hence, 

MIA-induced changes to glia would be expected to have consequences for neuronal 

development and ongoing neuronal signalling. Some of the key findings from Chapter 5 suggest 

accelerated maturation of oligodendrocytes, with concordant developmental alterations in 

myelin and perinodal ECM formation, through dysregulation of Mbp, Mag and Nfasc. 

Furthermore, the observed developmental activation of microglia alongside elevations in IL-6 

(Chapter 2, Figure 2.16), SGK1 (Chapter 5, Figure 5.7&Figure 5.10A) and reduction in IRS-1 

(Chapter 5, Figure 5.9&Figure 5.10C), postulate a microglial inflammatory state which would 

precipitate disturbed synaptic pruning and ECM/myelin remodelling (Jang et al., 2020). 

Accordingly, it is hypothesised that the observed MIA-induced changes in glial cells (Chapter 5) 

would provoke structural changes to myelin and the neural ECM, which could in turn, or 

concomitantly, alter synapse formation and plasticity to perturb neuronal signalling and result in 

cognitive deficits. 

6.1.1. The brain extracellular space 

There are two critical extracellular structures surrounding neurons in the brain: myelin sheaths 

and the ECM. Myelin is the major constituent of the CNS ‘white matter’, suggested to comprise 

~40% of the brain (Hildebrand et al., 1993). Myelin forms through the ensheathment of axons 

by oligodendrocyte processes, condensing into compact myelin structures which support signal 

propagation, neuron metabolism and regulate synaptic plasticity (Bonetto et al., 2021; 

Stadelmann et al., 2019; see Chapter 5, Section 5.1.1.2. for more detail). By comparison, the 

neural ECM accounts for ~20% of the brain weight (Nicholson and Syková, 1998) and forms as 

a lattice-like structure around neuron cell bodies, axons and synapses, composed from various 

secreted proteins and structural components (see Section 6.1.1.1).  

6.1.1.1. Structure of the neural ECM 

The neural ECM is a complex structure of interconnected components, including: hyaluronan, 

proteoglycans and tenascins (Figure 6.1; Fawcett et al., 2019; Jang et al., 2020). Hyaluronan 

(or hyaluronic acid) is a polymer which forms the main structural backbone of the neural ECM. 

Bound to this backbone are chondroitin sulphate proteoglycans (CSPGs): Aggrecan, Brevican, 

Neurocan and Versican. These CSPG-hyaluronan bindings are stabilised by hyaluronan and 

proteoglycan link proteins (HAPLNs), while Tenascin (Tnsc) glycoproteins (Tnsc-C and Tnsc-R) 

link the CSPGs together to complete the lattice-like structure (Figure 6.1; Bosiacki et al., 2019; 

Dzyubenko et al., 2016; Fawcett et al., 2019; Jang et al., 2020). There are, broadly speaking, 

three ECM structures surrounding neurons: the perineuronal nets (PNNs), the perinodal 
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(axonal) ECM and the perisynaptic ECM (Dankovich and Rizzoli, 2022; Fawcett et al., 2019; 

Jang et al., 2020; Tewari et al., 2022).

 

Figure 6.1. Overview of neural ECM structures 
A. PNN/perisynaptic ECM. B. Perinodal ECM. Schematic of the components involved in neural ECM structures. 
A central key outlines the individual components and cell surface molecules. Abbreviations: AMPAR, AMPA 
receptor; Nav, Na2+ channels. Figures adapted from Fawcett et al. (2019)  
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The perinodal and perisynaptic ECMs form at the nodes of Ranvier along the neuronal axon 

and at synapses, respectively, while PNNs are tightly associated with the neuronal cell bodies 

(Fawcett et al., 2019; Jang et al., 2020; Tewari et al., 2022). While they are all structurally similar, 

there are some variations in the ratio of individual components: while Neurocan and Aggrecan 

are the most enriched CSPGs in the PNN, Versican and Brevican are more enriched in the 

perinodal and perisynaptic ECMs (Fawcett et al., 2019; Jang et al., 2020). Cell adhesion and 

cell surface molecules are important in both the formation and stability of the neural ECM. 

Several cell adhesion molecules interact with the neural ECM to anchor and stabilise the ECM, 

including astrocytic CD44, which binds hyaluronan and neuronal N-CAM, which binds CSPGs 

(Dzwonek and Wilczynski, 2015; Grumet et al., 1993). Meanwhile, Neurofascins and Ankyrins 

both play roles in ECM formation. Neurofascin is critical for the assembly of the perinodal and 

perisynaptic ECMs (but not PNNs), through recruitment of Brevican and Versican (Hedstrom et 

al., 2007; Susuki et al., 2013), while Ankyrin G permits perinodal ECM formation through 

assembly of proteins (including Na2+ channels and Neurofascin) at the nodes of Ranvier and 

Ankyrin R is indispensable for normal PNN formation (Hedstrom et al., 2008; Stevens et al., 

2021; Yang et al., 2017).   

6.1.2. Role of glia in neural ECM formation and maintenance  

6.1.2.1. Macroglia 

Compared to myelin sheath components, which are produced exclusively from oligodendrocytes 

(Akiyama et al., 2002; Stadelmann et al., 2019), the components of the neural ECM have more 

diverse origins. Critically, while a few components are produced directly from the neurons they 

form around, several components are produced in high quantities, sometimes exclusively, from 

macroglia cells (Table 6.1).  

Table 6.1. Cell origins of neural ECM components 

ECM component  Neuron Astrocyte Oligodendrocyte OPC 

Aggrecan ++ +   

Brevican * +++   

Neurocan +++    

Versican * * +++ ++ 

Hyalronan  ++ ++   

Tenascin-R ++ * ++ ++ 

Tenascin-C * +++   

HAPLNS ++    

+++Robust evidence of high mRNA/protein expression of this ECM component from this cell type under 
physiological conditions. ++ Robust evidence of moderate mRNA/protein expression of this ECM component 
from this cell type under physiological conditions. + Evidence of moderate mRNA/protein expression of this ECM 
component from this cell type under physiological conditions in vitro only. *Limited evidence of mRNA/protein 
expression of this ECM component from this cell type under restricted experimental conditions. Table 
amalgamated from Dzyubenko et al., (2016) and Bosiacki et al., (2019). 

Hence, macroglia dysfunction, explored throughout Chapter 5, could result in disturbed 

expression of these components, supported by the observed differential expression of Nfasc 
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(Figure 5.18A) and thereby perturb the normal development and structure of the neuronal ECM. 

In addition, Chapter 5 provided evidence of developmentally disturbed myelin protein expression 

and oligodendrocyte/OPC ratios. Studies indicate a complex and co-dependent relationship 

between the development of myelin and the neural ECM (Colognato and Tzvetanova, 2011). 

Indeed, early developmental ECM structures appear critical for normal oligodendrocyte 

differentiation and maturation (Su et al., 2021). Likewise, ECM signalling, via β-integrins, is 

important for the initiation of the remyelination processes within the mature brain, with 

overexpression of ECM components from macroglia shown to inhibit OPC differentiation and 

remyelination (Colognato and Tzvetanova, 2011; Su et al., 2021). However, during 

neurodevelopment, the final perinodal ECM structure only forms after axon myelination at PD20-

22 in mice (~PD22-24 in rats; Oohashi et al., 2002), while the diameter of axon myelination 

influences the composition of the assembling perinodal ECM (Bekku et al., 2009).  

Given this interlinking relationship between myelin and the neural ECM, it could be suggested 

that the observed dysregulation of myelin proteins, alongside altered oligodendrocyte cell ratios 

(Chapter 5), could both arise from, or contribute to, neural ECM alterations. 

6.1.2.2. Microglia and inflammation 

While microglia do not typically produce any of the neural ECM components, they can regulate 

ECM remodelling. Neural ECM remodelling is important during normal neurodevelopment for 

maintaining synaptic plasticity (Reinhard et al., 2015; see Section 6.1.4). Microglia have been 

shown to phagocytose ECM components, notably around the perisynaptic ECM, to enable 

synaptic connections to form (Crapser et al., 2021). Likewise, microglia can secrete matrix 

metalloproteinases (MMPs), including the MMP-2 and MMP-9, which can enzymatically remodel 

the neural ECM (Crapser et al., 2021; Gray et al., 2008).  Microglia in turn can be activated by 

ECM damage (Rolls et al., 2008), which is important for damage repair after CNS injury (Crapser 

et al., 2021; Rolls et al., 2008). However, these normal processes can become disturbed in 

disease conditions (Reinhard et al., 2015). Indeed, active microglia can secrete excess MMPs 

which can cause axon and ECM damage and demyelination as observed in multiple sclerosis 

(Könnecke and Bechmann, 2013; Newman et al., 2001) and excess spontaneous neuronal 

signalling, a common feature of epilepsy (Konopka et al., 2013). Excess MMP activation also 

promotes neuroinflammation, with MMP-driven degradation of CSPGs and hyaluronan causing 

activation of astrocytes and microglia (Jang et al., 2020; Könnecke and Bechmann, 2013; Rolls 

et al., 2008) and elevations in pro-inflammatory cytokines (Jang et al., 2020; Wang et al., 2006). 

That said, the neural ECM can also be protective against inflammation. Indeed, activated 

astrocytes can secrete excess CSPGs to remodel the neural ECM and prevent spread of 

damage (Pekny and Pekna, 2014), while PNNs protect neurons they surround from damage 

induced by inflammation (Cabungcal et al., 2013; Reichelt et al., 2019). Taken together, these 

studies support a possible relationship between the observed microglia activation (Chapter 5) 

and neural ECM dysregulation. 
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6.1.3. Parvalbumin interneurons (PVIs) and PNNs 

While perinodal and perisynaptic ECMs are present across all neuronal types, PNNs primarily 

surround cell bodies of PVIs in the PFC (Fawcett et al., 2019; Tewari et al., 2022). The PFC is 

responsible for the complex integration of multiple inputs to inform cognitive function, known as 

executive function (Ferguson and Gao, 2018), consistently impaired in MIA-exposed adult 

offspring (Figure 2.18; Potter et al., 2023). PVIs are fast-spiking GABAergic inhibitory 

interneurons, comprising ~50% of the total PFC interneuron population, enriched in cortical 

layers II-VI (Kawaguchi and Kubota, 1997; Llorca and Deogracias, 2022; Nahar et al., 2021). 

PVIs are characterised by expression of the calcium-binding protein parvalbumin (PV) and can 

be subdivided into chandelier cells (make contacts with pyramidal cell axons) and basket cells 

(form contacts with dendrites of various neurons; Caillard et al., 2000; Nahar et al., 2021). PVIs 

produce inhibitory GABA signals, critical for establishment of the correct EI balance during 

cortical development, hypothesised to be critical for PFC executive function (Ferguson and Gao, 

2018). PVIs are also considered important for their role in the synchronisation of ongoing PFC 

gamma-oscillations (Nahar et al., 2021). Gamma oscillations refer to network oscillations in the 

gamma range (20-80Hz), synchrony of which is important for cognitive development (Kriener et 

al., 2022; Mably and Colgin, 2012). These frequencies accelerate across the rodent juvenile 

period (PD10-28), increasing from low frequency (~20Hz) to high frequency (~50-60Hz) 

oscillations, coinciding with increasing PV expression (Bitzenhofer et al., 2020). Of note, 

reduced frequency gamma-oscillations, hypothesised to result from disturbed PVI function, have 

been identified in schizophrenia (Chung et al., 2022; Kaar et al., 2019; Nahar et al., 2021).  

During neurodevelopment, PVIs are generated from the medial ganglionic eminence at ~GD16-

17 in rats, before migrating to the cortical layers (Hu et al., 2017; Llorca and Deogracias, 2022). 

Hence PVI development could be disturbed by the observed foetal neuroinflammation in this 

period (Chapter 2, Figure 2.15). These prenatally specified PVIs become readily detectable in 

the rat PFC at ~PD18-PD20 (Ouellet and Villers-Sidani, 2014; Qu et al., 2016). Concordantly, 

gene and protein expression of PNN components and PNN density increases across the 

juvenile and adolescent period in the rat, before becoming relatively stable in adulthood (Deepa 

et al., 2006; Gao et al., 2018; Jakovljević et al., 2021; Mafi et al., 2020; Ueno et al., 2018; Wen 

et al., 2018). PNN formation is thought to be critical for normal PVI function as studies have 

shown that PNN depletion using the enzyme, chondroitinase ABC (Ch-ABC), reduces PVI 

inhibitory output, resulting in altered EI balance and inhibited PVI maturation (Bucher et al., 

2021; Wingert and Sorg, 2021).  

6.1.4. The role of the ECM in synaptic plasticity and cognition 

6.1.4.1. The critical period of the PFC 

Critical periods are phases during brain development where there are pronounced levels of 

plasticity, where the brain is particularly vulnerable to perturbations in the developing synaptic 
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circuitry (Larsen and Luna, 2018). The PFC critical period occurs during juvenile-adolescent 

development (~PD14-35 in rats; Caballero et al., 2016; Schalbetter et al., 2022). This critical 

period is essential for normal synaptic structural and functional plasticity and thereby formation 

of the neural circuitry underscoring PFC-mediated higher cognitive functions (Guirado et al., 

2020; Larsen and Luna, 2018). Various developmental processes occur during this time, 

including, synapse formation, synaptic pruning by microglia, dopamine innervation of the cortical 

layers, PVI maturation and positioning and establishment of the EI balance (Caballero et al., 

2016; Hensch, 2005; Morishita et al., 2015; Schalbetter et al., 2022). Notably, the closure of this 

period is marked by formation of myelin sheaths and the ECM (Larsen and Luna, 2018), which 

restrict synapse formation (i.e., synaptic structural plasticity; Dzyubenko et al., 2016). 

Disturbances to these processes can therefore predispose individuals to cognitive deficits 

(Morishita et al., 2015; Schalbetter et al., 2022).   

6.1.4.2. Role of myelin and the neural ECM in structural synaptic 

plasticity 

I. Myelin 

Myelin sheaths form throughout the critical period (Downes and Mullins, 2014; Larsen and Luna, 

2018; McGee et al., 2005). Glycoproteins, MAG and MOG, expressed exclusively from 

myelinating oligodendrocytes (Figure 5.1), both inhibit synaptic plasticity (McKerracher et al., 

1994; Schafer et al., 1996; Wang et al., 2002). While the effect of MAG is time-dependent, with 

promotion of dendrite outgrowth during early development before becoming a potent inhibitor of 

dendritic outgrowths after PD8 in rats (Giger et al., 2008), MOG exclusively inhibits neurite 

outgrowth, with its expression at the nodes of Ranvier preventing abnormal axon formation 

(Huang et al., 2005). These inhibitory functions are thought to be driven through neuronal NOGO 

receptors, which bind myelin proteins (e.g., MAG/MOG/MBP) and promote intracellular signal 

cascades which inhibit dendritic outgrowth (McGee et al., 2005).  

II. ECM  

Neural ECMs mature at the closure of the PFC critical period (Larsen and Luna, 2018). The 

neural ECM is suggested to act as a physical barrier, preventing formation of new neuron-

neuron contacts (Bosiacki et al., 2019; Wilson et al., 2020) as well as inhibiting synaptic growth 

through binding to integrins and semaphorins (Dzyubenko et al., 2016).  In vitro studies 

demonstrate that excess neural ECM accelerates the maturation of neuronal activity and 

networks (Lam et al., 2019). In line with this, PNN formation restricts PVI plasticity. PNN 

formation is activity-dependent, with PNN formation increasing on active neurons to maintain 

high PVI firing rate (Favuzzi et al., 2017; McRae et al., 2007). The formation of PNNs is thought 

to consolidate mature PVI dynamics in the PFC (Bucher et al., 2021). Accordingly, digestion of 

PNNs and ECMs using Ch-ABC, or inhibition of individual ECM components, produces 
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molecular phenotypes consistent to those seen in the PFC critical period (Bosiacki et al., 2019; 

Carulli et al., 2010; Morishita et al., 2015). 

6.1.4.3. Role of ECM signalling in functional synaptic plasticity 

Beyond the developmental role of the neural ECM in structural plasticity during the critical 

period, the ECM and its signalling pathways are also important in modulating ongoing LTP. LTP 

is a form of activity-induced functional synaptic plasticity and has long been considered critical 

for learning and memory (Bliss and Lomo, 1973; Bliss, 1979; Collingridge and Bliss, 1987). In 

its simplest form, LTP is an alteration in synaptic efficacy through the strengthening of 

associations between active neuronal synapses, which is thought to underpin the storage of 

information in the brain during the processes of learning and memory (Bliss and Lomo, 1973; 

Bliss, 1979; Collingridge and Bliss, 1987; Lynch, 2004). LTP is thought to rely primarily on 

glutamatergic signalling, with a pivotal role for NMDA receptors (Collingridge and Bliss, 1987; 

Zhao et al., 2005). However, more recent work has also implicated a role for post-synaptic 

glutamatergic α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA) receptors 

(Chater and Goda, 2014; Choquet and Opazo, 2022). It has been suggested that the neural 

ECM regulates functional synaptic plasticity primarily through the modulation of glutamatergic 

receptors of the AMPA and NMDA subtypes, thereby influencing LTP and cognition 

(Frischknecht and Gundelfinger, 2012). 

I. Lateral diffusion of synaptic AMPA receptors 

Correct receptor density and turnover at synapses is important for normal synaptic transmission 

and strength (Choquet and Opazo, 2022; Maynard and Triller, 2019). Receptor diffusion is a key 

mechanism by which synaptic receptor density is regulated, with receptors alternating between 

‘mobile’ and ‘trapped’ states (Meier et al., 2001; Thomas et al., 2005). Further, correct AMPA 

receptor diffusion is important for recycling of desensitised receptors during neuronal signal 

propagation, essential for LTP (Choquet and Opazo, 2022; Penn et al., 2017). The perisynaptic 

ECM acts as a physical barrier to receptor lateral diffusion, with hyaluronan matrices 

demonstrated to restrict AMPA receptor 1 (GLuA1) diffusion and reduce receptor turnover 

(Frischknecht et al., 2009), while Brevican directly interacts with GLuA1 to aid in its clustering 

(or trapping) within the synapse (Favuzzi et al., 2017).  

II. β-integrins and NMDA/AMPA receptor regulation 

Integrins form heterodimeric transmembrane receptors composed of α and β subunits. Integrins 

are expressed on both neurons and glia and act as neural ECM receptors (Wu and Reddy, 

2012). β1-containing integrins, in particular, have been shown to be indispensable for LTP 

through their role in regulating NMDA receptor diffusion and mobility within the synaptic 

membrane, via contacts with various ECM components (Bernard-Trifilo et al., 2005; Michaluk et 

al., 2009; Nagy et al., 2006; Schweitzer et al., 2017). Moreover, β1-integrins, in co-operation 

with Reelin signalling, are also important for the normal developmental NMDA receptor switch 
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from NR2B to NR2A expression (Groc et al., 2007). By comparison, both β1- and β3-containing 

integrins have both been associated with AMPA receptor regulation. Notably, β3-containing 

integrins appear critical in activity-dependent phagocytosis of AMPA receptor 2 (GLuA2; 

Cingolani et al., 2008), while β1-containing integrins are important for normal GLuA1-mediated 

signalling (Chan et al., 2006).  

III. Reelin signalling and NMDA receptor regulation 

Reelin is a large extracellular matrix glycoprotein with important roles throughout 

neurodevelopment, mediated through binding to the dimeric receptors, very low density 

lipoprotein receptor (VLDLR) and apolipoprotein E receptor 2 (ApoER2; Lee and D’Arcangelo, 

2016; Yasui et al., 2010). During prenatal and early postnatal development, Reelin-receptor 

binding primarily regulates neuronal migration. For this, Reelin, secreted from Cajal-Retzuis 

cells (Lee and D’Arcangelo, 2016; Trotter et al., 2013), binds its receptors and induces 

phosphorylation of the cytosolic adaptor protein, Disabled 1 (DAB1; Figure 6.2A; Chen et al., 

2004; Howell et al., 1999; Trotter et al., 2013). Phosphorylation of DAB1 activates various 

downstream signalling pathways which regulate cortical neuron migration (Figure 6.2A; Chen et 

al., 2004; Lee and D’Arcangelo, 2016).  

 
Figure 6.2. Reelin signalling 
A. Overview of prenatal and early developmental Reelin signalling. Reelin binds receptors VDLR and ApoER2, 
leading to phosphorylation of DAB1 adaptor protein by Src family kinases. Phosphorylated DAB1 activates the 
CRK family of proteins, which, in turn, promote signalling cascades which i) modulate cell adhesion proteins to 
aid in neuronal migration and lamination or ii) promote protein translation required for dendrite development. B. 
Overview of postnatal Reelin signalling. Reelin binds receptors VDLR and ApoER2, leading to i) activation of 
PSD95, which, in turn, activates NMDA receptors (NMDAR), causing calcium influx and activation of CAMKII, 
ii) non-canonical DAB1 signalling and downstream AKT activation, both converge in ERK-driven transcription of 
genes required for learning and memory. Figure adapted from Woods et al. (2023). 

In later postnatal development, Reelin secretion is restricted to GABAergic interneurons, where 

Reelin signalling becomes associated with LTP (Lee and D’Arcangelo, 2016). Here, Reelin-

receptor binding promotes PSD95-mediated functional regulation of NMDA receptors (Figure 
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6.2B; Beffert et al., 2005; Chen et al., 2005; Ventruti et al., 2011). Moreover, Reelin signalling 

also regulates the NMDA receptor composition within the synapse through regulating NR2B 

mobility (Campo et al., 2005; Groc et al., 2007; Sinagra et al., 2005). 

6.1.5. The role of the neural ECM in schizophrenia  

GWAS have identified schizophrenia risk variants in genes encoding MMPs and CSPGs (Wu et 

al., 2020), while analysis of schizophrenia post-mortem brains have demonstrated altered 

expression (both increases and decreases) of CSPGs and other ECM components 

(Pantazopoulos et al., 2010, 2021) and reduced PNN density in various brain regions, including 

the PFC (Enwright et al., 2016; Mauney et al., 2013; Pantazopoulos et al., 2010). Such changes 

have been hypothesised to contribute to PVI dysfunction and predispose individuals to 

pathophysiology (Steullet et al., 2017). That said, changes in PV expression and PVI density 

have been less consistent (Fawcett et al., 2019).  β-integrins and their signalling pathways are 

also becoming frequently implicated in the pathogenesis of schizophrenia, through their roles in 

neurodevelopment (Carneiro, 2010; He et al., 2022). However, one of the most robust findings 

is a reduction in ECM glycoprotein, Reelin (Berretta, 2012; Guidotti et al., 2000). Likewise, the 

RELN gene, which encodes the Reelin protein, is one of the most robust and extensively studied 

epigenetic targets in schizophrenia, with RELN DNA hypermethylation, coinciding with up to 

50% downregulation of Reelin expression in the cortex and hippocampus of schizophrenia 

patients (Guidotti et al., 2016; Kho et al., 2022; Nabil Fikri et al., 2017; Pries et al., 2017). Taken 

together these studies show accumulating evidence for the role of ECM dysfunction in 

schizophrenia, which could have crucial impacts on cognition and LTP.  

6.1.6. Chapter aims  

Chapter 5 highlighted key changes to both macroglia and microglia in the developing PFC in 

response to MIA including notable developmental dysregulation of several genes (Mbp, Mag, 

Nfasc) enriched from oligodendrocytes and the cell adhesion molecule Gpc4, enriched from 

astrocytes. These genes possess important roles in cortical extracellular structure and synapse 

formation (Allen et al., 2012; Chang et al., 2014; Fawcett et al., 2019; Saab and Nave, 2017). 

Critically, the observed MIA-induced temporal changes in glial cells (Chapter 5) show these 

genes are expressed prematurely in the developing cortex of MIA-offspring, driven by altered 

DNAm. The advanced expression of these genes would be expected to promote malformation 

of myelin and the neural ECM and infer premature closure to the PFC critical period, which 

would limit synaptic plasticity and perturb cognitive development. Notably, evaluation of the 

remaining RRBS candidate genes that withstood the acceptance criteria for downstream 

analysis (refer to Appendix 9), identified all as involved in cell adhesion and ECM-related 

signalling pathways (see Table 6.2 for summary of selected candidates evaluated in this 

Chapter). This finding further supports the idea that MIA may induce ECM alterations. It was 

therefore hypothesised that MIA-induced changes to glia and myelin development (Chapter 5), 
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occur alongside altered neural ECM formation and that these changes wither in turn, or 

concomitantly, alter synapse formation and plasticity, and thus underscore the observed 

cognitive deficit (Chapter 2). This Chapter aims to explore this hypothesis by: 

i) Evaluating changes to PNN component expression and density to provide supportive 

evidence for altered neural ECM formation. 

ii) Analyse MIA-induced developmental dysregulation of ECM adhesion and Reelin 

signalling genes by measurement of DNAm profiles of selected candidate gene 

regulatory elements and how these correlate with changes in gene/protein expression.  

iii) Establish whether MIA-induced changes to the neural ECM formation and Reelin 

signalling coincide with changes in the expression of key synaptic proteins involved in 

LTP.
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Table 6.2. Summary of selected neuronal-cell enriched candidate gene functions 
Table summarises the functions of the selected candidate genes used in this study, alongside their associations with neurological diseases and changes previously identified in MIA 
models. RRBS finding indicates the gene regions and direction of methylation changes identified. *Indicates the region focused on for downstream analysis. 
§Note: this gene did not pass stringency for pyrosequencing but as it is closely related to two that did (Dab1 and Camk2b) it was analysed for gene expression but not DNAm 

Candidate 
gene 

RRBS 
Finding  

Cell enrichment Function(s) Implication for role pathogenesis 
of neurological disease 

Previous change in a 
MIA model 

References 

Ank3  
(Ankyrin G) 

↑ Intron 1* 
↓ Introns 6, 
9, 10 
 
 

Neurons/ 
Oligodendrocytes 

Cell surface ankyrin linking 
membrane proteins to underlying 
cytoskeleton. ANK3/ANKG is 
enriched at nodes of Ranvier with 
roles in neuronal signalling, 
myelination and perinodal ECM 
formation.  

Genetic variants in ANK3 gene 
associated with BPD, ASD and 
schizophrenia.  

Differentially methylated 
in the PFC of adult mice 
exposed to MIA. 

Chang et al., 2014; 
Leussis et al., 2012; 
Richetto et al., 2017b; 
Roussos and 
Haroutunian, 2014; Wu 
et al., 2020; Yoon et al., 
2022. 
 

Nrxn2  
(Neurexin 2) 

↓ Exons 1* 
↑ Exon 21  
↓ Introns 1, 
15 

Neurons 
(Inhibitory/ 
Excitatory) 

Neuronal cell surface adhesion 
molecule, binding neuroligins on 
adjacent synapses. Important in 
regulating synaptogenesis, synapse 
assembly and EI balance.   

Genetic and epigenetic variants in 
NRXN2 gene associated with 
schizophrenia and ASD. 

Differentially methylated 
in the PFC of adult mice 
exposed to MIA. 
 

Born et al., 2015; Harkin 
et al., 2017; Lin et al., 
2023; Richetto et al., 
2017b; Wu et al., 2020.  

Dab1 
(Disabled-1) 

↓ Promoter* 
↓ Introns 3, 
7 

Neurons 
(Excitatory) 

Adaptor protein phosphorylated 
downstream of Reelin receptor 
binding. Involved in neuronal 
migration, dendrite outgrowth and 
synaptic plasticity.  

Genetic variants in DAB1 gene 
associated with schizophrenia. 
Differentially expressed in 
schizophrenia. 

Differentially methylated 
in the PFC of adult mice 
exposed to MIA. 

Chen et al., 2004, 2005; 
Lee and D’Arcangelo, 
2016; Richetto et al., 
2017b; Trotter et al., 
2013; Wu et al., 2020.  

Camk2b 
(Ca2+/ 
Calmodulin 
dependent 
kinase IIβ) 

↓ Exons 16*, 
18 
↓ Introns 1, 
3, 5, 15, 16, 
17, 18 

Neurons  
(Excitatory) 

Camk2b forms the second highest 
expressed subunit of the holoenzyme, 
CAMKII kinase, associated with 
neuronal migration, synapse 
formation LTP and synaptic plasticity. 

Genetic variants in CAMK2B gene 
associated with schizophrenia and 
intellectual disability. 
 

Differentially methylated 
in the PFC of adult mice 
exposed to MIA. 

Nicole and Pacary, 
2020; Proietti Onori and 
van Woerden, 2021; 
Richetto et al., 2017b; 
Wu et al., 2020. 

§Reln  
(Reelin) 

↓ Exon 28  
↑ Introns 1, 
2, 10 
 

Neurons  
(Inhibitory) 

Extracellular glycoprotein, secreted 
from Cajal-Retzuis cells in early 
development, regulating neuronal 
migration, becoming enriched in 
GABAergic interneurons postnatally, 
regulating synaptic plasticity and LTP.  

Genetic and epigenetic variants in 
RELN gene associated with BPD, 
ASD and schizophrenia. 

Differentially methylated 
in the PFC of adult mice 
exposed to MIA. 
Differentially expressed 
in offspring from MIA 
models. 

Chen et al., 2005; Lee 
and D’Arcangelo, 2016; 
Richetto et al., 2017b; 
Woods et al., 2021; Wu 
et al., 2020. 
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6.2. MATERIALS AND METHODS 

Note: the following methods were performed on samples collected from cohorts PR1 (GD21 FC) and 
PN2 (PD1 FC, PD21-100 PFC).  

6.2.1. IHC 

Chapter 5 suggested a dysregulation of macroglia cell development, resulting in aberrant 

expression of key macroglia genes in juveniles through to adulthood in MIA-exposed offspring. 

Results showed dysregulated expression of astrocyte-enriched adhesion molecule, Gpc4, 

alongside oligodendrocyte-enriched extracellular molecules involved in ECM formation (Nfasc) 

and myelin formation (Mag, Mbp). Evaluation of MBP protein expression showed developmental 

dysregulation of myelin maturity. To evaluate if there were changes to other extracellular 

structures, IHC was used to assess PVIs (PV+ cells) and their critical ECM, the PNN (WFA+ 

staining), utilising an in-house, pre-optimised methodology (verbal communication, Jennifer 

Fletcher). WFA (Wisteria Floribunda Agglutin), is a lectin which has been demonstrated in 

several studies to bind to N-acetylgalactosamines, found attached to CSPGs within PNNs 

(Härtig et al., 2022; Fawcett et al., 2019). Biotin-conjugated WFA is therefore the most widely 

used method for analysis of PNNs to date (Härtig et al., 2022).  

IHC for PV+ cells and WFA+ PNNs was performed as described previously, unless otherwise 

indicated (Chapter 5, Section 5.2.1.3), using sodium citrate antigen retrieval (Chapter 5, Table 

5.3) and 5% horse serum protein block to dilute the primary and secondary antibodies. Primary 

antibodies were incubated under antibody-specific conditions (Table 6.3).  

Table 6.3. IHC primary antibody conditions for PV+ and PNN+ staining 

Marker Antibody/Lectin Dilution and titre Incubation 

PV Mouse monoclonal anti-PV (Swant 
235; Swant, 1mg/mL) 

1:5,000 (0.2μg/mL) 24h 4°C 

PNN Wisteria Floribunda Lectin (WFA, 
WFL), Biotinylated  
(B-1355-2, Vector Labs, 2mg/mL) 

1:1,000 (2μg/mL) 12h 4°C 

After primary antibody incubations, the sections stained for PV+ cells were washed and 

transferred to their secondary antibody solution, containing horse anti-rabbit IgG antibody (H+L), 

biotinylated (BA-1100-1.5; 1.5mg/mL; Vector Labs, London, UK) diluted and incubated as 

previously outlined in Chapter 5. However, as the WFA primary antibody is already biotinylated, 

no secondary antibody incubation was required and hence these sections were progressed 

straight to ABC-DAB detection.  

Prior to detection methods, all sections were washed. Detection of biotin (on secondary antibody 

for PV+ or on the WFA+) was performed as described in Chapter 5, Section 5.2.1.3. The only 

difference was for the WFA+ stain, where preparation of DAB was amended to exclude the 

nickel solution. The nickel solution causes the colour formed by the reaction to be purple-grey 

(see Supplementary Figures S14.5-7). Exclusion of the nickel causes the colour reaction to be 
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red-brown. PV is present throughout the cell body cytosol of PVIs (Permyakov and Uversky, 

2022) and hence the stain morphology appears as the outline of the cell. As the PNN forms 

around the cell body and proximal dendrites of PVIs (Shen, 2018), the pattern of staining is very 

similar between these two stains. Therefore, by selecting a different DAB coloured reaction 

product for the two stains, they are more clearly delineated.  

The samples were incubated in their respective DAB reagents for 10min and then rapidly 

transferred to 2mL dH2O to stop the colour change reaction. The sections were carefully 

mounted onto Menzel Gläser SuperFrost® Plus adhesion slides (Thermo Fisher, Oxford, UK), 

cover-slipped and imaged as described in Chapter 5, Section 5.2.1.3.  

6.2.1.1. Negative controls 

For both PV+ and WFA+ staining, a negative control was performed using omission of primary 

antibodies/lectin. For PV+, a second negative control was performed using replacement of the 

anti-PV primary antibody with corresponding concentration (μg/mL) of species-specific IgG 

(mouse IgG control antibody, I-2000-1; Vector Labs, London, UK). No staining was observed in 

negative controls (see Appendix 14, Supplementary Figures S14.7&S14.8), validating that the 

observed staining for each methodology was specific to target binding. 

6.2.1.2. IHC analysis 

CaseVeiwer (v2.4.0, 3D-Histech, Budapest, Hungary) was used to analyse the tissue sections, 

with slide identifiers randomly generated to blind individuals undertaking cell counting to sample 

identity. As described in Chapter 5, Section 5.2.1.5, each hemispheric PFC region on a slide 

was annotated using the Rat Brain Stereotaxic Co-ordinates as a guide (6th Edition, Paxinos 

and Watson, 2007; Figure 2.2).  

A minimum of five PFC sections, corresponding to 10 split hemispheric sections per sample, 

were annotated on each slide. However, as PV+ cells are enriched in cortical layers II-VI (Nahar 

et al., 2021), there was a large signal gradient across the cortical tissue sections. This precluded 

automated scoring due to inconsistencies in background DAB colouring. Instead, the PV+ cells 

and WFA+ PNN within these annotations, were manually counted, by two independent 

experimenters, using the built-in manual annotation tool within the software. Following this, PV 

and PNN density per mm2 of each PFC annotation was calculated and averaged across all PFC 

sections on a slide, to give an average density/PFC mm2 for each sample. 
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6.2.2. Nucleic acid extraction and quantification 

Nucleic acid extraction was performed using the innuPREP DNA/RNA mini kit (Analytik Jena, 

Jena, Germany) as described in Chapter 5, Section 5.2.2. Extracted RNA and gDNA quantity 

were assessed using ThermoFisher NanoDrop® and QuantiFluor® ONE dsDNA System 

(Promega, Southampton, UK) respectively, as described previously (Chapter 4, Section 4.2.1). 

Sample quality was assessed using agarose gel electrophoresis (Chapter 3, Section 3.2.1.2).  

6.2.3. mRNA expression analysis 

All reverse transcription and qPCR reactions were performed as previously described (Chapter 

3, Section 3.2.2) with the Gene Globe software (Rattus norvegicus; Qiagen, Manchester, UK) 

searched for primers targeting each of the candidate genes of interest. In this Chapter, this 

included genes, identified by the RRBS analysis, involved in neuronal signalling (Chapter 4; 

Appendix 9: Dab1, Ank3, Camk2b, Nrxn2, Reln) alongside additional candidate genes (Acan, 

Bcan, Vcan, Ncan). A full list of QuantiTect primer assays used can be found in Table 6.4.  As 

found previously a 1:50 cDNA dilution was optimal for all candidate genes following a dilution 

trial, consistently producing Ct values15-30 across development (Chapter 3, Section 3.2.2.2). 

As samples used in this study were the same as those in Chapter 5, the geometric mean of the 

same three stable reference genes (Gapdh, Ubc and B2m; Appendix 3. Supplementary Figure 

S3.3) was used to normalise candidate gene expression values. 

Finally, agarose gel electrophoresis was performed to confirm predicted amplicon size, as 

described previously (Chapter 3, Section 3.2.2.4). A single clear band of predicted size (Table 

6.4) was taken as an indicator of effective qPCR amplification. A representative qPCR gel for 

each gene can be found in Appendix 4, Section 4. 

Table 6.4. QuantiTect primer assays (Chapter 6) 

Gene QuantiTect primer assay (Cat no.) Amplicon Size (bp) Exons spanned 

Ank3 Rn_Ank3_2_SG (QT01606899) 92 4/5 

Nrxn2 Rn_RGD:620211_1_SG (QT00178507) 92 11/12 

Camk2b Rn_Camk2b_1_SG (QT00183407) 88 2/3/4 

Dab1 Rn_Dab1_1_SG (QT00188517) 119 11/12 

Reln Rn_Reln_1_SG (QT00195699) 118 13/14 

Vcan Rn_Vcan_1_SG (QT01598814) 146 10/11/12 

Bcan Rn_Bcan_1_SG (QT00176638) 144 6/7 

Acan Rn_Acan_1_SG (QT00189518) 90 2/3 

Ncan Rn_Ncan_1_SG (QT00177240) 89 11/12 
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6.2.4. Bisulphite pyrosequencing 

6.2.4.1. Assay design 

As outlined in Chapter 5, Section 5.2.3.1, the Pyromark assay design software (v2.0.2., Qiagen, 

Manchester, UK) was used to design pyrosequencing assays for DNA regions of interest, as 

identified by the RRBS analysis. Ten genes withstood the acceptance criteria for 

pyrosequencing (Appendix 9), four of which will be analysed here. The top scoring 

pyrosequencing assay for each of these four genes (inclusive of forward and reverse PCR 

primers (one biotinylated) and sequencing primers) can be found in Table 6.5, all ordered from 

Invitrogen (Loughborough, UK) and prepared as described in Section 5.2.3.1. 

6.2.4.2. Bisulphite conversion and bis-PCR 

All bisulphite conversions and bisPCR were performed as described in Chapter 5, Section 

5.2.3.2-5.2.3.3 using forward and reverse primers specific to the genes in this Chapter (Table 

6.5). Following bis-PCR, 5μL product from each sample was assessed by agarose gel 

electrophoresis to confirm a single amplicon of predicted size (Table 6.5). For a representative 

bis-PCR gel for each gene see Appendix 4, Section 4, Supplementary Figures S4.18-S4.21. 

6.2.4.3. Pyrosequencing  

Pyrosequencing was performed using the Pyromark Q24 Advance reagents and software 

(Qiagen, Manchester, UK), as described in Chapter 5, Section 5.2.3.4, with the data retrieved 

as %methylation at each CpG site in the sequence to analyse. The mean of the CpG sites within 

the sequence was also calculated to give average CpG methylation. All negative samples 

returned no interpretable data while positive control samples showed clear passable peaks (see 

Appendix 11, Section 2). %CV was <1.6% for all assays, with methylation ranging <1.5% 

between the positive control repeats (Table 6.6). These criteria therefore form the standard 

variability of the assays. Between-group differences in methylation percentage would hence be 

required to exceed this to be considered not just an artefact of assay variability. 
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Table 6.5. Pyrosequencing assay design 
Gene Genomic 

region 
(strand) 

UCSC 
Rn5.0 
genome 
reference 

Sequence to 
analyse 
(total number of 
CpG sites) 

bis-PCR forward primer (5’-3’) bis-PCR reverse primer (5’-3’) PCR 
product 
size 
(bp) 

(Pyro)sequencing primer  
(5’-3’) 

Ank3 Intron 1 (-) Chr20: 
22393877-
22393921 

TTTTTGGTAYGGAG
TAGTTGGGTTTTTAT
AATGTGTTGATGGA
GTAGTTTTTTYGGG
GATTGTATATTGATT
TAAGATGG 
(2) 

GGAAAAGTGTTTTTGGTTTAGGGAAGAT AAAAAAAATCCAAACACACCAATTTAT* 234 ATGGAATTTGTGGTGAA (+) 

Nrxn2 Exon 1 (-) Chr1: 
228790348-
228790384 

YGGYGAGGTGGGT
TGYGATTGTAGTTA
TATTGGTTTYGGYG
GTAAGTTTTGTAGT
GAAGGTGAGTT 
(5) 

GTTGTTGGGTAGTTAGGGTT CCCCTCCCAACACAAACCAATAAATC* 231 GTTTTTGTATAGTGTTAGTTTT (+) 

Camk2b Intron 
16/18/21 
(-) 
(Internal 
CpG 
island) 

Chr14: 
86896016-
86896037 

CYAAACCYTCAACA
ACYACYACTTTAAA
ACCTATACYTAA 
ATCTCCC 
(5) 

TTTTTGGGGGGTAAATTTAAGTG* ACCTAATAATCATCCCTATTTTCTCC 197 ACCACAAAACAACTCAT (-) 

Dab1 Promoter 
(+) 

Chr5: 
127881334-
127881382 

TATGTGYGGTTYGG
GGTGTTTTTTTTGAA
GGGAGGAGTTTTTT
TTTTGGAGAGGATT
TTYGATGAGTTTGG
TTAAGGTT 
(3) 

TGAAATGTTTTTGTTGGTGTATGT AACCCCCAACCTTAACCAAACTC* 209 TGTAGTATTTAGATAGAGTGAATGA (+) 

Key: Y - CpG sites identified via the RRBS as increased in methylation. Y-CpG sites identified via the RRBS as decreased in methylation. Y - additional CpG sites present within the 
sequence to analyse.  *Biotinylated primer. +Positive strand . -Negative strand 

Table 6.6. Pyrosequencing intra-assay control assessment  
Assay PC1 PC2 PC3 PC4 PC AV %CV RANGE 

Ank3 80.00 79.50 78.50 79.80 79.45 0.84 1.50 

Nrxn2 19.00 19.60 19.00 19.40 19.25 1.56 0.60 

Camk2b 73.00 72.00 72.20 72.50 72.43 0.60 1.00 

Dab1 68.67 68.67 68.00 69.33 68.67 0.79 1.33 
All results indicate average % methylation of the CpG sites within each assay. Abbreviations: PC, positive control. AV, Average.  



 

293 
 

6.2.5. Preparation of cytosolic and membrane protein lysates  

Cytosolic and membrane protein lysate fractions were prepared from whole tissue lysates as 

described in Chapter 5, Section 5.2.5. and protein concentrations quantified using a Bradford 

assay (Chapter 2, Section 2.2.3.1) where membrane and cytosolic fractions were diluted 1:100 

before quantification.  

6.2.6. WES assay protocol and optimisation   

For all WES assays the standard WES protocol was performed as described in Chapter 5, 

Section 5.2.6, with the ProteinSimple total protein detection modules used for normalisation of 

target protein expression signal. All WES experiments were analysed using the Compass for 

Simple Western software (v6.1.0, ProteinSimple, San Jose, USA) as described in Chapter 5, 

Section 5.2.6.3. For this Chapter, several antibodies were compatible with WES, including the 

anti-PSD95 (mouse monoclonal, ab2723; Abcam, Cambridge, UK; 1mg/mL), anti-NR2A (rabbit 

polyclonal, PPS012; R&D systems, Abingdon, UK; 0.2mg/mL) anti-NR2B (rabbit polyclonal, 

PPS013; R&D systems, Abingdon, UK; 0.2mg/mL), anti-GRIA1 (GLuA1; mouse monoclonal, 

67642-1-Ig; Proteintech, Manchester, UK; 1.1mg/mL) and anti-PV (rabbit monoclonal; LS-

B14122; LSBio, Seattle, USA; 1mg/mL). Note that validations of these antibodies, including cell 

fraction enrichment, had already been shown on WES (b-neuro, verbal communication), with 

receptor proteins, GLuA1, NR2A and NR2B enriched in the membrane fraction and PV and 

PSD95 enriched in the cytosol, as expected. The dynamic range (Nelson et al., 2017; Chapter 

5, Section 5.2.6.1) was optimised for each antibody used on the WES platform (see Appendix 

13, Section 3). For each WES antibody used in this Chapter, the optimal experimental conditions 

are shown in Table 6.7. A representative WES blot and electropherogram for each target can 

be seen in Figure 6.3-Figure 6.7. 

Table 6.7. Summary of optimal conditions for WES antibodies (Chapter 6) 

Timepoint/ 
Tissue  

PD21 PFC PD35 PFC PD100 PFC 

Condition 
Antibody 
dilution 
and titre 

Protein 
concentration  
and fraction 
applied 

Antibody 
dilution and 
titre 

Protein 
concentration  
and fraction 
applied 

Antibody 
dilution 
and titre 

Protein 
concentration  
and fraction 
applied 

A
n

ti
b

o
d

y 
ta

rg
et

 

PSD95 
1:50 
(20μg/mL) 

0.8μg/μL 
Cytosolic 

1:50 
(20μg/mL) 

0.4μg/μL 
Cytosolic 

1:50 
(20μg/mL) 

0.4μg/μL 
Cytosolic 

PV 
1:50 
(20μg/mL) 

0.8μg/μL 
Cytosolic 

1:50 
(20μg/mL) 

0.8μg/μL 
Cytosolic 

1:50 
(20μg/mL) 

0.4μg/μL 
Cytosolic 

NR2A 
1:100 
(2μg/mL) 

0.035μg/μL 
Membrane 

1:100 
(2μg/mL) 

0.01μg/μL 
Membrane 

1:100 
(2μg/mL) 

0.035μg/μL 
Membrane 

NR2B 
1:100 
(2μg/mL) 

0.01μg/μL 
Membrane 

1:100 
(2μg/mL) 

0.075μg/μL 
Membrane 

1:100 
(2μg/mL) 

0.075μg/μL 
Membrane 

GLuA1 
1:200 
(5.5μg/mL) 

0.0025μg/μL 
Membrane 

1:500 
(2.2μg/mL) 

0.00125μg/μL 
Membrane 

1:500 
(2.2μg/mL) 

0.005μg/μL 
Membrane 
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Figure 6.3. Representative WES blot and electropherogram for PSD95 
A. Representative WES blot for PSD95 showing chemiluminescent band at ~95-100kDa. Molecular weight ladder (kDa) is indicated on the left, with sample identifiers across the top. B. 
Representative WES electropherogram for PSD95 showing chemiluminescent peak at ~95-100kDa. 
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Figure 6.4. Representative WES blot and electropherogram for PV 
A. Representative WES blot for PV showing primary chemiluminescent band at ~12kDa. Molecular weight ladder (kDa) is indicated on the left, with sample identifiers across the top. B. 
Representative WES electropherogram for PV showing primary chemiluminescent peak at ~12kDa. 
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Figure 6.5. Representative WES blot and electropherogram for NR2A 
A. Representative WES blot for NR2A showing single chemiluminescent band at ~170kDa. Molecular weight ladder (kDa) is indicated on the left, with sample identifiers across the top. 
B. Representative WES electropherogram for NR2A showing single chemiluminescent peak at ~170kDa. 
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Figure 6.6. Representative WES blot and electropherogram for NR2B 
A. Representative WES blot for NR2B showing single chemiluminescent band at ~170kDa. Molecular weight ladder (kDa) is indicated on the left, with sample identifiers across the top. 
B. Representative WES electropherogram for NR2B showing single chemiluminescent peak at ~170kDa. 
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Figure 6.7. Representative WES blot and electropherogram for GLuA1 
A. Representative WES blot for GLuA1 showing single chemiluminescent band at ~110-20kDa. Molecular weight ladder (kDa) is indicated on the left, with sample identifiers across the 
top. B. Representative WES electropherogram for GLuA1 showing single chemiluminescent peak at ~110-120kDa. 
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6.2.7. Western blotting 

All selected target antibodies which were incompatible with WES were assayed using a standard 

Western blot. For this Chapter, this included the anti-DAB1 (rabbit monoclonal [EP2248Y], 

ab68461, 0.205mg/mL; Abcam, Cambridge, UK). Western blots were performed as described 

in Chapter 3, Section 3.2.3.2, unless otherwise indicated. 

6.2.7.1. Western antibody validations  

The DAB1 antibody was validated (Appendix 13, Section 1) for its target specificity by protein 

size and cell fraction enrichment (Supplementary Figure S13.4), with the expected 

developmental expression pattern (Supplementary Figure S13.5) used as further validation. In 

addition, negative control blots, which excluded the primary antibody from the assay, were used 

to show the specificity of primary antibody binding from background signal. Through these 

validation experiments (Appendix 13), the anti-DAB1 antibody demonstrated a clear enrichment 

of immunoreactive signal in the cytosolic fraction, expected as DAB1 is primarily cytosolic 

(Trotter et al., 2013). This anti-DAB1 signal was found to migrate at a molecular weight of 

~80kDa (Figure 6.8; Supplementary Figure S13.4&S13.5) in agreement with the literature which 

has described the primary rat brain DAB1 isoform of 80kDa (Alvarez-Dolado et al., 1999; Bock 

et al., 2003; Fatemi et al., 2009b; Kang et al., 2020; Kolaka et al., 2019; Sato et al., 2007). In 

addition, as expected, DAB1 was found to be more highly expressed in foetal and early 

development compared to adulthood (Lee and D’Arcangelo et al., 2016), acting as a further 

validation of the antibody specificity (Supplementary Figure S13.5). Further, negative control 

blots showed these bands were specific to the anti-DAB1 primary antibody (Supplementary 

Figure S13.12B).  

Of note, given that active DAB1 is phosphorylated (pDAB1), the ratio of DAB1:pDAB1 can give 

an index of Reelin signalling activity. Attempts to quantify pDAB1 expression by Western blotting 

were also undertaken. Three anti-pDAB1 rabbit polyclonal antibodies from different suppliers 

(Table 6.8) were trialled on cytosolic lysate samples (PD1-100) ranging from 50-200μg/well 

using the standard Western blotting protocol (Chapter 3, Section 3.2.3.2). However, no 

immunoreactive band of the correct size could be identified across any of the samples or 

conditions used (Appendix 13, Section 1). Hence, it was determined that quantification of pDAB1 

would not be feasible in available samples.  

Table 6.8. Summary of pDAB1 antibodies 
Antibody details   pDAB1 target Antibody conditions trialled  

3327; Cell Signalling Technology, Danvers, USA  pTyrosine 220 Dilutions: 1:200 (5μg/mL); 1:500 
(2μg/mL), 1:1000 (1μg/mL) 
 
Incubations: Overnight (4°C and 
room temperature) and 3h (room 
temperature) 

STJ196282; St John’s Laboratory, London, UK  

ab78200; Abcam, Cambridge, UK  pTyrosine 232 

Note: these phosphorylated tyrosine (pTyrosine) residues were selected for being phosphorylated downstream 
of Reelin signalling (Keshvara et al., 2001).  
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Following validation, antibodies were optimised to identify the experimental conditions under 

which the linear range of the assay was achieved (Pillai-Kastoori et al., 2020; Chapter 5, Section 

5.2.7.2), For complete DAB1 Western antibody optimisations, see Appendix 13, Section 2. 

Optimal experimental conditions for the anti-DAB1 antibody are shown in Table 6.9. 

Table 6.9. anti-DAB1 antibody optimal conditions 

Antibody GD21 and PD1 FC PD21-100 PFC 
anti-DAB1 (rabbit 
monoclonal [EP2248Y], 
ab68461; Abcam) 

50μg protein/well 
1:1,000 (0.205μg/mL) antibody 
dilution 

75μg protein  
1:1,000 (0.205μg/mL) antibody 
dilution 

Note: All anti-DAB1 primary antibody incubations were performed overnight at 4°C 

Once the optimal conditions were established (Table 6.9) the anti-DAB1 Western blotting 

protocol was performed on all samples, using the standard Western blotting protocol (Chapter 

3, Section 3.2.3.2), with anti-GAPDH as a reference antibody, previously determined to show 

stability of expression (Chapter 5, Section 5.2.7.3). A representative Western blot for DAB1 can 

be found in Figure 6.8. 

 

Figure 6.8. Representative DAB1 Western blot 
Western blot was run according to optimal conditions (Table 6.9). Molecular weight ladder (kDa) is indicated on 
the left. Two bands are shown, one indicating DAB1 (~80kDa) in green, the second indicating the reference 
antibody, GAPDH (~37kDa) in red. Abbreviations: PD, postnatal day; VEH, Vehicle; PIC, poly(I:C). 

6.2.7.2. Western blot analysis  

Western blot analysis was performed using ImageStudio Lite (v5.2, Li-Cor, Cambridge, UK) as 

described in Chapter 5, Section 5.2.7.4, with the obtained signal for the DAB1 target protein 

band divided by the signal for the GAPDH reference protein band in the same lane to give a 

normalised target protein expression value for statistical analysis.  
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6.2.8. Statistics 

Foetal/offspring molecular outputs (including the following dependent variables in this Chapter: 

PNN density, PV+ cell density, %DNAm, relative gene expression, relative protein expression) 

were analysed as described in Chapter 2, Section 2.2.5 and Chapter 3, Section 3.2.6, in SPSS 

v28.0 (IBM). Briefly, within-group outliers were excluded using SPSS extreme outlier function. 

Between-group and post-hoc sex comparisons were analysed by GLMM including dam as a 

random factor and the following predictors: fixed factors (sex, group) and covariates (maternal 

IL-6 and TNFα), with p-values≤0.05 considered statistically significant and 0.05<p≤0.08 

highlighted as trending towards significance. Where the effects of all four predictors were 

insignificant, the phrase ‘there were no significant effects of any predictors’ will be used. Post-

hoc Pearson’s (r) or Spearman’s (rho) correlations were used to evaluate directionality of 

relationship between numerical dependent variables and covariates. For each pyrosequencing 

assay, the methylation of each CpG site the average methylation across the CpG sites within 

the sequence were analysed, as described in Chapter 5, Section 5.2.8.  

Graphs were generated using GraphPad Prism (v9.0), with n-numbers for dam per group (N) 

and foetuses/pups per sex per group (n) indicated in figure legends. Data represented as mean 

±SEM, where individual points represent individual animals. Note: group*sex interactions are 

not indicated on graphs, instead post-hoc analyses by sex are shown on graphs where 

significant.  
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6.3. RESULTS 

6.3.1. Changes to PVIs and PNNs during postnatal cortical 

development 

6.3.1.1. mRNA expression of PNN components 

Given the observed glial cell changes observed in Chapter 5, it was postulated that alongside 

myelin malformation, the neural ECM would be altered, including the perinodal/perisynaptic 

ECM, evidenced by altered regulation of Nfasc (Chapter 5, Figure 5.16&Figure 5.18A) and 

PNNs. For the latter, critical CSPGs of the PNN were assessed, including: Aggrecan (Acan), 

Brevican (Bcan), Neurocan (Ncan), Versican (Vcan). These were examined in the adolescent 

(PD35) and adult (PD100) PFC to correspond with sample developmental timepoints available 

for IHC quantification of PNN density. 

I. Acan 

In the PD35 PFC there was a significant main effect of maternal TNFα (GLMM: F1,10.32=17.18, 

p=0.002; Figure 6.9A) corresponding to a positive correlation between maternal TNFα and Acan 

mRNA expression in the PD35 PFC (r=0.751, p<0.001). In the PD100 PFC there was a 

significant main effect of group (GLMM: F1,22=5.20, p=0.033; Figure 6.9A) with increased Acan 

mRNA expression in the PD100 PFC of poly(I:C)-offspring relative to vehicle-offspring.  

II. Bcan 

In the PD35 PFC there was a trend to a main effect of maternal TNFα (GLMM: F1,9.56=4.37, 

p=0.064; Figure 6.9B) corresponding to a positive correlation between maternal TNFα and Bcan 

mRNA expression (r=0.521, p=0.027). In the PD100 PFC there were no significant effects of 

any predictors on Bcan expression.  

III. Ncan 

In the PD35 PFC there was a significant main effect of maternal TNFα (GLMM: F1,10.24=14.63, 

p=0.003; Figure 6.9C) corresponding to a positive correlation between maternal TNFα and Ncan 

mRNA expression (r=0.721, p<0.001). In the PD100 PFC there was a trend to a main effect of 

sex (GLMM: F1,18=3.70, p=0.070; Figure 6.9C) with increased Ncan mRNA expression in 

females relative to males. 

IV. Vcan 

In the PD35 PFC there was a significant main effect of maternal TNFα (GLMM: F1,9.65=10.96, 

p=0.008; Figure 6.9D) corresponding to a positive correlation between maternal TNFα and Vcan 

mRNA expression (r=0.694, p=0.001). In the PD100 PFC there was a significant main effect of 
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group (GLMM: F1,10.37=8.49, p=0.015; Figure 6.9D) with increased Vcan mRNA expression in 

poly(I:C)-offspring relative to vehicle-offspring.  

 

Figure 6.9. mRNA expression of PNN components 
Relative mRNA expression (normalised to the geometric mean of 3 reference genes). A. Acan. B. Bcan. C. 
Ncan. D. Vcan. Bars represent mean ±SEM (N=5-7, n=5-7). Black significance bars represent significant GLMM 
results. Black symbols show significant main effects of: group, *p<0.05; maternal TNFα, ααp<0.01. Grey dashed 
bars and symbols represent trending (0.05<p<0.08) GLMM results: sex, ϕ; maternal TNFα, α. Abbreviations: 
PD, postnatal day; M, male; F, female; PIC, poly(I:C); VEH, vehicle.  

6.3.1.2. PNN and PV+ cell density changes  

For PNN density, in the PD35 PFC, there was a significant main effect of group (GLMM: 

F1,9.91=5.99, p=0.035; Figure 6.10A) with a significant increase in PNN density in poly(I:C)-

offspring relative to vehicle-offspring. Likewise, in the PD100 PFC there was also a significant 

main effect of group, with increased PNN density in poly(I:C)-offspring relative to vehicle-

offspring (GLMM: F1,15=7.22, p=0.017; Figure 6.10A) alongside main effects of both maternal 

IL-6 (GLMM: F1,15=8.28, p=0.012) and maternal TNFα (GLMM: F1,15=10.73, p=0.005). Post-hoc 

correlation analysis showed these latter effects corresponded to positive correlations between 

maternal cytokine concentrations and increased PNN density (IL6: rho=0.408, p=0.080; TNFα: 

rho=0.643, p=0.003), indicating a positive relationship between MIA and PNN formation. 

However, there were no significant effects of any predictors on PFC PV+ cell density at either 

PD35 or PD100 (Figure 6.10B). Representative PNN (WFA+) and PV+ stains can be found in 

Figure 6.10C&D. 

✱
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Figure 6.10. PNN and PV+ cell density changes 
A. WFA+ PNN density. B. PV+ interneuron density. Bars represent mean ±SEM (N=5-6, n=5-6). Dots represent 
individual animals. Π-shaped black bars show GLMM results within a developmental age; Symbols show 
significant main effects of: group, *p<0.05; maternal IL-6, δp<0.05, maternal TNFα, ααp<0.01. Abbreviations: 
PIC, poly(I:C); VEH, vehicle; PD, postnatal day. C. Representative WFA+ stain indicated, 10X magnification, 
inset shows magnified WFA+ PNN. D. Representative PV+ stain indicated, 20X magnification, inset shows 
magnified PV+ cell. 

6.3.1.3. PV protein expression changes  

While there were no changes in PV+ cell density, the pronounced increase in PNN density could 

indicate PVI dysfunction. Sufficient PV protein expression is critical for effective PVI function. It 

was accordingly hypothesised that while PVI density was unchanged in MIA-offspring, identified 

PV+ cells could contain altered PV protein expression, which could result in dysregulated 

GABAergic output. Hence total PV protein expression was evaluated. PVIs appear in the cortex 

from ~PD8 (Hu et al., 2017; Llorca and Deogracias, 2022), therefore, while IHC samples were 

only available at PD35-100, PV protein expression was measured in the PD21-100 PFC.  

There were no significant effects of any predictors on PV protein expression at PD21 or PD35, 

but there was a significant main effect of group at PD100 (GLMM: F1,12.59=5.76, p=0.033), with 

reduced PV expression in poly(I:C)-offspring relative to vehicle-offspring (Figure 6.11).  
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Figure 6.11. PV protein expression 
Relative PV protein expression (normalised to total protein). Bars represent mean ±SEM (N=5-7, n=5-7). Black 
significance bars represent significant GLMM results within a developmental age. Black symbols show 
significant main effects of: group, *p<0.05. Abbreviations: PD, postnatal day; M, male; F, Female; VEH, vehicle; 
PIC, poly(I:C). 

6.3.2. Dysregulation of cell adhesion molecules in the 

developing cortex 

6.3.2.1. DNAm changes 

I. Ank3 

ANK3 (Ankyrin G) is an adhesion molecule located at the nodes of Ranvier, involved in 

intracellular-extracellular matrix contacts. The RRBS analysis identified a significant increase in 

methylation in intron 1 of the Ank3 gene (Table 6.5; Appendix 9). This region, containing two 

CpG sites, was therefore analysed by pyrosequencing across the developmental timeline 

(GD21-PD100).  

GD21 FC 

For average CpG methylation there was a significant main effect of sex (GLMM: F1,6.07=8.47, 

p=0.027), with reduced Ank3 intron 1 methylation in females relative to males (Figure 6.12A). 

This main effect of sex was also found when the CpG sites were considered individually: CpG1 

(GLMM: F1,5.73=6.54, p=0.045; Figure 6.12B) and CpG2 (GLMM: F1,6.33=8.66, p=0.024; Figure 

6.12C). 

PD1 FC 

There were no significant effects of any predictors on average CpG methylation or CpG2 

methylation, but there was a trend to a main effect of group for CpG1 methylation (GLMM: 

F1,15.49=3.56, p=0.078; Figure 6.12B), with reduced methylation at CpG1 in poly(I:C)-offspring 

relative to vehicle-offspring.  



 

306 
 

 

Figure 6.12. Ank3 intron 1 methylation 
A. Average % methylation. B. CpG1 % methylation. C. CpG2 % methylation. Bars represent mean ±SEM (N=5-
6, n=5-6). Black significance bars represent significant results of the GLMM. Black symbols show significant 
main effects of: group, *p<0.05; sex, ϕp<0.05. Grey dashed bars and symbols represent trending (0.05<p<0.08) 
results of the GLMM. Abbreviations: GD, gestational day; PD, postnatal day; M, male; F, female; VEH, vehicle; 
PIC, poly(I:C). 
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PD21 PFC 

For average CpG methylation there was a trend to a main effect of sex (GLMM: F1,15=3.56, 

p=0.079), with reduced Ank3 intron 1 methylation in females relative to males (Figure 6.12A). 

This main effect of sex was significant for CpG1 (GLMM: F1,18=4.78, p=0.042; Figure 6.12B) and 

CpG2 (GLMM: F1,18=7.42, p=0.014; Figure 6.12C) when analysed individually.  

PD35 PFC 

There were no significant effects of any predictors on average CpG methylation or methylation 

of the individual CpG sites (Figure 6.12). 

PD100 PFC 

For average CpG methylation there was a significant main effect of group (GLMM: F1,17=7.72, 

p=0.013), with increased Ank3 intron 1 methylation in poly(I:C)-offspring relative to vehicle-

offspring (Figure 6.12A). This main effect of group was also significant for CpG2 (GLMM: 

F1,21=7.61, p=0.012; Figure 6.12C), but there were no significant effects of any predictors on 

CpG1 methylation (Figure 6.12B).  

II. Nrxn2 

Nrxn2 (Neurexin 2) is an adhesion molecule involved in regulation of synapse formation and 

stability during normal neurodevelopment (Born et al., 2015; Harkin et al., 2017; Lin et al., 2023). 

The RRBS analysis identified a significant reduction in methylation in exon 1 of the Nrxn2 gene 

(Table 6.5; Appendix 9). This region, containing five CpG sites was therefore analysed by 

pyrosequencing across development (GD21-PD100).  

GD21 FC 

For average CpG methylation there was a significant main effect of sex (GLMM: F1,15=6.96, 

p=0.019), with reduced Nrxn2 exon 1 methylation in females relative to males (Figure 6.13A).  

This main effect of sex was also found when the CpG sites were considered individually (Table 

6.10). Of note for CpG1 and CpG5 there were also significant group*sex interactions. Post-hoc 

analysis revealed a main effect of group in females only at both CpG1 and CpG5 (Table 6.10), 

with reduced methylation at CpG1 and CpG5 in poly(I:C)-females relative to vehicle-females 

(Figure 6.13B&F).  

Table 6.10. Nrxn2 exon 1 methylation GD21 statistics 

CpG 
site 

Minimal GLMM Post-hoc females Post-hoc males 

CpG1 Sex: F1,8.99=40.39, p<0.001 
Group*sex: F2,8.79=3.70, p=0.068  

Group: F1,6.0=16.58, p=0.005 
Decrease in poly(I:C)-females 
relative to vehicle-females 

NSP 

CpG2 Sex: F1,15=3.76, p=0.072 NSP NSP 

CpG3 Sex: F1,18=5.56, p=0.030 NSP NSP 

CpG4 Sex: F1,18=6.97, p=0.017 NSP NSP 

CpG5 Sex: F1,13=4.57, p=0.052 
Group*sex: F2,13=4.79, p=0.028  

Group: F1,8=9.85, p=0.014 
Decrease in poly(I:C)-females 
relative to vehicle-females 

NSP 

Abbreviations: NSP, no significant effects of any predictors 
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PD1 FC 

There were no significant effects of any predictors on average CpG methylation or methylation 

of any of the individual CpG sites (Figure 6.13).  

PD21 PFC 

There were no significant effects of any predictors on average CpG methylation or methylation 

of CpG1, CpG3 or CpG5. However, for CpG2 there was a main effect of sex (GLMM: F1,20=4.56, 

p=0.045), with reduced CpG2 methylation in females relative to males (Figure 6.13C). Likewise, 

there was a trend to a main effect of sex for CpG4 (GLMM: F1,20=3.71, p=0.069; Figure 6.13E) 

again with females having reduced CpG4 methylation relative to males. 

PD35 PFC 

For average CpG methylation there was a trend to a main effect of maternal IL-6 (GLMM: 

F1,18=3.50, p=0.078; Figure 6.13A), corresponding to a trending negative correlation between 

maternal IL-6 and Nrxn2 exon 1 methylation (r=-0.403, p=0.078). This appears primarily driven 

by CpG4 where there was also a trend to a main effect of maternal IL-6 (GLMM: F1,18=3.71, 

p=0.070; Figure 6.13E) corresponding to a trending negative correlation between maternal IL-6 

and CpG4 methylation (r=-0.414, p=0.070). For CpG1 there was a main effect of sex, (GLMM: 

F1,18=4.75, p=0.043; Figure 6.13B) with reduced CpG1 methylation in females relative to males. 

There were no significant effects of any predictors on methylation of CpG2, CpG3 or CpG5. 

PD100 PFC 

For average CpG methylation there was a trend to a main effect of maternal TNFα (GLMM: 

F1,13.67=4.08, p=0.064; Figure 6.13A), corresponding to a trending negative correlation between 

maternal TNFα and Nrxn2 exon 1 methylation (r=-0.397 p=0.079). This relationship between 

maternal cytokine concentrations and Nrxn2 exon 1 methylation appears driven by CpG2 and 

CpG3. For CpG2 there was a trend to main effect of maternal IL-6 (GLMM: F1,12.63=4.28, 

p=0.060; Figure 6.13C) corresponding to a negative correlation between maternal IL-6 and 

CpG2 methylation (r=-0.4.35, p=0.049). For CpG3, there was a main effect of maternal TNFα 

(GLMM: F1,15.0=4.55, p=0.050; Figure 6.13D), corresponding to a negative correlation between 

maternal TNFα and CpG3 methylation (r=-0.432, p=0.050). There were no significant effects of 

any predictors on methylation of CpG1, CpG4 or CpG5. 
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Figure 6.13. Nrxn2 exon 1 methylation 
A. Average % methylation. B. CpG1 % methylation. C. CpG2 % methylation. D. CpG3 % methylation. E. CpG4 % methylation. C. CpG5 % methylation Bars represent mean ±SEM 
(N=5-7, n=5-7). Black significance bars represent significant results of the GLMM, ― shaped significance bars represent results across a developmental age, Π-shaped bars represent 
post-hoc GLMM within a single sex. Black symbols show significant main effects of: group, *p<0.05, **p<0.01; sex, ϕp<0.05, ϕϕϕp<0.001; maternal TNFα, αp<0.05. Grey dashed bars 
and symbols represent trending (0.05<p<0.08) results of the GLMM: sex, ϕ; maternal TNFα, α; maternal IL-6, δ. A Abbreviations: GD, gestational day; PD, postnatal day; M, male; F, 
female; VEH, vehicle; PIC, poly(I:C).
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6.3.2.2. Changes to gene mRNA expression 

I. Ank3 

GD21 FC 

There was a trend to a main effect of maternal IL-6 (GLMM: F1,16=4.31, p=0.054; Figure 6.14A), 

corresponding to a positive correlation between maternal plasma IL-6 and Ank3 mRNA 

expression (rho=0.573, p=0.013).  

PD1 FC 

There was a significant main effect of group (GLMM: F1, 12.52=4.68, p=0.050) with reduced Ank3 

mRNA expression in poly(I:C)-offspring relative to vehicle-offspring (Figure 6.14A).  

PD21 PFC 

There were no significant effects of any predictors on Ank3 mRNA expression (Figure 6.14A). 

PD35 PFC 

There was a trend to a main effect of group (GLMM: F1,12.9=4.15, p=0.063) with reduced Ank3 

mRNA expression in poly(I:C)-offspring relative to vehicle-offspring (Figure 6.14A). 

PD100 PFC 

There was a trend to a main effect of group (GLMM: F1,13.47=3.86, p=0.070) with reduced Ank3 

expression in poly(I:C)-offspring relative to vehicle-offspring and a main effect of sex (GLMM: 

F1,14.22=14.22, p=0.002) with reduced Ank3 mRNA expression in females relative to males 

(Figure 6.14A). 

II. Nrxn2 

In contrast to Ank3, there were far fewer changes in mRNA expression observed for Nrxn2, with 

no significant effects of any predictors on Nrxn2 expression in the GD21 FC, PD21 PFC or PD35 

PFC.  

PD1 FC 

There was a trend to a main effect of group (GLMM: F1,19.17=3.90, p=0.063), with reduced Nrxn2 

mRNA expression in poly(I:C)-offspring relative to vehicle-offspring (Figure 6.14B).  

PD100 PFC 

There was a main effect of sex (GLMM: F1,23=6.52, p=0.018) with reduced Nrxn2 mRNA 

expression in females relative to males (Figure 6.14B).  
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Figure 6.14. mRNA expression of cell adhesion molecules 
Relative mRNA expression (normalised to the geometric mean of three reference genes as described in 
methods). A. Ank3 (N=5-8, n=5-8). B. Nrxn2 (N=5-8, n=5-9). Bars represent mean ±SEM. Black significance 
bars represent significant GLMM results across a developmental age. Black symbols show significant main 
effects of: group, *p≤0.05; sex, ϕp<0.05, ϕϕp<0.01. Grey dashed bars and/or symbols represent trending 
(0.05<p<0.08) GLMM results: group, *; maternal IL-6, δ. Abbreviations: GD, gestational day; PD, postnatal day; 
M, male; F, female; VEH, vehicle; PIC, poly(I:C). 

6.3.3. Alterations to the Reelin signalling pathway in the 

developing cortex 

Several Reelin signalling genes were enriched in the final 54 genes from the RRBS (Chapter 4, 

Figure 4.22A; Appendix 9). Reelin signalling has been shown to be dysregulated in several 

neurodevelopmental disorders, including schizophrenia (Guidotti et al., 2016; Kho et al., 2022; 

Nabil Fikri et al., 2017; Pries et al., 2017). Further, Reelin signalling is critical for a range of 

prenatal and postnatal neurodevelopmental processes (Lee and D’Arcangelo, 2016). Three 

genes involved in the Reelin signalling pathway will be analysed here: Dab1, Camk2b and Reln 

itself (the latter for gene expression only).  
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6.3.3.1. DNAm changes 

I. Dab1 

DAB1 (Disabled 1) is an adapter molecule which becomes phosphorylated following Reelin-

receptor coupling, to activate the downstream outcomes of the Reelin signalling pathway 

(Trotter et al., 2013). The RRBS analysis identified a significant decrease in methylation of the 

Dab1 promoter (Table 6.5; Appendix 9). This region, containing three CpG sites was therefore 

analysed by pyrosequencing across the developmental timeline (GD21-PD100).  

GD21 FC 

There were no significant effects of any predictors on average CpG methylation or methylation 

of CpG1 or CpG3 (Figure 6.15). However, for CpG2 there was a trend to a group*sex interaction 

(GLMM: F3,8.35=3.41, p=0.071). Post-hoc analysis by sex showed a trend to a main effect of 

group in females (GLMM: F1,8.0=4.81, p=0.060), with reduced CpG2 methylation in poly(I:C)-

females relative to vehicle-females (Figure 6.15C). 

PD1 FC 

For average CpG methylation, there was a main effect of maternal TNFα (GLMM: F1,10.15=7.93, 

p=0.018; Figure 6.15A), corresponding to a negative correlation between maternal TNFα and 

average Dab1 promoter methylation (r=-0.586, p=0.011). This main effect of maternal TNFα 

was also observed when each CpG was analysed individually (Table 6.11; Figure 6.15B-D).  

Table 6.11. Dab1 promoter methylation PD1 statistics 

CpG site Minimal GLMM Post-hoc correlation 

CpG1 Maternal TNFα: F1,11.21=4.79, p=0.050 r=-0.516, p=0.028 

CpG2 Maternal TNFα: F1,10.03=5.77, p=0.037 r=-0.536, p=0.022 

CpG3 Maternal TNFα: F1,10.85=7.50, p=0.020 r=-0.586, p=0.011 

PD21 PFC 

There were no significant effects of any predictors on average CpG methylation or methylation 

of CpG1. However, for CpG2 and CpG3 there was a trend to a main effect of maternal TNFα 

(CpG2: GLMM: F1,11.36=3.83, p=0.075; CpG3: GLMM: F1,9.70=3.93, p=0.077; Figure 6.15C&D), 

corresponding to negative correlations between maternal TNFα and both CpG2 methylation (r=-

0.425, p=0.062) and CpG3 methylation (r=-0.468, p=0.037). 

PD35 PFC 

There were no significant effects of any predictors on average CpG methylation or methylation 

of CpG1. However, for CpG2 and CpG3 there was a trend to a main effect of group (CpG2: 

GLMM: F1,10.26=4.09, p=0.070; CpG3: GLMM: F1,24=3.43, p=0.076; Figure 6.15C&D), with 

reduced CpG2 and CpG3 methylation in poly(I:C)-offspring relative to vehicle-offspring. 
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Figure 6.15. Dab1 promoter methylation 
A. Average % methylation. B. CpG1 % methylation. C. CpG2 % methylation. D. CpG3 % methylation. Bars represent mean ±SEM (N=5-8, n=5-9). Black significance bars represent 
significant results of the GLMM, ― shaped significance bars represent results across a developmental age, Π-shaped bars represent post-hoc GLMM within a single sex. Black symbols 
show significant main effects of: group, *p<0.05; **p≤0.01; maternal TNFα, αp≤0.05. Grey dashed bars and symbols represent trending (0.05<p<0.08) GLMM results. Abbreviations: GD, 
gestational day; PD, postnatal day; M, male; F, female; VEH, vehicle; PIC, poly(I:C)
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PD100 PFC 

For average CpG methylation, there was a main effect of group (GLMM: F1,13.46=7.87, p=0.014; 

Figure 6.15A), corresponding to reduced methylation in poly(I:C)-offspring relative to vehicle-

offspring. This main effect of group was also observed for CpG2 (GLMM: F1,15.01=8.57, p=0.010; 

Figure 6.15C) and CpG3 (GLMM: F1,13.33=7.76, p=0.015; Figure 6.15D) when analysed 

individually. For CpG1 there was a group*sex interaction (GLMM: F3,15.47=6.12, p=0.006). Post-

hoc analysis showed a main effect of group in the females (GLMM: F1,12=10.53, p=0.007; Figure 

6.15B), with reduced CpG1 methylation in poly(I:C)-females relative to vehicle-females.  

II. Camk2b 

CAMKIIβ (Calmodulin kinase IIβ) is a protein kinase which becomes phosphorylated 

downstream of NMDA receptor signalling. In postnatal development this occurs downstream of 

the Reelin signalling pathway (Figure 6.2B). The RRBS analysis identified a significant decrease 

in methylation in the CGI of the Camk2b gene (Table 6.5; Appendix 9). This region, containing 

five CpG sites was therefore analysed by pyrosequencing across the developmental timeline 

(GD21-PD100).  

GD21 FC 

For average CpG methylation there was a main effect of sex (GLMM: F1,8.24=6.17, p=0.037) with 

increased methylation in females relative to males (Figure 6.16A), alongside a main effect of 

maternal IL-6 (GLMM: F1,7.61=11.43, p=0.010; Figure 6.16A), corresponding to a positive 

correlation between maternal IL-6 and average CpG methylation (r=0.669, p=0.003). However, 

there were differences in the effects of predictors on individual CpG methylation (Table 6.12; 

Figure 6.16B-F), though the general effect was an increase in methylation in poly(I:C)-foetuses 

relative to vehicle-foetuses.  

Table 6.12. Camk2b CGI methylation GD21 statistics 

CpG site Minimal GLMM 

CpG1 Sex: F1,14=8.37, p=0.012; Increase methylation in females relative to males 
Group: F1,14=6.29, p=0.025; Increase methylation in poly(I:C)-foetuses relative to vehicle 

CpG2 Maternal IL-6: F1,15=10.61, p=0.005; Corresponding to a positive correlation between 
maternal IL-6 and CpG2 methylation (r=0.644, p=0.005) 

CpG3 Sex: F1,14=14.99, p=0.002; Increase methylation in females relative to males 
Group: F1,14=17.14, p=0.01; Increase methylation in poly(I:C)-foetuses relative to vehicle 

CpG4 Maternal IL-6: F1,7.95=8.43, p=0.020; Corresponding to a positive correlation between 
maternal IL-6 and CpG2 methylation (r=0.637, p=0.006) 

CpG5 NSP 

Abbreviations: NSP, no significant effects of any predictors 

PD1 FC 

There were no significant effects of any predictors on average CpG methylation or methylation 

of CpG1, CpG2, CpG3 or CpG4 (Figure 6.16). For CpG5 there was a trend to a group*sex 

interaction (GLMM: F4,11=3.10, p=0.071). Post-hoc analysis showed a main effect of group in 
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the females (GLMM: F1,8.0=9.13, p=0.017) with increased CpG5 methylation in poly(I:C)-females 

relative to vehicle-females (Figure 6.16F). 

PD21 PFC 

There were no significant effects of any predictors on average CpG methylation or methylation 

of any individual CpG sites (Figure 6.16). 

PD35 PFC 

There were no significant effects of any predictors on average CpG methylation, or methylation 

of CpG1, CpG2, CpG3 or CpG4 (Figure 6.16). For CpG5 there was a trend to a main effect of 

group (GLMM: F1,17=3.77, p=0.069), with increased CpG5 methylation in poly(I:C)-offspring 

relative to vehicle-offspring (Figure 6.16F). 

PD100 PFC 

For average CpG methylation there was a group*sex interaction (GLMM: F3,15.22=5.52, p=0.009). 

Post-hoc analysis showed a main effect of group in both males (GLMM: F1,8.17=7.76, p=0.023; 

with increased methylation in poly(I:C)-males relative to vehicle-males; Figure 6.16A) and 

females (GLMM: F1,8.0=6.76, p=0.032; with decreased methylation in poly(I:C)-females relative 

to vehicle-females; Figure 6.16A). This pattern was observed when each of the CpG sites were 

analysed individually (Table 6.13; Figure 6.16B-F).  

Table 6.13. Camk2b CGI methylation PD100 statistics 

CpG 
site 

Minimal GLMM Post-hoc females Post-hoc males 

CpG1 Group*sex:  
F3,17=3.70, p=0.033 
 

Group: F1,8.0=7.02, p=0.029 
Decrease in poly(I:C)-females 
relative to vehicle 

Group: F1,7.64=5.27, p=0.050 
Increase in poly(I:C)-males 
relative to vehicle 

CpG2 Group*sex:  
F3,15.43=3.27, p=0.050 
 

Group: F1,8.0=3.89, p=0.080 
Decrease in poly(I:C)-females 
relative to vehicle 

Group: F1,8.04=5.87, p=0.042 
Increase in poly(I:C)-males 
relative to vehicle 

CpG3 Group*sex:  
F3,13.99=6.35, p=0.006 
 

Group: F1,8.0=4.47, p=0.067 
Decrease in poly(I:C)-females 
relative to vehicle 

Group: F1,8.01=7.38, p=0.026 
Increase in poly(I:C)-males 
relative to vehicle 

CpG4 Group*sex: 
F3,15.31=7.02, p=0.003 
 

Group: F1,8.0=6.83, p=0.031 
Decrease in poly(I:C)-females 
relative to vehicle 

Group: F1,8.29=10.50, p=0.011 
Increase in poly(I:C)-males 
relative to vehicle 

CpG5 Group*sex:  
F3,13.94=6.06, p=0.007 

 

Group: F1,8.0=8.00, p=0.022 
Decrease in poly(I:C)-females 
relative to vehicle 

Group: F1,7.01=7.16, p=0.032 
Increase in poly(I:C)-males 
relative to vehicle 



 

316 
 

 

Figure 6.16. Camk2b CGI methylation 
A. Average % methylation. B. CpG1 % methylation. C. CpG2 % methylation. D. CpG3 % methylation. E. CpG4 % methylation. F. CpG5 % methylation. Bars represent mean ±SEM 
(N=5-7, n=5-7). Black significance bars represent significant results of the GLMM, ― shaped significance bars represent results across the whole timepoint, Π-shaped bars represent 
post-hoc GLMM within a single sex. Black symbols show significant main effects of: group, *p≤0.05; **p<0.01; maternal IL-6,δ p<0.05, δδp≤0.01; sex, ϕp<0.05, ϕϕp<0.01. Grey dashed 
bars and symbols represent trending (0.05<p≤0.08) results of the GLMM. Abbreviations: GD, gestational day; PD, postnatal day; M, male; F, female; VEH, vehicle; PIC, poly(I:C).
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6.3.3.2. mRNA and protein expression changes 

I. Reln 

While Reln did not withstand the selection criteria for pyrosequencing, it was analysed for mRNA 

expression owing to its connection with both Dab1 and Camk2b. However, there were limited 

changes in Reln expression with no significant effects of any predictors on Reln expression in 

the PD1 FC, PD21 or PD35 PFC.  

GD21 FC 

There was a trend to a main effect of sex (GLMM: F1,14=4.04, p=0.064; Figure 6.17A), with 

increased Reln mRNA expression in females relative to males, alongside a group*sex 

interaction (GLMM: F2,14=4.30, p=0.035). Post-hoc analysis showed a trend to a main effect of 

group in the females (GLMM: F1,7.0=4.53, p=0.071) with reduced Reln expression in poly(I:C)-

females relative to vehicle-females (Figure 6.17A). 

PD100 PFC 

There was a main effect of sex (GLMM: F1,14.04=8.68, p=0.011; Figure 6.17A), with increased 

Reln mRNA expression in males relative to females, alongside a main effect of group (GLMM: 

F1,15.83=4.95, p=0.043; Figure 6.17A), with reduced Reln mRNA expression in poly(I:C)-offspring 

relative to vehicle-offspring. 

II. Dab1/DAB1 

Both Dab1 mRNA and DAB1 protein expression was measured across cortex development. 

There was a positive correlation between the two during early developmental ages (GD21-

PD21; rho=0.689, p<0.001). However, in during later developmental ages (PD35-100) there was 

a negative correlation between the two (rho=-0.301, p=0.021). The latter could be attributable 

to changes in DAB1 protein degradation (Lee and D’Arcangelo, 2016).  

GD21 FC 

For mRNA, there was a main effect of group (GLMM: F1,16=4.83, p=0.043), with increased Dab1 

mRNA expression in poly(I:C)-foetuses relative to vehicle (Figure 6.17B).  

There were no significant effects of any predictors on DAB1 protein expression (Figure 6.17C). 

PD1 FC 

There was a main effect of group (GLMM: F1,13.52=7.26, p=0.018), with reduced Dab1 mRNA 

expression in poly(I:C)-offspring relative to vehicle-offspring (Figure 6.17B).  

For DAB1 protein expression, there was a main effect of group (GLMM: GLMM: F1,20.81=12.09, 

p=0.002; Figure 6.17C), with reduced DAB1 protein expression in poly(I:C)-offspring relative to 

vehicle-offspring. 
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PD21 PFC 

For mRNA, there was a main effect of group (GLMM: F1,25=4.55, p=0.043), with increased Dab1 

mRNA expression in poly(I:C)-offspring relative to vehicle-offspring (Figure 6.17B).  

For DAB1 protein expression, there was a main effect of maternal TNFα (GLMM: F1,22=4.79, 

p=0.040; Figure 6.17C), corresponding to a positive correlation between maternal TNFα and 

DAB1 protein expression (rho=0.423, p=0.040), alongside a trend to a main effect of maternal 

IL-6 (GLMM: F1,22=3.40, p=0.079; Figure 6.17C) though the latter did not correspond to a 

significant post-hoc correlation. 

PD35 PFC 

There were no significant effects of any predictors on Dab1 mRNA or DAB1 protein expression 

(Figure 6.17B&C). 

PD100 PFC 

For mRNA, there was a main effect of sex (GLMM: F1,28=9.77, p=0.004), with increased Dab1 

mRNA expression in males relative to females (Figure 6.17B) and a group*sex interaction 

(GLMM: F2,28=4.80, p=0.016). Post-hoc analysis showed a main effect of group in the females 

(GLMM: F1,13.62=6.67, p=0.022) with increased Dab1 mRNA expression in poly(I:C)-females 

relative to vehicle-females (Figure 6.17B).  

For DAB1 protein expression, there was a main effect of maternal IL-6 (GLMM: F1,23=5.53, 

p=0.028; Figure 6.17C), corresponding to a positive correlation between maternal IL-6 and 

DAB1 protein expression (rho=0.440, p=0.028), alongside a trend to a main effect of maternal 

TNFα (GLMM: F1,23=3.24, p=0.080; Figure 6.17C) though the latter did not correspond to a 

significant post-hoc correlation. 

III. Camk2b 

There were no significant effects of any predictors on Camk2b expression in the GD21 or PD1 

FC or PD35 PFC.  

PD21 PFC 

There was a main effect of group (GLMM: F1,24=6.89, p=0.015; Figure 6.17D), with increased 

Camk2b mRNA expression in the poly(I:C)-offspring relative to vehicle-offspring.  

PD100 PFC 

There was a trend to a group*sex interaction (GLMM: F3,26=2.78, p=0.064). Post-hoc analysis 

showed that, in the females, there was a significant main effect of both maternal IL-6 (GLMM: 

F1,11.39=5.74, p=0.035; Figure 6.17D) and maternal TNFα (GLMM: F1,11.38=20.14, p<0.001; 

Figure 6.17D), corresponding to positive correlations between maternal cytokines and Camk2b 

mRNA expression (maternal IL-6: rho=0.760, p=0.001; maternal TNFα: rho=0.760, p=0.001). 

By comparison, in the males, there was a trend to a main effect of group (GLMM: F1,11.0=4.26, 

p=0.063; Figure 6.17D) with reduced Camk2b mRNA expression in poly(I:C)-males relative to 

vehicle-males. 
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Figure 6.17. Altered expression of Reelin signalling genes 
Relative mRNA expression was normalised to the geometric mean of three reference genes; Relative protein expression was normalised to the GAPDH reference protein; both described 
in methods. A. Reln mRNA expression (N=5-8, n=5-8). B. Dab1 mRNA expression (N=5-8, n=5-9). C. DAB1 protein expression (N=6-8, n=6-9). D. Camk2b mRNA expression (N=5-8, 
n=5-9). Bars represent mean ±SEM. Black significance bars represent significant results of the GLMM, ― shaped significance bars represent results across a developmental age, Π 
shaped bars represent post-hoc GLMM within a single sex. Black symbols show significant main effects of: group, *p<0.05, **p<0.01; sex, ϕϕp<0.01; maternal IL-6, δp<0.05; maternal 
TNFα, αp<0.05, αααp<0.001. Grey dashed bars and symbols represent trending (0.05<p<0.08) results of the GLMM. Abbreviations: GD, gestational day; PD, postnatal day; M, male; F, 
female; VEH, vehicle; PIC, poly(I:C).
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6.3.4. Expression of synaptic proteins in the developing cortex 

Given the evidenced MIA-induced dysregulation of the neural ECM, it would be expected that 

this would result in altered synaptic receptor clustering, due to altered receptor diffusion and 

positioning in response to ECM density. Likewise, Reelin signalling, also shown to be 

dysregulated, is known to modulate synaptic receptors, via post-synaptic density protein 95 

(PSD95), a critical mediator of postsynaptic receptor clustering and function. Hence, changes 

in glutamatergic receptor and PSD95 protein expression was measured. Note, as ECM 

structures, such as myelin and PNNs, only form postnatally and the Reelin pathway only 

mediates this pathway in later development, only PD21-100 PFC samples were analysed here.  

I. PSD95 

There were no significant effects of any predictors on PSD95 expression at PD21. However, at 

PD35 there was a trend to a main effect of group (GLMM: F1,11.85=4.31, p=0.060; Figure 6.18) 

with reduced PSD95 protein expression in poly(I:C)-offspring relative to vehicle-offspring. 

Likewise, at PD100 there was a main effect of group (GLMM: F1,26=28.65, p<0.001; Figure 6.18), 

with reduced PSD95 protein expression in poly(I:C)-offspring relative to vehicle-offspring 

✱✱✱

✱

 

Figure 6.18. PSD95 protein expression 
Relative protein expression (normalised to total protein). Bars represent mean ±SEM (N=5-8, n=5-8). Black 
significance bars represent significant GLMM results across a developmental age. Black symbols show 
significant main effects of: group, ***p<0.001. Grey dashed bars and symbols represent trending (0.05<p<0.08) 
GLMM results.  Abbreviations: PD, postnatal day; M, male; F, female; VEH, vehicle; PIC, poly(I:C). 

II. AMPA receptor 1: GLuA1 

The GLuA1 receptor was selected for being a key modulator of NMDA receptor ratios and is 

affected by ECM density. It also associates with the astrocytic protein GPC4 to modulate 

glutamatergic synapse formation (Allen et al., 2012), of which there were significant changes in 

expression observed in Chapter 5 (Figure 5.14).  
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In the PD21 PFC there was a main effect of both group (GLMM: F1,11.0=5.64, p=0.037; Figure 

6.19), with reduced GLuA1 in poly(I:C)-offspring relative to vehicle-offspring and sex (GLMM: 

F1,2.04=30.66, p=0.030; Figure 6.19), with reduced GLuA1 protein expression in males relative 

to females. Likewise, in the PD35 PFC there remained a trend to a main effect of group (GLMM: 

F1,22=4.05, p=0.057; Figure 6.19), with reduced GLuA1 protein expression in poly(I:C)-offspring 

relative to vehicle-offspring. There were no significant effects of any predictors in the PD100 

PFC.  

✱ϕ

✱

 

Figure 6.19. GLuA1 protein expression 
Relative protein expression (normalised to total protein). Bars represent mean ±SEM (N=5-7, n=5-7). Black 
significance bars represent significant GLMM results across a developmental age. Black symbols show 
significant main effects of: group, *p<0.05; sex, ϕp<0.05. Grey dashed bars and symbols represent trending 
(0.05<p<0.08) GLMM results. Abbreviations: PD, postnatal day; M, male; F, female; VEH, vehicle; PIC, 
poly(I:C). 

III. NMDA receptors: NR2A and NR2B 

The NMDA receptors NR2A and NR2B have been frequently associated with LTP and cognition. 

They are also influenced by: ECM and myelin, which perturbs their positioning, AMPA receptor 

signalling and PSD95/CAMKII, which are influenced by GPC4 (Chapter 5) and Reelin signalling, 

respectively.   

NR2A 

There were no significant effects of any predictors on NR2A expression at PD21 or PD35. At 

PD100 there was a trend to a main effect of sex (GLMM: F1,15=3.93, p=0.066; Figure 6.20A), 

with reduced NR2A protein expression in females relative to males. Post-hoc analysis showed 

a main effect of group in the females (GLMM: F1,10.0=5.78, p=0.037; Figure 6.20A), with reduced 

NR2A protein expression in poly(I:C)-females relative to vehicle-females.   

NR2B 

At PD21 there was a significant main effect of sex (GLMM: F1,5.20=10.86, p=0.020; Figure 

6.20B), with reduced NR2B protein expression in females relative to males. At PD35 there was 
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a significant main effect of group (GLMM: F1,14.27=5.53, p=0.034; Figure 6.20B) with reduced 

NR2B protein expression in poly(I:C)-offspring relative to vehicle-offspring. By contrast, at 

PD100 there was also a trend to a main effect of group (GLMM: F1,9.45=3.99, p=0.075; Figure 

6.20B) with increased NR2B protein expression in poly(I:C)-offspring relative to vehicle-

offspring. 

NR2A:2B ratio 

There were no significant effects of any predictions on the NR2A:2B ratio at PD21 or PD35. At 

PD100 there was a trend to a main effect of sex (GLMM: F1,14=6.13, p=0.027; Figure 6.20C), 

with reduced NR2A:2B ratios in females relative to males, alongside a main effect of group 

(GLMM: F1,14=15.82, p=0.01; Figure 6.20C), with a reduced NR2A:2B ratio in poly(I:C)-offspring 

relative to vehicle-offspring.   

 

Figure 6.20. NMDA receptor protein expression 
Relative protein expression (normalised to total protein). A. NR2A. B. NR2B. C. NR2A:2B ratio. Bars represent 
mean ±SEM (N=5-7, n=5-7). Black significance bars represent significant GLMM results. ― shaped significance 
bars represent results across a developmental age, Π-shaped bars represent post-hoc GLMM within a single 
sex. Black symbols show significant main effects of: group, *p<0.05, **p≤0.01; sex, ϕp<0.05. Grey dashed bars 
and symbols represent trending (0.05<p<0.08) GLMM results. Abbreviations: PD, postnatal day; M, male; F, 
female; VEH, vehicle; PIC, poly(I:C).
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Figure 6.21. Summary of significant findings from Chapter 6 
Summary of the MIA-induced molecular changes in the developing cortex. Timeline (bottom) indicates the developmental age and tissue analysed: frontal cortex (FC) or prefrontal cortex 
(PFC). Purple: PNN/PVI changes; Red/pink: adhesion molecule changes; Blue: Reelin signalling changes; Green: synaptic protein changes. Abbreviations: ↓Decrease; ↑Increase; F, 
female-specific result; M, male-specific result; Pr, protein; %5mC, methylation
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6.4. DISCUSSION 

A key hypothesis of this Chapter was that MIA-induced changes to glia and myelin development 

(Chapter 5) would be synonymous with altered neural ECM formation and in turn, or 

concomitantly, alter synapse formation and plasticity. The aims of this chapter were therefore to 

evaluate changes to PNN component expression and density to provide supportive evidence 

for altered neural ECMs and to measure the developmental DNAm profiles and concordant 

changes in mRNA/protein expression of the four remaining RRBS-identified candidate genes, 

involved in ECM adhesion and Reelin signalling. Finally, this chapter critically aimed to explore 

possible functional outcomes of MIA-induced changes to the neural ECM formation and Reelin 

signalling, through analysis of the expression of key synaptic proteins involved in LTP which 

could underscore the observed adult cognitive deficit (Chapter 2). The results reported support 

the hypothesis of this Chapter through evidenced increases in CSPG expression and PNN 

density from PD35, consistent with the results observed for oligodendrocyte development and 

myelin formation in Chapter 5. Further, this study has demonstrated reduced Reelin signalling 

and expression of essential synaptic proteins throughout the critical period and into adulthood. 

These findings would be expected to result in reduced LTP and hence have consequences for 

normal cognitive development. A summary of the results from this Chapter can be seen in Figure 

6.21 and will be discussed in-depth below.  

6.4.1. MIA induced PNN malformation, with indication of PVI 

signalling deficits 

Data from Chapter 5 postulated disturbed extracellular structures in the brain. To evaluate this 

further, the neural ECM was assessed here through PNN staining with WFA. There was a 

marked increase in PNN density at both PD35 and PD100, with no change in PVI density (Figure 

6.10). The latter is perhaps not unsurprising, given previous studies in MIA models which have 

suggested a greater impact on density of somatostatin (SST)+ interneurons than PVIs (Vasistha 

et al., 2019; Woods et al., 2021). Of note, as the staining technique used individually applied 

markers for PVIs and PNNs (PV+ and WFA+, respectively) and did not perform co-stain 

analysis, it was not possible to determine if the increased PNN density is due to an increase in 

the number of PVIs coated in PNNs, or whether the PNNs have assembled on neurons other 

than PVIs. That said, PNNs are nearly exclusively located on PVIs in the PFC (Fawcett et al., 

2019), which allows a degree of confidence in the interpretation of the data. Accordingly, the 

increased PNN density as early as PD35, suggests accelerated maturation of the PNNs and 

PVIs. Similar accelerated maturation (i.e., evidence of late-stage/mature biological markers in 

earlier development) was identified for the oligodendrocyte lineage and expression of myelin 

constituents in Chapter 5. These findings are supported by recent work in a mouse model of 

MIA which demonstrated advanced maturation of GABAergic interneuron and macroglia 

populations in the foetal brain following MIA, evidenced through early expression of late-stage 
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lineage markers (Canales et al., 2021). Taken together, the findings in this study would postulate 

early closure of the critical period in the PFC following MIA and hence reduced synaptic plasticity 

(Lam et al., 2019; Wilson et al., 2020). Determination of CSPG expression showed increases in 

Acan, Bcan, Ncan and Vcan at PD35, indicating the observed increase in PNN density could be 

derived from MIA-induced upregulation of ECM components. However, only Acan and Vcan 

remained elevated at PD100. Notably, Vcan is expressed almost exclusively from 

oligodendrocytes (Table 6.1) and hence the observed elevation in Vcan expression at both 

PD35 and PD100 would correspond to the observed increases in oligodendrocyte cell density 

at these developmental stages (Chapter 5, Figure 5.15A). Ncan, by contrast, is expressed from 

the PVIs around which the PNN forms (Table 6.1), indicating a coincident and robust change in 

the ECM transcriptome of both oligodendrocytes and PVIs as a result of MIA. These changes 

in CSPG expression could dysregulate the ratio of components within the assembling ECM, 

which would have functional consequences. Indeed, Brevican has been shown to interact with 

and regulate GLuA1 function and clustering (Favuzzi et al., 2017), while hyaluronan regulates 

both AMPA and NMDA receptors (Frischknecht et al., 2009; Schweitzer et al., 2017). Hence, 

overrepresentation of Versican and Neurocan at the expense of other components at PD100 

may cause disturbed function of the PNN in adulthood. Moreover, overexpression of individual 

PNN components can inhibit remyelination (Colognato and Tzvetanova, 2011; Su et al., 2021). 

Myelination is a process with plasticity and its composition and thickness is critical for normal 

signal velocity and conduction along axons. These features of myelin can be influenced by 

learning and experience during the critical period (Giger et al., 2008). Hence, myelination has 

been suggested to play a role in ongoing brain plasticity (Bonetto et al., 2021). Inhibition of these 

processes by excess CSPG expression could lead to ineffective myelin remodelling and could 

explain the observed reduction in MBP expression in adulthood (PD100) following MIA, 

postulated to result from inefficient remyelination in Chapter 5.  

Five previous studies have investigated PNN changes following MIA and it should be noted the 

findings of these studies contrast with the data reported here, with the primary findings of MIA-

induced reductions or no changes in PNN density (Casquero-Veiga et al., 2023; Mao et al., 

2022; Nakamura et al., 2021; Paylor et al., 2016; Wegrzyn et al., 2021). There could be several 

explanations for this. First, the studies which found decreases were primarily located in the 

hippocampus (Mao et al., 2022; Wegrzyn et al., 2021) and amygdala (Casquero-Veiga et al., 

2023), neither of which were measured here. Hence, there could be regional differences in PNN 

density disturbances in the brain following MIA. Indeed, in agreement with this, Paylor et al. 

(2016) and Casquero-Veiga et al. (2023), investigated several brain regions and identified both 

developmental and regional differences in PNN density changes following MIA. Notably, while 

Paylor et al. (2016) demonstrated reduced PNN density in the PFC, Casquero-Veiga et al. 

(2023) found no differences. Second, model heterogeneity may also contribute to differences in 

results. Paylor et al. (2016) and Casquero-Veiga et al. (2023) share analogous methodology to 

that used here, inducing MIA on GD15 in rats. However, Paylor et al. (2016) used the high 

molecular weight form of poly(I:C), while Casquero-Veiga et al.  (2023) used sigma-supplied 
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poly(I:C), both of which are known to induce a more severe and variable sickness response than 

LMW poly(I:C) from InvivoGen, as used here (Kowash et al., 2019; Mueller et al., 2019) and 

therefore, could produce more phenotypically disparate molecular responses in MIA-offspring. 

Indeed, a recent review of rodent models of ELS paradigms revealed both increases and 

decreases in PNN densities that were dependent on the severity and duration of the 

environmental stress (Spijker et al., 2020). Taken together, it could hence be postulated that 

methodological differences may contribute to disparate results on PFC PNN density between 

this and other studies. Further, Paylor et al. (2016) demonstrate temporal reductions and 

recoveries in the PNN density during late postnatal development, implying these extracellular 

structures are developmentally adaptable in response to MIA. Likewise, a recent study within 

an ELS paradigm demonstrated that PNN and perisynaptic density first decreased in response 

to stress, followed by a later-life increase (Koskinen et al., 2021). With this in mind, it could be 

postulated that evaluation of the PNN density at earlier (e.g., PD21) or later (e.g., >PD100) 

developmental stages could illuminate whether developmental shifts occur in PNN density in 

response to MIA. This concept is supported by data from Chapter 5, that demonstrated 

increased myelin protein expression during the critical period followed by a notable reduction in 

adult offspring. Hence, the same adaptive capacity may exist for the PNNs, but with a slightly 

lagging developmental timeframe. That said, these avenues of investigation remain to be 

explored. 

While reduced PNNs are often observed in post-mortem schizophrenia studies, it is interesting 

to note that the converse is true in major depression and chronic pain studies, where increased 

PNN densities have been identified (Carceller et al., 2022; Mascio et al., 2022). Given that both 

schizophrenia and major depression present with deficits in PFC cognitive flexibility (Maramis 

et al., 2021; Murphy et al., 2012; Zhu et al., 2021), it suggests that both reduced and increased 

PNN density can promote similar cognitive deficits. This is likely due to the role of PNNs in PVI 

function. PVIs are thought to be critical modulators of cognitive functions underscored by the 

PFC (Murray et al., 2015). Hence, it was hypothesised that while there were no changes in PVI 

density, their function may be altered as a result of the observed PNN alterations. To explore 

this, total PV protein expression was evaluated from PD21-PD100 (after PV expression is 

detected in the rat PFC; Bitzenhofer et al., 2020). No studies in MIA models to date have 

measured PV protein expression and all studies using mRNA expression have reported no 

significant changes (Woods et al., 2021). Here, in contrast, no change in PV protein expression 

was identified during the critical period (PD21-35), during which the PNN is maturing, however, 

in adulthood (PD100), there was a significant reduction in PV protein expression (Figure 6.11). 

PV is a calcium-binding protein important for regulating calcium dynamics following signal input 

into PVIs (Caballero et al., 2014; Caillard et al., 2000). Typically, PV protein expression 

increases during cortical maturation (Bitzenhofer et al., 2020; Caballero et al., 2014), as 

observed in the vehicle animals in this study (Figure 6.11). Conversely, poly(I:C)-offspring 

showed the expected increased PV expression PD21-PD35, followed by a marked 

developmental reduction in PV expression between PD35-PD100. Notably, this is the time-
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period over which we have observed the appearance of cognitive deficits in MIA-offspring 

(Chapter 2; Potter et al., 2023). Reduced PV protein expression would be expected to cause 

signalling irregularities within the PVIs which could predispose individuals to cognitive deficits 

(Caillard et al., 2000). Indeed, reduced PV expression in the PFC has been shown to reduce 

PVI inhibitory output, leading to EI imbalances (Caballero et al., 2014, 2020), thought to be a 

defining feature of PFC-mediated cognitive deficits (Ferguson and Gao, 2018) and frequently 

identified in schizophrenia (Liu et al., 2021). It could therefore be hypothesised that malformed 

PNNs, possibly as a result of glial cell dysfunction during the critical period, promotes 

dysfunctional PVIs by early adulthood, which contribute to the development of cognitive deficits 

in MIA-offspring. Indeed, the identified changes to myelin (Chapter 5) and the neural ECM would 

be expected, whether in turn or concomitantly, to alter synapse formation and plasticity 

throughout the critical period and into adulthood. This hypothesis is further supported by 

determination of the remaining four RRBS candidate genes (that withstood the acceptance 

criteria (Appendix 9)), as all four are involved in cell adhesion and ECM-related signalling 

pathways (Table 6.2), consistent with the postulate that MIA induces ECM changes, of relevance 

for cognitive deficits. 

6.4.2. MIA leads to subtle changes in cell adhesion molecules, 

Ank3 and Nrxn2 

Ank3 is involved in perinodal ECM structure formation, important in normal signal conduction in 

the developing brain (Chang et al., 2014; Fawcett et al., 2019). The RRBS showed increased 

methylation at intron 1 of the Ank3 gene. When evaluated across development, this gene 

demonstrated developmental switches in the directionality of methylation differences between 

MIA and vehicle-offspring. This could imply a degree of developmental plasticity in the regulation 

of this gene which is critically disturbed in MIA-offspring, with MIA-induced reductions in intron 

1 methylation from GD21-PD21 and an increase at PD100 (Figure 6.12). Ank3 mRNA 

expression, by contrast, was generally reduced in MIA-offspring across postnatal development 

(Figure 6.14A). Increased Ank3 gene methylation has been shown to be one of the most robust 

DNAm changes in prenatal and ELS paradigms across rats, NHP and human studies, 

associated with reduced Ank3 mRNA expression (Luoni et al., 2016). However, in this study 

there were no significant correlations between intron 1 methylation and Ank3 mRNA expression. 

This could indicate that the MIA-induced changes in Ank3 expression are driven by alternative 

mechanisms, such as histone modifications, perhaps working in combination with observed 

DNAm changes. ANKG (encoded by Ank3), is essential for the formation of the nodes of 

Ranvier, including Nfasc recruitment (Hedstrom et al., 2008). Hence, the reduction in Ank3 

expression observed across development could lead to a destabilisation of the nodes of 

Ranvier, promoting dysregulated perinodal ECM formation. Indeed, reduced Ank3 expression, 

as observed here, has been suggested to cause dysregulated neuronal signalling, EI 
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imbalances and thereby contribute to the development of neuropathology (Smith et al., 2014; 

Yoon et al., 2022).  

Nrxn2 is a member of the neurexin family of proteins, (NRXN1-3), all of which are expressed in 

the brain (Harkin et al., 2017). Presynaptic NRXNs modulate synapse formation through trans-

synaptic binding to postsynaptic neuroligins (Born et al., 2015). The RRBS showed a decrease 

in the methylation at exon 1 of the Nrxn2 gene. When measured across development, this gene 

showed limited methylation differences between MIA and vehicle-offspring, with a reduced 

methylation in GD21 poly(I:C)-females and a TNFα-driven reduction in methylation in PD100 

offspring (Figure 6.13). However, there were even fewer changes in mRNA expression, with a 

MIA-induced reduction at PD1 only (Figure 6.14B). That said, there was a significant negative 

correlation between exon 1 methylation and Nrxn2 mRNA expression across development 

(rho=-0.717, p<0.001), indicating a relationship between DNAm and expression. This implies 

that MIA-driven changes in methylation of Nrxn2 gene are influencing changes in expression, 

though these alone do not appear to achieve statistical significance. Of note, Nrxn2 encodes 

two isoforms: NRXN2α and NRXN2β, with KO studies indicating a greater functional role for 

NRXN2α in synapse formation (Born et al., 2015). However, given that the method of gene 

expression analysis used could not discriminate the different isoform transcripts, it is impossible 

to discern whether these are differentially affected by the changes in methylation. Determination 

of the separate Nrxn2 isoforms would be an avenue for future research.  

Taken together, these data support subtle MIA-driven changes in cell adhesion molecules within 

the Ankyrin and Neurexin families. Notably, robust MIA-associated changes to the DNAm of 

these genes appears primarily in late postnatal development (PD35-PD100), far later than 

observed for glial genes. Hence, it is unlikely that these changes arise from the immediate effect 

of foetal neuroinflammation. Instead, it could be postulated that these changes result from 

ongoing adaptive events and signalling pathways in the developing brain following MIA.   

6.4.3. MIA dysregulates the Reelin signalling pathway across 

development  

One of the major functionally-enriched group of genes in the final 54 interconnected RRBS 

candidate genes (Appendix 9) was those involved in Reelin signalling, which included: Reln, 

Dab1, Dab2ip, Grin2a and Camk2b. Of these, two withstood the final selection criteria for 

pyrosequencing: Dab1 and Camk2b. However, the expression of Reln was also determined. 

Reelin is an extracellular matrix glycoprotein, which binds to its receptors to induce 

phosphorylation of the cytosolic adaptor protein, Dab1/DAB1 (Figure 6.2; Chen et al., 2004; 

Howell et al., 1999; Trotter et al., 2013). During prenatal and early postnatal development, Reelin 

signalling regulates neuronal migration (Figure 6.2A; Lee and D’Arcangelo, 2016; Trotter et al., 

2013). In later postnatal development, Reelin secretion is restricted to GABAergic interneurons 

in the cortex and hippocampus, where Reelin signalling becomes associated with LTP (Lee and 

D’Arcangelo, 2016). Here, Reelin signalling promotes PSD95-mediated functional regulation of 



 

329 
 

NMDA receptors (Figure 6.2B; Beffert et al., 2005; Chen et al., 2005; Ventruti et al., 2011) and 

regulates NMDA receptor composition within the synapse to maintain the normal developmental 

NR2A:NR2B ratios (Campo et al., 2005; Groc et al., 2007; Sinagra et al., 2005). Reelin-mediated 

NMDA receptor activation leads to CAMKII activation (Figure 6.2B). CAMKII is a holoenzyme 

formed from various subunits, primarily CAMKIIα (encoded by Camk2a) and CAMKIIβ (encoded 

by Camk2b; Nicole and Pacary, 2020). Results in this study showed a MIA-induced reduction in 

Reln mRNA expression in the prenatal FC (supported by findings from Kowash, 2019) and in 

the adult PFC (Figure 6.17A). Reduced Reelin expression has frequently been identified in the 

PFC of schizophrenia patients (Guidotti et al., 2000). However, very little work has explored the 

Reelin pathway in MIA models, although the main agreement was for reduced Reelin expression 

following MIA (Woods et al., 2021). Of note, a recent study on postnatal viral infection 

demonstrated reduced Reelin signalling along the DAB1-PSD95-NMDA axis comparable to the 

results observed here (Vinay et al., 2022). These studies begin to identify a role for abnormal 

Reelin signalling following MIA (Woods et al., 2023). Critically, reduced Reln expression would 

be expected to alter its downstream pathway components, however these have been less well 

analysed in MIA models, with only our study to date considering epigenetic changes in this 

pathway (Woods et al., 2021, 2023). Here, both Dab1 and Camk2b were analysed for changes 

to gene methylation and expression. 

The Dab1 promoter methylation was generally decreased across postnatal development (Figure 

6.15). By comparison, Dab1 gene/protein expression fluctuated across postnatal development 

in response to MIA (Figure 6.17B-C), with a reduction in both mRNA and protein expression at 

PD1, becoming an increase in Dab1 mRNA expression at PD21 and PD100, with positive 

correlations between maternal cytokine concentrations and DAB1 protein expression at these 

developmental stages. Of note, there was a direct correlation between Dab1 mRNA and protein 

expression across development as expected (rho=0.610, p<0.001). The acute reduction in 

Dab1/DAB1 expression at PD1 could have critical functional implications, as this timing involves 

a key period of neurogenesis and neuronal migration, regulated by Reelin signalling. Indeed, it 

has been demonstrated that transient early-life (PD1-7) reduction in DAB1 protein results in 

subtle structural abnormalities within distinct cortical layers and hippocampal regions, consistent 

with altered neuronal migration, alongside adult behavioural deficits relevant for schizophrenia 

(Teixeira et al., 2014). By comparison, the postnatal MIA-induced elevations in Dab1 

gene/DAB1 protein expression from PD21-PD100 could be a result of reduced Reelin-receptor 

signalling in this period. The increased neuronal ECM density in this period could act to restrict 

Reelin availability, as has been demonstrated in extracellular plaques in Alzheimer’s disease 

(Pujadas et al., 2014), or dysregulate Reelin proteolytic cleavage by extracellular enzymes (e.g., 

MMPs; Lussier et al., 2016). In Reeler mice, which possess LOF mutations in the Reln gene, 

there is increased DAB1 protein expression (Howell et al., 1999). This is due to accumulation of 

inactive adaptor protein in the absence of active Reelin signalling, as DAB1 activity and 

degradation are both regulated by Reelin-induced DAB1 phosphorylation (pDAB1; Lee and 

D’Arcangelo, 2016). Hence, reduced Reelin signalling/availability would be anticipated to result 
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in increased DAB1 protein, as observed, but reduced pDAB1 (Howell et al., 1999).  With this in 

mind, measurement of pDAB1 expression was attempted. However, despite testing various anti-

pDAB1 antibodies (Table 6.8) no immunoreactive band of the correct molecular size could be 

identified across any of the samples or conditions used (Appendix 13, Supplementary Figure 

S13.6). This limits the interpretation of whether the postnatal increase in DAB1 protein 

expression translates to a functional increase or decrease in Reelin signalling. Nonetheless, the 

ongoing dysregulation of this pathway is evident from the findings presented.  

The relationship between Dab1 mRNA expression and promoter methylation also fluctuated 

across development (Table 6.14), with an initial unexpected positive correlation between 

promoter methylation and mRNA expression, followed by the typical negative correlation in later 

development. As outlined in Chapter 5, bisulphite-pyrosequencing prevents the delineation of 

DNAm from DNAhm (Booth et al., 2013). This could infer that the quantified promoter 

methylation at PD1 is actually representative of promoter hydroxymethylation, known to drive 

increased mRNA transcription (Chen et al., 2014). Taken together, this correlative data therefore 

suggests a regulatory role for Dab1 promoter modifications in Dab1 gene and protein 

expression. Further, given that the dysregulation of DAB1 appears to arise subsequent to 

reduced prenatal Reelin signalling (Figure 6.17A; Kowash, 2019), it could be hypothesised that 

MIA-induced prenatal changes to Reelin expression precipitate persistent dysregulation of 

DAB1 in the postnatal period, leading to ongoing defective Reelin signalling.  

Table 6.14. Dab1 mRNA expression correlations with Dab1 promoter methylation  

CpG 
site 

CpG1 CpG2 CpG3 CpG Average 

GD21 No Correlation No Correlation No Correlation No Correlation 
PD1 rho=0.453, p=0.03 rho=0.523, p=0.01 No Correlation rho=0.605, p=0.004 
PD21 rho=-0.564, p=0.005 rho=-0.387, p=0.068 rho=-0.462, p=0.026 rho=-0.449, p=0.036 
PD35 No Correlation No Correlation rho=-0.364, p=0.008 rho=-0.619, p<0.001 
PD100 rho -0.811, p=0.047 No Correlation No Correlation rho=-0.402, p=0.038 

 

Despite the inability to measure the DAB1:pDAB1 ratio, Camk2b, a further downstream marker 

of the postnatal Reelin pathway (Figure 6.2B), was investigated. Camk2b encodes the β-subunit 

of the CAMKII holoenzyme which acts downstream of the Reelin signalling pathway during its 

roles in LTP (Figure 6.2B). The CAMKIIβ-subunit forms the second most prevalent subunit in 

the brain and is expressed both prenatally and postnatally, unlike the most common CAMKIIα-

subunit which is exclusively expressed postnatally (Nicole and Pacary, 2020). As well as 

functioning downstream of Reelin-mediated NMDA activation, CAMKII can also feedback to 

modulate NMDA receptor signalling and increase AMPA receptor insertion into the synaptic 

membrane (Onori and van Woerden, 2021). Here, Camk2b CGI methylation was increased in 

the GD21 FC of poly(I:C)-foetuses, followed by sex-specific changes in the PD100 PFC, with 

an increase in poly(I:C)-males relative to vehicle-males and a reduction in poly(I:C)-females 

relative to vehicle-females (Figure 6.16). When Camk2b mRNA expression was measured there 

was also sex-specific effects in adulthood, with reduced Camk2b expression in poly(I:C)-males 
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relative to vehicle-males and an increase in Camk2b expression in poly(I:C)-females relative to 

vehicle-females (Figure 6.17D). CAMKII subunits have been shown to work in an overlapping 

fashion in genetic KO models (Kool et al., 2019) and this could imply that the differences 

observed in Camk2b expression in response to MIA may be in opposition to those observed for 

the primary Camk2a subunit. Nonetheless, it is noteworthy that the observed sex-specific 

dysregulation of Camk2b in adult MIA-offspring has been implicated previously, with CAMKII 

shown to have sex-specific roles and responses during LTP (Jain et al., 2019; Rafa-Zabłocka 

et al., 2019; Yin et al., 2021). Indeed, one of these recent studies showed that different chronic 

environmental stressors produced sex-specific changes in hippocampal CAMKII expression, 

consistent with the findings for Camk2b here (Yin et al., 2021; Figure 6.17D). This suggests that 

MIA and other environmental stressors can induce sex-specific adaptive functions of CAMKII. 

This is supported by consideration of the relationship between Camk2b CGI methylation and 

mRNA expression, which showed no significant correlations, except for PD100, where there 

was a negative correlation between Camk2b mRNA expression and CGI methylation (rho=-

0.469, p=0.019). This suggests that not only is the expression of CAMKII altered in a sex-specific 

pattern in response to MIA, but the transcriptional regulation is also. Further, the occurrence of 

changes in Camk2b gene expression primarily in later postnatal development (PD21-PD100), 

align with the functional switch of Reelin signalling towards LTP in the postnatal period (Figure 

6.2), supporting the hypothesis of ongoing deficits in Reelin signalling (Woods et al., 2023).  

Taken together, these data postulate ongoing MIA-induced dysregulation of components of the 

Reelin signalling pathway, primarily across postnatal development, showing in general, a 

reduction in Reelin signalling. This finding is analogous to the observation that reduced Reelin 

signalling has been one of the most robust molecular findings in schizophrenia patients, 

suggested to contribute to the observed cognitive deficits (Berretta, 2012; Guidotti et al., 2000). 

This hypothesis has been supported by in vivo rodent studies. Mice harbouring heterozygous 

mutations in the Reln gene (heterozygous Reeler mice) exhibit multiple cognitive behavioural 

abnormalities similar to those seen in schizophrenia, including executive function and reversal 

learning deficits (Brigman et al., 2006; Krueger et al., 2006; Larson et al., 2003). Further, mice 

with mutations in the signal transduction machinery, including receptors, ApoER2 and VLDLR 

(Trommsdorff et al., 1999; Weeber et al., 2002) and DAB1 (Howell et al., 2000; Trotter et al., 

2013), possess phenotypic deficits comparable to those observed in Reeler mice, including 

deficits in LTP and cognition. Collectively, this suggests that developmental Reelin signalling 

abnormalities can promote the development of the observed cognitive deficits seen in this model 

and observed in schizophrenia. That said, it is noteworthy that the changes to the downstream 

molecule CAMKII, present only in adulthood, at the time of the appearance of cognitive deficits. 

This could imply that there is a developmental window in this pathway which could be modulated 

to therapeutic advantage. In support of this, a recent study showed that injection of recombinant 

Reelin into the adolescent hippocampus of MIA-affected offspring prevented the development 

of behavioural deficits (Ibi et al., 2020). 
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6.4.4. MIA-induced neurodevelopmental changes converge in 

synaptic protein disturbances in adulthood 

The results outlined in this Chapter, appear to converge on a molecular phenotype in the PFC 

which would be anticipated to impact on synaptic development and function throughout the 

critical period, with a key role for deficits in LTP. To explore this framework, expression of 

synaptic glutamatergic receptors involved in the process of LTP were measured, including: 

GLuA1 (AMPA receptor 1), NR2A and NR2B (Chater and Goda, 2014; Choquet and Opazo, 

2022; Collingridge and Bliss, 1987; Zhao et al., 2005). PSD95 protein expression was also 

determined as this protein is downstream of the Reelin signalling pathway (Figure 6.2; Woods 

et al., 2023) and is also known to regulate the function of NMDA and AMPA receptors (Béïque 

et al., 2006). All synaptic proteins showed the expected developmental patterns of expression, 

with postnatal increases (PD21-100) in expression of PSD95 (Han et al., 2010; Zheng et al., 

2012) and NR2A (Wenzel et al., 1997), alongside decreases in GLuA1 across the PD21-PD100 

timeframe (Arai et al., 1997; Insel et al., 1990) and, less pronounced, decreases in NR2B 

expression (Wenzel et al., 1997). MIA in turn induced marked changes in expression of all these 

proteins, in developmentally-specific patterns (Figure 6.18-Figure 6.20).  

PSD95 showed a trend to a reduction in poly(I:C)-offspring in the PD35 PFC, becoming a 

significant reduction in the PD100 PFC (Figure 6.18), the latter of which was found for PSD95 

mRNA expression in our recent publication investigating the Reelin pathway (Woods et al., 

2023). PSD95 is enriched in the post-synaptic glutamatergic synapses (Coley and Gao, 2018), 

where it acts as a scaffold protein and directly interacts with NMDA receptors NR2A and NR2B 

via its PDZ domain (Kornau et al., 1995; Niethammer and Sheng, 1996) and with AMPA 

receptors (including GLuA1) via the AMPA receptor auxiliary subunit, Stargazin (Bats et al., 

2007; Chen et al., 2000). PSD95 can also be activated following Reelin signalling in later 

postnatal development, through interaction with the Reelin receptor ApoER, to modulate NMDA 

receptor densities (Beffert et al., 2005; Chen et al., 2005; Ventruti et al., 2011). The observed 

reduction in PSD95 (PD35-PD100; Figure 6.18) in this study corresponds to findings in 

schizophrenia patients (Catts et al., 2015; Funk et al., 2017) and previous findings in MIA models 

(Woods et al., 2021, 2023), with PSD95 KO animals demonstrating PFC-associated cognitive 

phenotypes comparable to those observed in MIA-offspring (Coley and Gao, 2019). Reduced 

PSD95 expression from PD35-100 would be consistent with the reduced Reelin signalling 

observed across the postnatal period (Section 6.4.3), with reduced PSD95 expression identified 

following both genetic inhibition of the Reelin signalling pathway (Ampuero et al., 2017; Ventruti 

et al., 2011) and following infection-induced reductions in Reelin signalling (Vinay et al., 2022; 

Woods et al., 2023). MIA-induced reductions in PSD95 expression, would be expected to have 

consequences for synapse formation, stability and regulation of receptor subunits and ongoing 

LTP (Coley and Gao, 2018). Indeed, PSD95 is important in the normal developmental regulation 

of NMDA receptors within the synapse, with reduced PSD95 shown to increase synaptic NR2B 

subunits (Béïque et al., 2006; Bustos et al., 2014; Coley and Gao, 2019), which could in turn 
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lead to excess excitability and neuronal damage (Coley and Gao, 2018; Monaco et al., 2015). 

Further, PSD95 is known to also regulate AMPA receptors, with PSD95 loss associated with 

reduced GLuA1 expression and AMPA current (Béïque et al., 2006; Coley and Gao, 2019). 

Through its roles in glutamatergic synaptic development, PSD95 is also suggested to function 

in EI balance, with PSD95 overexpression driving increased EI (Levinson et al., 2005) and 

inhibition the opposite (Prange et al., 2004). Taken together, these studies support the idea that 

the observed MIA-induced reductions in PSD95 contribute to the development of the cognitive 

phenotype in adulthood.  

Several of the findings in this study, including the changes in ECM density, PV expression, 

Reelin signalling and PSD95 expression would be expected to disturb synaptic glutamatergic 

receptor ratios which could have consequences for LTP and cognition. The AMPA receptor, 

GLuA1, showed reduced expression in poly(I:C)-offspring in both the PD21 and PD35 PFC, 

encompassing the critical period for the PFC, but with no differences in adulthood (Figure 6.19). 

This AMPA receptor was selected for its association with LTP (Chater and Goda, 2014; Choquet 

and Opazo, 2022), but also as it is known to be regulated by the neural ECM (Favuzzi et al., 

2017; Frischknecht et al., 2009) and signals in conjunction with astrocytic GPC4 to modulate 

glutamatergic synapse formation (Allen et al., 2012). Reduced hippocampal GLuA1 mRNA and 

protein expression have also been identified in schizophrenia patients, though results in the PFC 

have been less consistent (Iasevoli et al., 2014; Kilonzo et al., 2022). The early reductions in 

GLuA1 could result from several molecular pathways. First, the reduction in GLuA1 coincides 

with reduced GPC4 expression in this period (Chapter 5, Figure 5.14). Studies have indicated 

that astrocytic GPC4 is important in recruitment of GLuA1 to the synaptic membrane (Allen et 

al., 2012), providing a further link between altered glial function and synaptic dysfunction. 

Second, GABAergic interneuron dysfunction, as postulated in Section 6.4.1, has been 

suggested to reduce the AMPA receptor concentration in the postsynaptic membrane (Howard 

et al., 2014). Third, changes in neural ECM composition, notably loss of Brevican, is also 

associated with altered AMPA receptor concentration in the synaptic membrane (Favuzzi et al., 

2017). Nonetheless, reduced GLuA1, as a result of any of these processes, could indicate a 

propensity for reduced glutamatergic synapse formation and function and deficient LTP during 

this critical period, as LTP would be dependent on increased AMPA receptor recruitment to the 

synaptic membrane (Park, 2018; Selemon, 2013). However, scrutiny of developmental GLuA1 

expression (PD21-100) suggests that in MIA-offspring, GLuA1 expression reaches its adult level 

by PD21, from which it never recovers (Figure 6.19). Hence, this could indicate an early 

maturation of the glutamatergic synapses, analogous to the early maturation of the PNNs 

(Section 6.4.1). In any case, taken together, the MIA-induced reduction in membrane GLuA1 

from PD21-35 would indicate reduced synaptic plasticity, which could precipitate the 

development of PFC-associated cognitive deficits (Kilonzo et al., 2022).  

By comparison, two NMDA receptors, NR2A and NR2B, were measured as both are known to 

be associated with LTP (Collingridge and Bliss, 1987; Zhao et al., 2005) and dictate the 
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functional properties of the heterotetrametric NMDA receptors (Paoletti et al., 2013). Previous 

studies in MIA models have shown developmental- and tissue-specific changes in NMDA 

receptor expression patterns (Woods et al., 2021). Similarly, the findings here showed reduced 

NR2A expression in poly(I:C)-offspring at PD100 (Figure 6.20A) and reduced NR2B expression 

at PD35 which became a trending increase at PD100 (Figure 6.20B). Hence, these results show 

a MIA-induced developmental dysregulation of synaptic NMDA receptor expression in the 

postnatal PFC, which could have several detrimental consequences for NMDA receptor 

function. Indeed, NR2A and NR2B subunit expression is tightly regulated during normal 

development, important for normal PFC development and function (Yashiro and Philpot, 2008). 

The reduction in NR2B in poly(I:C)-offspring may be an acceleration of the normal NR2B 

reduction and hence an early maturation of the synapses, in line with elevated PNN density in 

this time-period (Monaco et al., 2015; Yashiro and Philpot, 2008). The reduction in NR2B 

receptor subunit in adolescence would also be indicative of reduced synaptic plasticity during 

this period. Indeed, PFC NR2B subunit expression remains higher than in any other brain region 

owing to its critical function in cognitive development and flexibility (Monaco et al., 2015). 

Reduced plasticity in adolescence has been suggested to predispose individuals to deficits in 

working memory in adulthood (Selemon, 2013), providing a plausible link between the observed 

reductions in molecular markers of plasticity from PD21-35 and the ASST deficit in adult MIA-

offspring. Notably, this adolescent NMDA phenotype shifts considerably in the adult PFC, with 

a trend to increased NR2B expression and reduced NR2A expression (significant in females 

only). Of note, this pattern of NMDA receptor subunit expression has been demonstrated as a 

result of infection-induced Reelin downregulation (Vinay et al., 2022). Indeed, the increase in 

synaptic NR2B from PD35-100 would align with both reduced Reelin signalling and reduced 

PSD95 expression, observed in this study, with both shown to regulate the normal 

developmental reduction in NR2B subunit accumulation in the synapse (Coley and Gao, 2019; 

Groc et al., 2007). This increase in synaptic NR2B may be an attempt to compensate for the 

reduced GLuA1 and NR2B expression during the critical period to correct the deficits in 

adolescent synaptic plasticity. However, elevated NR2B has been associated with glutamatergic 

excitotoxicity and cell death (Cohen et al., 2015; Monaco et al., 2015). On the other hand, NMDA 

receptor hypofunction (such as could be postulated by the observed reduction in expression of 

NR2B in adolescence and NR2A in adulthood) has been long thought to be an important 

predisposing feature of schizophrenia (Cohen et al., 2015; Nakazawa and Sapkota, 2020; Olney 

and Faber, 1995). Animal models using NMDA receptor antagonists (e.g., PCP/MK-801), have 

been shown to promote a breadth of behavioural phenotypes relevant to schizophrenia, 

including cognitive deficits (Cadinu et al., 2018; Javitt and Zukin, 1991; Koek et al., 1988; Neill 

et al., 2010), with NMDA receptor hypofunction thought to lead to GABAergic disinhibition, 

attributed to reduced NMDA-activation of PVIs, thereby promoting dysfunctional connectivity in 

the PFC (Nakazawa and Sapkota, 2020). Indeed, NR2A inhibition has been shown to reduce 

PV and GAD67 expression (Kinney et al., 2006), reduce PVI function (Wang et al., 2021a) and 

induce alterations in gamma oscillations (Kocsis, 2012), all indicated in schizophrenia. Of note, 
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MIA-induced changes in NR2A expression align with the presentation of reduced PV expression 

in adulthood (Figure 6.11) lending support to this notion. Finally, the normal developmental 

change in the NR2A:NR2B ratio is considered critical for ongoing cognitive function. When this 

was calculated, the NR2A:NR2B ratio was found to be increased from PD21 to PD100 (Figure 

6.20C), as would be expected (Yashiro and Philpot, 2008). However, the poly(I:C)-offspring 

demonstrated a reduced NR2A:NR2B ratio in the PD100 PFC (Figure 6.20C). This would imply 

a developmental dysregulation of the NR2A:NR2B ratio, converging in an immature synaptic 

phenotype and EI imbalance in adulthood (Monaco et al., 2015). Of note, the appearance of 

these deficits between adolescence and adulthood, may provide the opportunity for therapeutic 

intervention. In line with this, a recent genetic study showed rescue of developmental NMDA 

receptor hypofunction in adulthood could ameliorate cognitive deficits (Mielnik et al., 2021). 
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6.5. SUMMARY 

It was postulated that the observed changes in glial cells (Chapter 5) would promote structural 

changes to myelin and the neural ECM and, whether in turn, or concomitantly, alter synapse 

formation and plasticity, leading to cognitive deficits. This hypothesis was supported by the 

designation of the remaining four candidate genes, Ank3, Nrxn2, Dab1 and Camk2b, to 

pathways involved in cell adhesion and ECM-related signalling. The aims of this Chapter were 

therefore to explore changes in ECM and synaptic development in MIA-offspring. The results 

reported have shown accelerated maturation of the neural ECM, evidenced through increased 

CSPG expression and PNN density by PD35 (Figure 6.10) and consistent with the results 

observed for oligodendrocyte development and myelin formation observed in Chapter 5. These 

findings are in agreement with recent studies that have indicated premature aging in the 

developing brain following MIA (Canales et al., 2021). The premature formation of myelin and 

the neural ECM would be expected to precipitate reduced synaptic plasticity and early closure 

to the critical period of PFC development (Larsen and Luna, 2018). In support of this, the results 

demonstrated reduced Reelin signalling, PSD95, GLuA1 and NR2B expression during this 

period (PD21-PD35; Figure 6.17-Figure 6.20). These findings would predict reduced LTP and 

hence consequences for normal cognitive development in the PFC (Monaco et al., 2015; 

Ventruti et al., 2011). Particularly, the prolonged NMDA receptor hypofunction (suggested by 

reduced NR2B expression in adolescence and NR2A expression in adulthood) would be 

expected to induce GABAergic disinhibition and the reduced PV expression observed here 

(Kinney et al., 2006). This would be representative of findings in schizophrenia (Cohen et al., 

2015; Nakazawa and Sapkota, 2020; Olney and Faber, 1995) and other animal models (Abdul-

Monim et al., 2007; Cadinu et al., 2018; Javitt and Zukin, 1991; Koek et al., 1988; Reynolds and 

Neill, 2016) and could underscore the executive function deficit in MIA-exposed animals. 

Notably, there was a marked switch in the molecular phenotype between PD35 and PD100, 

coincident with the emergence of PFC-associated cognitive deficits. These included a reduction 

in PV expression (Figure 6.11) and a decrease in the NR2A:NR2B ratio, reflected by a decrease 

in NR2A expression and increased NR2B expression (Figure 6.20). The occurrence of this 

switch around the time of the emergence of the behavioural phenotype suggests that 

interventions in these pathways may be of therapeutic benefit. Indeed, correction of Reelin 

signalling and NMDA receptor hypofunction in late adolescence has been shown to improve 

cognitive outcomes (Ibi et al., 2020; Mielnik et al., 2021), adding weight to the concept that 

greater mechanistic insights can lead to the identification of targeted molecular loci with the 

potential for therapeutic advantage.



 

337 
 

7. CHAPTER 7. DISCUSSION  
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7.1. General discussion 

Schizophrenia is a neuropsychiatric disorder, comprising positive, negative and cognitive 

symptoms which severely impact quality of life (Figure 1.1; Castillejos et al., 2018; Charlson et 

al., 2018). Since the 1950s, the mainstay of schizophrenia therapy has relied on antipsychotics, 

which primarily ameliorate positive symptoms, with little impact on negative and cognitive 

symptom domains (Naber and Lambert, 2012; Spark et al., 2022). However, antipsychotics face 

several challenges, including patient non-compliance, severe side-effects and lack of efficacy 

(Ibrahim and Tamminga, 2011; Muench and Hamer, 2010; Semahegn et al., 2020). Hence, 

there is critical need for novel therapeutic strategies. This is hindered by the complex and 

multifactorial nature of schizophrenia, comprising both genetic and environmental risk factors. 

Critically, schizophrenia is hypothesised to arise following disturbed neurodevelopment. 

Epidemiology studies have demonstrated that maternal infection, notably maternal viral 

infection, which induces MIA, associates with a significant proportion of schizophrenia cases 

(Brown and Derkits, 2010; Weinberger, 1987).  

To study this paradigm and elucidate the mechanistic pathways that underpin this disorder, 

research effort has focused on the development of preclinical animal models of MIA (Meyer and 

Feldon, 2010). We have previously characterised a model for MIA, administering the viral 

mimetic, poly(I:C), on GD15 in pregnant Wistar rat dams (Kowash et al., 2019; Murray et al., 

2019). The principal aim of my thesis was to investigate the molecular mechanisms that 

contribute to impaired neurodevelopment as a consequence of MIA, with particular focus on 

epigenetic programming and to delineate the pathways that then predispose offspring to 

behavioural deficits later in life. 

This thesis has validated that GD15 exposure to poly(I:C) induces acute MIA, shown by marked 

elevations in maternal plasma cytokines IL-6 and TNFα at 3h post-treatment (Figure 2.6), 

alongside significant weight loss in the 24h period post-MIA (Figure 2.8), likely due to reduced 

foetal weight at GD16 (Figure 2.10). However, MIA had a limited effect on litter size, in line with 

previous studies (Figure 2.9; Arsenault et al., 2014; Kowash et al., 2019). Of note, while offspring 

exposed to MIA in utero had reduced bodyweight during early postnatal development (Figure 

2.13), this phenotype did not persist in the post-weaning period, indicating that this altered 

growth phenotype was normalised by puberty and, importantly, prior to any behavioural 

phenotyping in adolescence (PD35). Further, there was very little impact of MIA on overall brain 

weight across any of the postnatal developmental stages assessed (Figure 2.14), although it is 

worth commenting that we have reported here and previously, a significantly increased foetal 

brain:bodyweight ratio at GD21 following MIA (Figure 2.10; Kowash et al., 2022). Together, the 

weight data show that adolescent and adult MIA-offspring appear, for the most part, largely 

identical to their vehicle counterparts. From this it was hypothesised that any mechanisms which 

contribute to MIA-induced behavioural phenotypes are likely underscored by changes at the 

molecular level. This hypothesis formed the basis of the research conducted for this thesis. In 
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this final discussion, the key mechanistic findings linking MIA to the observed cognitive 

phenotype will be examined, along with limitations of the study and future directions. A summary 

of the key findings from this thesis can be found in Figure 7.1. 

7.1.1. Key findings: developing a mechanistic hypothesis 

MIA promotes increased methylation capacity and abnormal epigenetic patterning in the 

developing cortex 

We have previously demonstrated that MIA induces altered amino acid transport capacity of the 

placenta from GD15-21 (Kowash et al., 2022). Notably, a placental transport decrease of leucine 

at 24h post-MIA (GD16), was followed by an increase at GD21. This study has added to these 

findings by evaluating expression of both system L (also examined in the placenta in Kowash et 

al., 2022) and system A amino acid transport changes in the developing cortex. Importantly, 

both these amino acid transport systems transport methionine as a substrate (Tsitsiou et al., 

2009), critical for the formation of the methyl donor SAM and hence methylation capacity 

(Ducker and Rabinowitz, 2017; Mentch and Locasale, 2016). A major finding was that both these 

amino acid transport systems were developmentally dysregulated in response to MIA (Figure 

3.7). Hence, it was hypothesised that the observed changes in expression of the genes encoding 

these amino acid transporters would cause associative perturbations in 1C metabolism. 

Evidence to support this hypothesis was obtained, with an increase in the SAM/SAH ratio 

prenatally (GD21) and subsequent dysregulation in adulthood (PD175; Figure 3.8). The 

SAM/SAH ratio is considered an index of cellular methylation capacity (Caudill et al., 2001) and 

therefore it is proposed that the observed changes in SAM/SAH ratio are likely to reflect an 

alteration of cellular methylation pathways in response to MIA. Notably, there was a 

corresponding increase in DNMT expression and activity in the prenatal cortex, alongside 

ongoing dysregulation into adulthood (Figure 4.8&4.9), converging in changes in global DNAm 

patterns (Figure 4.12). Of particular note, changes were most significant in the prenatal cortex.  

From these findings, it is postulated that MIA induced changes to placental and brain amino acid 

transport, supporting altered brain methylation demand, leading to altered epigenetic patterning 

in the developing brain. These changes are likely to be adaptive prenatally, to enable immediate 

cellular responses to MIA-induced signalling pathways. However, prenatal epigenetic 

programming as a result of MIA is likely to have consequences on brain developmental trajectory 

and, as a result, postnatal function. This concept aligns with the DOHaD hypothesis, which 

postulates that an adverse early-life environment programs developing organs and predisposes 

the individual for later life disease (Bianco-Miotto et al., 2017; Gillman, 2005). Critically, 

epigenetic mechanisms are thought to mediate this link (Szyf et al., 2007). In support of this 

postulate, ELS models have shown that deficient MCB alters methylation of the Nr3c1 gene in 

the hippocampus of offspring, leading to altered GR expression and stress responsivity (Szyf et 

al., 2007; Weaver et al., 2004).  
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To investigate DNAm changes within the MIA paradigm, differentially methylated genes were 

profiled in the PFC of animals experiencing cognitive deficits, in an effort to identify how MIA-

induced changes in epigenetic patterning of the developing cortex affect behavioural functional 

outcomes. The analysis showed that differential methylation occurred in genes associated with 

processes important in normal brain development and function (Figure 4.18-4.21), supporting 

the concept that dysregulated epigenetic mechanisms participate as a mediator of altered 

neurodevelopmental trajectory following MIA. These genes were also significantly enriched for 

schizophrenia risk-factor genes (Table 4.8), further supporting a role for MIA-induced epigenetic 

dysregulation in precipitating the observed behavioural phenotype. Moreover, given that DNAm 

plays a crucial role in cellular development, through developmental regulation of cell-specific 

transcriptomes, it was of particular interest that the differentially methylated genes showed 

enrichment for glia-expressed genes (Figure 4.22B). This could imply that glial cells are 

particularly sensitive to MIA-induced epigenetic dysregulation. In this context, gliogenesis is 

known to occur over the late gestational period in rats (GD16-22) into the early postnatal period 

(Figure 1.3; Miller and Gauthier et al., 2007; Naik et al., 2017; Sarkar et al., 2019). As glial cells 

are developing over late gestation, it could leave these cells particularly vulnerable to MIA-

induced epigenetic dysfunction. In line with this, the notable increase in DNAm in the GD21-

PD21 FC aligns with the peak period of gliogenesis. It can thus be suggested that the changes 

observed in methylation pathways may conceivably reflect altered glial cell development, driven 

by dysregulated epigenetic patterning in the SVZ progenitors. Indeed, these cell fate decisions 

are driven by waves of DNAm changes and hence expediated cell development following MIA, 

could increase DNAm demand, as observed. However, what drives this change in epigenetic 

patterning and what the long-lasting consequences are for glia function remain poorly defined. 

Hence, this aspect was investigated further. 

MIA-induced foetal neuroinflammation leads to epigenetic repatterning and premature 

glial development 

This study showed that MIA induces acute changes in the foetal brain neuroinflammatory profile, 

with an increase in pro-inflammatory cytokines 24h post-MIA induction (Figure 2.15), with 

evidence that this could be sustained throughout the last week of gestation (Figure 2.16A). Such 

elevations in pro-inflammatory cytokines could conceivably drive the observed increased DNMT 

activity, as both IL-6 and IL-1β have been shown to upregulate DNAm pathways (Li et al., 2012; 

Seutter et al., 2020). Inflammation-induced upregulation in DNMT expression and activity would 

be expected to increase methylation demand in the prenatal brain between GD16 (time of 

cytokine elevation) and GD21 (observed increase in methylation), due to the function of DNMTs 

in cellular differentiation processes in the foetal brain and hence the increased SAM/SAH ratio 

may reflect this increased demand. It is also possible that the notable increase in IL-6 could 

have critical impacts on cell development in the foetal brain. GD15-16 comprises a period of 

multiple neurodevelopmental processes, including waves of neurogenesis, the production of 

GABAergic interneurons and the specification of glial cell progenitors (Figure 1.3; Sarkar et al., 
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2019). The IL-6 family of neuropoietic cytokines are critical regulators of the gliogenic switch 

and subsequent glial cell differentiation/maturation (Miller and Gauthier et al., 2007; Naik et al., 

2017; Taylor et al., 2010), commencing around GD16 in rats (Figure 1.3; Sarkar et al., 2019). 

These processes are regulated in part by changes in DNAm in progenitor cells, with increased 

methylation (silencing) of neuronal genes and reduced methylation (activation) of glial genes to 

promote glial cell specification (Amberg et al., 2019; Egawa et al., 2019; Hatada et al., 2008). 

Hence, it could be postulated that the elevation in IL-6 and concurrent induction of DNMTs 

across late foetal development, disrupts the normal epigenetic programming of these 

developmental events, with particular impact on macroglia cell development. Indeed, this was 

evidenced by determination of the expression of genes critical in the development and mature 

function of these cells. In general, results showed an early upregulation of expression 

(mRNA/protein) of genes involved in synapse (e.g., Gpc4), myelin (e.g., Myrf, Mag, Mbp) and 

ECM (e,g, Nfasc, Ank3, Bcan, Vcan) formation, across early postnatal brain development (PD1-

PD35) indicative of accelerated maturation of these cells. Further, these changes in expression 

appear driven, at least in part, by alterations in DNAm, implying adaptive epigenetic 

programming of these genes has occurred in response to MIA. Further, results showed 

disturbed macroglia ratios, particularly, a reduction in GFAP+ astrocytes (Figure 5.12) and a 

coincident increase in OLIG2+ oligodendrocytes (Figure 5.15A). Astrocytes and 

oligodendrocytes develop from the same NPC pool in a sequential pattern, regulated in part by 

the IL-6 family of neuropoietic cytokines (Miller and Gauthier et al., 2007; Naik et al., 2017; 

Taylor et al., 2010). Hence, the data suggests that MIA-induced foetal IL-6 elevations may 

induce accelerated gliogenesis and, particularly, oligodendrocyte differentiation. In line with this, 

results demonstrated a reduction in NG2+ OPCs relative to total OLIG2+ oligodendrocytes 

(Figure 5.15), suggesting MIA has promoted the formation of mature oligodendrocytes at the 

cost of the progenitor pool.  

Of note, changes in macroglia developmental ratios might be exacerbated by altered microglia. 

As outlined, microglia are the critical immune cells in the CNS and are likely responsible for the 

observed increase in pro-inflammatory cytokines in the foetal brain. However, microglia also 

have critical roles in neurodevelopment (Menassa and Gomez-Nicola, 2018; Mosser et al., 

2017; Reemst et al., 2016). Given that microglia colonise the foetal brain prior to the time of the 

immune insult in this model (Menassa and Gomez-Nicola, 2018; Tong and Vidyadaran, 2016), 

it is unlikely that their development or colonisation would be critically altered. Consistent with 

this, there were no differences in IBA1+ cell densities in the cortex of MIA-exposed offspring. 

That said, measurement of microglia-enriched genes (Sgk1, Irs1, Tgfbr2) showed 

developmental changes in expression of these genes (Figure 5.10) supporting a MIA-induced 

change in ongoing microglia function, favouring a pro-inflammatory phenotype. Active microglia, 

especially in the prenatal period, have been shown to phagocytose early astrocytes (VanRyzin 

et al., 2019) and hence might explain the deficit in astrocytes relative to oligodendrocytes.  
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Overall, these results suggest that MIA-induced foetal neuroinflammation permitted accelerated 

macroglia development, a phenotype supported by recent RNA-sequencing in a MIA model 

(Canales et al., 2021) and cell tracking in ELS models (Poggi et al., 2022; Teissier et al., 2020), 

likely driven in part by epigenetic mechanisms. The altered programming of these cells may lead 

to postnatal malfunction of these cells, likely with consequences for PFC-mediated cognition. 

Accelerated macroglia development following MIA reduces synaptic plasticity during the 

critical period 

The PFC is essential in higher cognitive development, integrating past experience with current 

goals to select appropriate behavioural programs, in a process called executive function 

(Ferguson and Gao, 2018; Orellana and Slachevsky, 2013). Due to its complex function, the 

PFC develops over a highly protracted developmental period. Importantly, during juvenile and 

adolescent development there are essential waves of synaptic plasticity, including structural and 

functional remodelling, forming the correct neural networks critical for normal cognitive 

processes (Guirado et al., 2020; Larsen and Luna, 2018). Meanwhile, the formation of 

extracellular structures, including myelin and the neural ECM, mark the closure of the critical 

period of the PFC (~PD14-35 in rats; Larsen and Luna, 2018). It was hypothesised that the 

accelerated maturation of macroglia and altered microglia function could lead to the perturbation 

of this key developmental period and predispose offspring to cognitive deficits. Macroglia and 

microglia play critical roles in supporting the formation and maintenance of myelin and the neural 

ECM and hence early maturation of these cells could conceivably cause premature formation 

of these structures and early closure of the critical period. Indeed, results from this study 

provided support for this hypothesis. Notably, MIA induced an early reduction in expression of 

early exon 2-containing MBP (early developmental isoforms) at PD21 followed increased 

expression of exon 2-spliced MBP (late developmental isoforms) at PD35 (Figure 5.20). 

Together this expression pattern would indicate advanced maturation of the myelin structure, 

with a premature switch to the expression of late-developmental myelin. Likewise, expression 

of multiple neural ECM components (Nfasc, Acan, Vcan, Ncan, Bcan) showed an upregulation 

in expression in MIA-offspring across the critical period (PD21-35), suggesting premature or 

excessive formation of the neural ECM. This was corroborated by an increased WFA+ density 

at PD35 (Figure 6.10A), supporting increased PNN formation during this time. Together, these 

results suggest accelerated PFC maturation, which would be expected to precipitate a loss of 

synaptic plasticity during the critical period.  

In agreement with this, the results across Chapters 5 and 6 provided preliminary evidence for 

dysregulated synapse formation and removal. Indeed, at PD35 there was an increase in 

ameboid forms of microglia in MIA-offspring (Figure 5.6B). Ameboid microglia are involved in 

normal phagocytosis and remodelling of synapses and hence the increased density of this form 

of microglia could promote excessive or imbalanced synaptic pruning which may result in 

reduced synaptic connections and plasticity (Geloso and D’Ambrosi, 2021). Likewise, there was 

a reduction in astrocytic GPC4 expression in MIA-offspring (Figure 5.14). GPC4 has been shown 
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to be important in normal glutamatergic synapse formation, through communication with GLuA1 

receptors (Allen et al., 2012). Accordingly, there was reduced GLuA1 expression in MIA 

offspring throughout the critical period (Figure 6.19). This receptor plays several roles in 

glutamatergic synapse formation, including the aforementioned role in communicating with 

astrocytic GPC4 and hence this observed reduction in GLuA1, coincident with reduced GPC4, 

would be anticipated to exacerbate abnormal synapse formation and plasticity during this period. 

Notably, the expression of the GLuA1 receptor appeared to reach adult levels very early in 

development in MIA-offspring (Figure 6.19), also indicating an early developmental PFC 

maturation. Further to this finding, analysis of the NMDA receptors, implicated in altered 

cognitive phenotypes, showed a reduction in NR2B expression in MIA-offspring in this period 

(Figure 6.20B). NR2B is downregulated as part of the normal developmental glutamatergic 

switch from NR2B to NR2A (Béïque et al., 2006). However, the reduction in the expression of 

this receptor subunit in MIA-offspring at PD35 could further support early developmental 

maturation. Critically, NR2B has been linked to altered cognitive function (Monaco et al., 2015) 

and, further, reduced expression of this receptor would be reflective of NMDA receptor 

hypofunction, a key pathological finding in schizophrenia (Cadinu et al., 2018).  

Overall, these findings suggest MIA-induced cell-specific epigenetic programming promotes 

accelerated maturation of the PFC, with reduced synaptic plasticity during the critical period 

(PD14-35). However, it must be noted that the molecular changes present at a stage (PD21-35) 

where there is no evidence of behavioural deficits (Chapter 2). Such altered developmental 

processes may contribute to altered adult PFC function, which could promote development of 

cognitive dysfunction. Hence the next aim was to investigate how these molecular changes 

converge in a PFC cognitive deficit. 

MIA-induced changes in neurodevelopmental trajectory results in an abnormal molecular 

and behavioural phenotype in adulthood  

Behavioural phenotyping demonstrated a deficit in the ASST, resulting in an increased ID/ED 

shift, representative of an executive function deficit, a phenotype critically underscored by the 

PFC (Orellana and Slachevsky, 2013), presented only in adult offspring (Figure 2.18). This 

would imply that the aforementioned MIA-induced developmental abnormalities observed in the 

early postnatal PFC (PD1-35) predispose offspring to an impaired adult cognitive phenotype. 

Hence, it was next important to consider how the accelerated maturation of the PFC would 

impact the function of the adult PFC. Interestingly, there were critical molecular differences in 

the adult PFC, compared to the adolescent PFC. First, between PD35 and PD100 there was a 

MIA-associated reduction in Reelin signalling, including increased DAB1 expression and sex-

specific changes in Camk2b expression (Figure 6.17). Reelin and its signalling pathway have 

long been of interest in schizophrenia (Guidotti et al., 2000, 2016), likely owing to the function 

of Reelin in cognition in later postnatal development, notably through modulation of NMDA 

receptor function, mediated via PSD95 (Figure 6.2B; Beffert et al., 2005). Further, normal 

postnatal Reelin signalling is important in the normal glutamatergic NMDA receptor switch (Groc 
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et al., 2007). Hence, the observed downregulation of Reelin signalling in adult MIA-offspring 

could lead to disturbed NMDA receptor function in adulthood. In line with this, a MIA-associated 

reduction in PSD95 was also observed (Figure 6.18). This could be due to reduced Reelin 

signalling or, given that PSD95 is located within synapses, particularly glutamatergic synapses, 

it could reflect an overall reduction in glutamatergic synapses in adulthood, perhaps due to loss 

of synapse formation and excessive pruning as hypothesised in the previous section. In either 

case, the reduced Reelin signalling and concomitant reduction in PSD95, would be 

hypothesised to impact NMDA receptors.  

NMDA receptors showed a marked change in expression between PD35 and PD100 in MIA-

offspring. There was a switch toward a more immature phenotype reminiscent of that expected 

in juveniles, with reduced NR2A expression and increased NR2B expression, resulting in a 

robust reduction in the NR2A:NR2B ratio (Figure 6.20), consistent with reduced Reelin and 

PSD95 (Campo et al., 2005; Groc et al., 2007; Singara et al., 2005). These NMDA receptor 

changes are likely to impact critical PFC-mediated cognitive functions owing to their roles in LTP 

(Collingridge and Bliss, 1987; Zhao et al., 2005). MIA-induced changes in these glutamatergic-

associated proteins, also coincide with reduced PV expression, indicative of GABAergic 

disinhibition (Caballero et al., 2014, 2020). Taken together, these findings accord with an EI 

imbalance in the adult PFC, with the reduced NR2A:NR2B ratio precipitating excess 

glutamatergic signalling in adults (Monaco et al., 2015). In support of excess glutamatergic 

signalling, there was a change in microglia phenotype from PD35 to PD100, with an increased 

pro-inflammatory hypertrophic phenotype (Figure 5.6B), concomitant to elevated brain IL-6 

(Figure 2.16). This suggests a transition to a pro-inflammatory state in the cortex between 

adolescence and adulthood. If so, it would be expected that there would be evidence of 

structural damage. Accordingly, there was reduced MBP protein expression at PD100 (Figure 

5.20) with no change in MBP mRNA expression (Figure 5.18B), which could indicate MBP 

protein degradation. However, while there was no evidence for neural ECM damage at PD100, 

this possibility cannot be discounted from occurring as the pathology progresses, in alignment 

with previous studies denoting reduced PFC PNNs in MIA models and schizophrenia (Bucher 

et al., 2021; Paylor et al., 2016). Further, the reduced OPC pool due to the early maturation of 

the oligodendrocyte cell lineage (Figure 5.15) could also indicate a particular susceptibility of 

myelin to inflammatory-induced damage, as the lack of OPCs would diminish the efficiency of 

remyelination in the PFC (Briones and Woods, 2014). Nonetheless, taken together, these 

findings provide evidence that support specific developmental inflammation-mediated 

influences on the adult brain. 

Overall, these findings postulate a molecular shift between PD35 and PD100, reminiscent of an 

immature neuro-phenotype, perhaps to overcome the advanced maturation during the critical 

period (PD21-35). This shift converges in glutamatergic receptor and PV protein expression 

changes, microglial activation and demyelination, hypothesised to underscore the appearance 

of cognitive deficits in this period.
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Figure 7.1. Summary of the key 
mechanistic hypothesis 
underscoring MIA-induced 
cognitive deficits 
Summary of the key molecular 
hypothesis of the thesis: MIA induces 
ongoing epigenetic, inflammatory and 
macroglia deficits, resulting in 
abnormal neuro-developmental 
events during the developmentally 
critical period of the PFC (shown as a 
dotted box) which together perturb 
neuronal signalling into adulthood, 
underscoring the development of the 
PFC-mediated cognitive deficit 
(dotted line linking molecular changes 
to phenotype). The developmental 
timeline is depicted, delineated into 
key developmental periods (prenatal, 
early-life, critical period, adulthood). 
Longitudinal MIA-induced changes 
are indicated above and below the 
timeline. Above: dam changes (MIA) 
and offspring outputs including tissue 
(dotted red line) and plasma IL-6 
(solid red line) changes depicted 
along the timeline and behavioural 
deficits in adulthood. Below: various 
neuro-molecular outputs at the key 
developmental stages at which they 
occur. Extrapolated dotted lines 
indicate evidence for an ongoing 
process, solid boxes indicate the key 
stage of a process. Colour coding: 
red: inflammatory changes; purple: 
macroglia changes; green: ECM 
changes; orange: neuronal signalling 
changes; grey: behavioural 
measures.  

.  
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7.1.2. Conclusions and clinical relevance 

In the model of MIA studied here, induced foetal neuroinflammatory dysregulation promoted 

perturbed neurodevelopment with impacts on different cell types, with macroglia cell 

development particularly affected, likely driven by altered epigenetic patterning. These adaptive 

epigenetic patterns, as evidenced by altered DNAm, seemed to persist postnatally, resulting in 

altered functional profiles (measured via transcriptomic/proteomic changes) of these cells 

across neurodevelopment. Dysfunctional glia are likely to precipitate loss of synaptic plasticity 

and early closure of the PFC critical period. These neurodevelopmental changes during the 

critical period precede neurodevelopmental regression, EI imbalance and inflammation in 

adulthood, manifesting in a PFC-mediated cognitive deficit, relevant for schizophrenia (Figure 

7.1). Notably, the molecular phenotype characterised here in the adult PFC of MIA-offspring 

demonstrates key similarities to findings from studies in schizophrenia patients, including, PVI 

dysfunction (Liu et al., 2021; Wang et al., 2021a), glutamatergic imbalance (Cohen et al., 2015; 

Nakazawa and Sapkota, 2020), pro-inflammatory phenotype and active microglia (Bernstein et 

al., 2015; Frick et al., 2013) and loss of myelin protein expression (Francisco et al., 2022; 

Vikhreva et al., 2016). In line with this, the differentially methylated genes in adult MIA-offspring 

were shown to be significantly enriched for schizophrenia-risk genes (Table 4.8). Together, 

these findings would support the preclinical relevance of this model for a schizophrenia 

phenotype. That said, it should be acknowledged that some of the molecular results conflict with 

the common findings from schizophrenia studies, such as the increased oligodendrocyte and 

PNN density (Bucher et al., 2021).  

Schizophrenia is a highly heterogenous disorder and is often used as an ‘umbrella term’ for 

schizophrenia, schizoaffective disorder and psychosis (American Psychiatric Association, 

2022). This could in part explain the lack of efficacy in clinical therapeutics, including anti-

psychotics (Naber and Lambert, 2012; Spark et al., 2022) and anti-inflammatories (Çakici et al., 

2019; Cho et al., 2019; Jeppensen et al., 2020), due to a lack of appreciation for patient subtypes 

and stratification during trial recruitment. Indeed, work by Clementz et al. (2022) has postulated 

three patient biotypes, comprising different genetic and environmental risk factors and resulting 

phenotypes (Clementz et al., 2022). In line with this, MIA is suspected to be a risk factor for 

~30% of schizophrenia patients (Akbarian, 2014) and most likely acts as a primer for 

schizophrenia development which synergises with other genetic and environmental risk factors 

to promote disease development (Choudhury and Lennox, 2021). It could therefore be 

postulated that the preclinical MIA model phenotypes demonstrated here represent a narrow 

subtype of schizophrenia patients, notably those with high basal inflammatory state and 

cognitive phenotypes (Woods et al., 2021).  

Critically, the results presented here support a window for intervention prior to the onset of 

altered behaviours, between adolescence and adulthood, where molecular changes are present 

(Figure 7.1). This work also provides preliminary evidence for potential systemic biomarkers 
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(e.g., IL-6) which track the pathogenesis progression of the disorder that could be indicative of 

potential timings for interventions. Indeed, such investigations are now taking place in a clinical 

setting for schizophrenia. The Psychosis Immune Mechanism Stratified Medicine Study (PIMS), 

is seeking to stratify patients into high inflammatory groups, based on genetic variants and 

peripheral biomarkers in the IL-6 pathway and subsequently provide targeted intervention by 

way of the IL-6 inhibitor Tocilizumab (UK Research and Innovation, 2023). Such studies might 

offer an analogous framework for which the MIA model characterised here could be used as a 

suitable model for preclinical drug testing for subsets of patients with high inflammatory profiles 

or risk. Moreover, the molecular findings described here could also be used to preclinically 

investigate additional pathways for intervention in these patient subtypes, including microglial 

activation inhibitors, glutamatergic and GABAergic modulators (see Section 7.3.3). Overall, the 

research undertaken in this thesis supports a robust MIA model, resulting in altered molecular 

and behavioural phenotypes, that highlight its promise as a preclinical model with direct 

relevance for schizophrenia. Such models may also be inherently important in the coming years 

following the recent SARS-CoV-2 pandemic, with emerging evidence already suggesting 

exposed children have increased risk of neurodevelopmental impairment (Shook et al., 2022; 

Shuffrey et al., 2022) and hence our understanding of the mechanisms which link MIA and 

altered neurodevelopment are becoming ever more critical. 

7.2. Limitations 

There are a few limitations in this study that may influence the interpretation of the results and 

which should be considered alongside the conclusions outlined above. 

I. Epigenetic analysis 

The examination of epigenetic changes following MIA-induction formed an important aspect of 

this study, performed in line with the growing recognition of the role that epigenetics plays in 

mediating the long-term consequences of early-life adversity on development (Bianco-Miotto et 

al., 2017; Woods et al., 2021). Techniques for epigenetic analysis possess unique limitations 

and the methods employed here, primarily bisulphite-based sequencing, while a gold standard 

in the field (Beck et al., 2022; Kyrdyukov and Bullock, 2016), has one important limitation: it 

cannot distinguish DNAhm from DNAm. In many tissues, this would pose little issue as DNAhm 

is typically present in the genome at low quantities. However, in the brain, DNAhm is estimated 

to account for 40% of CpG modifications (Cheng et al., 2015). DNAm and DNAhm have 

opposing functions in upregulating and downregulation gene expression, respectively (Quina et 

al., 2006; Shi et al., 2017). Therefore, the inability to distinguish these epigenetic marks using 

bisulphite-methodology limits complete interpretation of how the observed changes in DNA 

modifications impact gene/protein expression. For example, there were occasional datasets 

where the observed DNA modification was positively correlated with gene expression (e.g., 
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Table 6.14), in contradiction to the role of DNAm in inhibiting gene expression (Anastasiadi et 

al., 2018; Brenet et al., 2011; Saxonov et al., 2006; Tazi and Bird, 1990). It cannot be discounted 

that DNAhm accounted for the observed changed modification, which would be expected to 

positively correlate with gene expression (Hon et al., 2014; Shi et al., 2017). However, this does 

pose interesting pathways for future research. Indeed, DNAhm has been demonstrated to be 

particularly altered in GABAergic interneurons in schizophrenia, suggesting this epigenetic 

mechanism could critically associate with this neuropsychiatric disorder (Kozlenkov et al., 2018).  

II. Cell specificity  

Another limitation is the heterogenous cellular nature of the brain and the lack of granularity of 

events at the level of specific cell-types. We, like many others in the MIA field, have, to date, 

focused our research on whole brain regions (Woods et al., 2021), which comprise a 

heterogenous sample of glia and neurons. However, individual cell types have distinct 

epigenomic and transcriptomic profiles (Keil et al., 2018; Kozlenkov et al., 2018; Roadmap 

Epigenomics Consortium et al., 2015). In this study, the DNAm and gene expression results 

have been stratified by individual cell-types by primarily selecting genes with known single cell-

type enrichment (Appendix 9) in an effort to minimise this confound. That said, it is impossible 

to confirm that the observed changes are definitively derived from a single cell-type, particularly 

true for the synaptic proteins. This creates a limitation when attempting to interpret the functional 

consequences of the data. For example, when considering the NMDA receptors (Figure 6.20), 

delineation of which individual cell-types experience MIA-induced changes in the expression of 

these receptors would be more informative than that of whole tissue. Hypofunction of these 

receptors on PVIs is known to reduce GABAergic inhibition due to lack of glutamatergic 

innervation, which, in turn, can lead to increased glutamatergic signalling due to lack of inhibitory 

input (Nakazawa and Sapkota, 2020). By contrast, changes in expression of NMDA receptors 

within the post-synaptic membrane on glutamatergic pyramidal neurons are closely associated 

with alterations in LTP (Monaco et al., 2015). As the analyses in this study were performed on 

whole tissue, without using immunohistochemical co-localisation or single-cell isolation, it is not 

possible to determine if one, or both, of these functional consequences are occurring. Further, 

the conclusions in this study are based on gene/protein expression changes which limits the 

functional interpretation of the findings. Again, this is particularly important for receptors, where 

function cannot necessarily be interpreted by expression alone. Indeed, synaptic receptors can 

transition between active/inactive conformations and can be shuttled between the synapse and 

extra-synaptic space (Meier et al., 2001; Thomas et al., 2005; Vyklicky et al., 2021). While the 

results provide preliminary evidence for changes in glutamatergic conductance in the PFC 

following MIA, these conclusions would need to be confirmed with a form of functional analysis. 

III. Biomarkers 

A final limitation is the restrictive nature of the biomarker analysis performed in this study. 

Biomarkers are used clinically as predictive markers of disease progression and prognosis. 
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While biomarkers are well identified in oncology, biomarkers for complex neurological disorders 

have been harder to identify (Henry and Hayes, 2012; Lleó, 2021). Nonetheless, research is 

progressing to identify early-stage biomarkers for schizophrenia, to guide clinical intervention 

strategies and stratify clinically high-risk individuals. In this study, IL-6 was measured as a 

systemic inflammatory biomarker, selected for its association with ELS and adverse outcomes, 

including cognitive deficits and psychosis (Khandaker et al., 2014; King et al., 2021; Perry et al., 

2021). Further, the IL-6 pathway is currently being investigated in a clinical setting for 

schizophrenia, together with genetic variants and peripheral biomarkers that associate with this 

pathway, to stratify patients into high inflammatory profiles and assess how these patients 

respond to the IL-6 inhibitor Tocilizumab (UK Research and Innovation, 2023). However, while 

IL-6 was justifiably selected to align with current clinical research, in this study, IL-6 

concentration was measured in plasma collected from post-mortem trunk blood. Given the 

method of culling used (Chapter 2), there is the possibility that the observed systemic IL-6 

concentration is differentially affected in MIA-offspring compared to vehicle-offspring following 

CO2 exposure (Wang et al., 2010). Second, by collecting plasma only after culling, it was not 

possible to examine how IL-6 concentration changes temporally within MIA-exposed offspring, 

which could be more informative and analogous to the clinical setting. With these limitations in 

mind, future analysis using live blood sampling at discrete developmental stages would be 

needed to delineate how IL-6 (and other potential biomarkers) change over the course of 

disorder progression. Further, given the ongoing debate of the most appropriate biomarkers for 

schizophrenia (Borovcanin et al., 2017; Maes et al., 2020; Miller and Goldsmith, 2020; Zhou et 

al., 2021), evaluation of a wider profile of peripheral biomarkers would increase the predictability 

of phenotype progression.  

7.3. Future directions 

7.3.1. Overcoming the key limitations 

I. Alternate epigenetic mechanisms 

Beyond DNAm and DNAhm, analysis of histone modifications and ncRNAs would provide 

further detail of how MIA causes epigenetic programming in the developing brain. Indeed, all 

three mechanisms have been shown to be important in the developing brain (Christopher et al., 

2017; Jakovcevski and Akbarian, 2012) and have been previously evidenced in MIA models 

(Woods et al., 2021). Further, epigenetic mechanisms are known to interact (Cedar and 

Bergman, 2009; Holz-Schietinger and Reich, 2012; Peschansky and Wahlestedt, 2014) and 

hence by evaluating them in parallel, this would enable a more in-depth mechanistic 

understanding of the role of these processes in predisposing offspring to neurodevelopmental 

abnormalities following MIA. Moreover, these mechanisms have temporally different functions 
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during development. For example, in general, histone modifications have been suggested to 

occur prior to changes in DNAm during epigenetic reprogramming events (Monk et al., 1987; 

Santos et al., 2005). Hence, future work evaluating these mechanisms would aid in identification 

of whether changes to epigenetic mechanisms occur with the same temporality across the 

developmental timeline and whether such changes are consistent across mechanisms at the 

same loci in response to MIA. This could aid in identification of the developmental sequence of 

robust programming events which predispose offspring to pathology following MIA. 

II. Single-cell evaluation  

Future work should aim to evaluate single-cell changes following MIA. This study provides 

preliminary evidence for alterations in several cell-types following MIA, including both neurons 

and glia. For evaluation of select cell changes, an immunofluorescence-based co-staining 

protocol could be used. For example, the PVI IHC methodology (Chapter 6) could be adapted 

to co-stain for NMDA receptors on the surface of PVIs in order to measure NR2A and NR2B 

densities on PVIs specifically, circumventing the limitation specific to the findings for these 

receptors outlined above. However, to evaluate multiple single-cell epigenetic and 

transcriptomic changes following MIA, a single cell isolation protocol would be required. This 

would enable isolation of nucleic acids and protein from homogenous cell populations which 

could be used to fine-tune the mechanistic hypothesis.  

III. Brain region  

This study has used a single brain region, the PFC. While this brain region was selected for its 

critical role in the observed increased ID/ED shift (Orellana and Slachevsky, 2013), the 

hippocampus-PFC connectivity is critical in normal cognitive functions across a broad range of 

cognitive tasks and dysconnectivity between these two regions has been implicated in 

schizophrenia (Sigurdsson and Duvarci, 2016). Hence it would be useful to examine if there is 

a disconnect and/or differences between these two regions following MIA, which could be further 

contributing to MIA-induced behavioural deficits. 

7.3.2. Identifying the timeframe of the proposed molecular shift  

A key strength of this study was the longitudinal stages of brain development analysed, spanning 

both prenatal and postnatal timepoints. However, within this there was one critical 

developmental ‘gap’ between PD35-PD100. While we have identified no behavioural 

phenotypes in PD35 MIA-offspring, our more recent work has shown the emergence of cognitive 

deficits from PD50 (Lorusso et al., 2022; Woods et al., 2023). This creates a key question: does 

the proposed molecular shift (See Section 7.1.1) occur prior to the emergence of cognitive 

deficits (e.g., between PD35-PD50), or after the onset of cognitive phenotypes. The lack of 

intermediary timepoints evaluated in this study prevents the resolution of this question but does 

provide future research possibilities. Intermediate developmental timepoints could be used to 

identify the temporality between molecular changes and cognitive deficits and therefore aid in 
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identification of which molecular changes are predisposing, causal or consequent to the 

neuropathology of MIA. Further, it could narrow the window for therapeutic intervention. 

7.3.3. In vivo functional validation 

In order to support clinical research, a functional validation of the outlined mechanisms (Section 

7.1.1) would be important to establish their contributory role in the resulting phenotype.  

Several previous models have used therapeutic intervention (e.g., antipsychotics), which have 

been shown to ameliorate MIA-induced molecular and behavioural deficits (Borrell et al., 2002; 

Meyer et al., 2010; Piontkewitz et al., 2009; Zuckerman and Weiner, 2003; Zuckerman et al., 

2003), supporting the postulate that MIA-induced neuropathology is adaptable and exhibits a 

degree of plasticity, offering therapeutic opportunity. Likewise previous studies in MIA and ELS 

models have shown that some behavioural changes could be overcome with anti-inflammatory 

modulators, such as minocycline, a microglia activation inhibitor (Giovanoli et al., 2016; Han et 

al., 2019). This would support an anti-inflammatory approach to overcome MIA-induced deficits 

in this study. As previously outlined, recent work in schizophrenia clinical trials is exploring the 

use of IL-6 receptor antibody, Tocilizumab (UK Research and Innovation, 2023), applying similar 

reasoning. Of note, Tocilizumab administration has been shown to ameliorate cognitive deficits 

in Alzheimer’s and autoimmune dysfunction in rats (Elcioğlu et al., 2016; Poutoglidou et al., 

2016). This would be an interesting approach given the evidence for increased systemic and 

brain IL-6 elevations in adolescent and adult offspring (Figure 2.16). A future intervention study 

using administration of a similar anti-inflammatory drug in i) adolescence; ii) adulthood, could 

help uncover if and how inflammation and elevated IL-6 contributes to the development of the 

cognitive deficits. Moreover, with the goal to identify novel pathways for therapeutic intervention, 

functional validation of the involvement of the hypothesised mechanisms (Section 7.1.1) would 

be crucial. Several approaches could be taken, each targeting different aspects of the proposed 

pathology. First, a recent study demonstrated that injection of recombinant Reelin into the 

hippocampus could ameliorate MIA-induced behavioural deficits in mice (Ibi et al., 2020). Given 

the evidence of a PFC Reelin signalling deficit in this model, a similar validation approach could 

be applied to our model in the future. Second, studies beyond the MIA field have used in vivo 

degradation of the neural ECM using ch-ABC (Bosiacki et al., 2019; Carulli et al., 2010; Morishita 

et al., 2015) to evaluate its function in cognition. Given the debate in the literature around how 

PNNs influence behaviours (Carceller et al., 2022; Mascio et al., 2022), it would be interesting 

to apply this approach in the adolescent/adult MIA-offspring to assess whether the increased 

PNN density (Figure 6.10A) contributes to, or protects against, the development of the cognitive 

deficits. Finally, much of the behavioural deficits are hypothesised to arise due to changes in 

NMDA receptor expression in adolescence and adulthood (Section 7.1.1). However, this study 

did not provide evidence for a functional alteration to these receptors. Future work exploring this 

could be achieved through neural electrophysiology to measure synaptic currents from PFC 
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slices, used to evaluate the functional properties of AMPA and NMDA receptors (Pons-

Bennaceur and Lozovaya, 2017). 

7.3.4. Identification of mechanisms of susceptibility/resilience 

A key future consideration to implement into the analyses would be a clustering paradigm. We 

and others, have shown that the effect of MIA on offspring behavioural and molecular 

phenotypes is variable and can in fact be delineated by ‘susceptible’ and ‘resilient’ offspring 

(Mueller et al., 2021; Lorusso et al., 2022). These studies effectively stratify MIA-exposed 

offspring into two clusters: those that display limited behavioural abnormalities (resilient) and 

those that display apparent behavioural phenotypes (susceptible). Critically, using these 

clusters, predictive associations could be identified with respect to molecular changes. Indeed, 

Mueller et al. (2021) have shown that resilient MIA-offspring show molecular patterns 

comparable to the control group, while susceptible MIA-offspring are distinguished from both 

(Mueller et al., 2021). Further, they demonstrated that this translated to differences in systemic 

inflammatory biomarkers (Mueller et al., 2021). With this work in mind, one possible future 

approach would be to attribute the same clustering analyses to the data here. Stratifying MIA-

offspring in such a way has particular clinical relevance as it can identify which molecular 

phenotypes and biomarkers underscore particular behavioural domains. Hence, this approach 

could be critically important in improving identification of novel therapeutic pathways for distinct 

symptom subtypes.   
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7.4. Summary 

To summarise, this thesis has established that maternal exposure to the viral mimetic poly(I:C) 

results in a robust MIA and cognitive deficits in adult offspring. The major aim of this thesis was 

to examine the developmental molecular mechanisms which link exposure to MIA in utero to 

adult cognitive deficits. This work has shown that MIA evokes various molecular changes in the 

cortex across the longitudinal developmental timeline. The findings from this study implicate an 

intriguing molecular hypothesis, whereby MIA induces foetal neuroinflammatory dysregulation, 

perturbing cellular, particularly glial cell, development, likely driven by altered epigenetic 

patterning, including schizophrenia risk genes. These adaptive epigenetic patterns seem to 

persist postnatally, resulting in altered glial cell function across neurodevelopment. 

Dysfunctional glia, in turn, precipitate loss of synaptic plasticity and early closure of the PFC 

critical period. Critically, these neurodevelopmental changes during the critical period precede 

EI imbalance and inflammation in adulthood, manifesting in a PFC-mediated cognitive deficit. 

The results support a window for intervention between adolescence and adulthood, prior to the 

onset of cognitive behaviours and provides preliminary evidence for potential peripheral 

biomarkers to track the disease progression, aligning with similar clinical aims. Overall, the 

research collated as part of this thesis establish a robust MIA model, resulting in molecular and 

behavioural phenotypes that affords promise as a preclinical model with direct relevance for 

schizophrenia. Such a model is incredibly important in our understanding of the links between 

maternal infection, MIA and NDD outcomes, especially in light of the recent SARS-CoV-2 

pandemic which, as with other prenatal viral infections, is hypothesised to increase risk of 

offspring NDDs.  
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Appendix 1. Poly(I:C) integrity 

 

Supplementary Figure S1.1. Representative poly(I:C) quality gel 
2%agarose/1XTAE with 1:10,000 Gel Red stain (VWR, Lutterworth, UK). 10μL Poly(I:C) samples (10mg/mL) or 
saline control were mixed with 3µL DNA loading dye (Bioline, London, UK) and loaded at 10μL per well. 5μL 
10kb Hyperladder (Bioline, London, UK) loaded in the flanking wells. Electrophoresis performed in 1XTAE buffer 
at 120V for approximately 45min. Gel imaged by Syngene GeneSnap software (Cambridge, UK) and UV 
fluorescence with a default exposure time. Poly(I:C) Lot numbers are indicated above lane, matched to saline 
diluent. Abbreviations: PIC, poly(I:C); SAL, saline.   
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Appendix 2. Qiagen DNA/RNA gels  

 

 

Supplementary Figure S2.1. Representative DNA and RNA quality gel (PR1/PN1 Cohort) 
1%agarose/1XTAE with 1:10,000 Gel Red stain (VWR, Lutterworth, UK). RNA samples loaded at 800ng/well 
and gDNA samples loaded at 50ng/well. Electrophoresis performed in 1XTAE buffer at 120V for approximately 
45min. Gel imaged by Syngene GeneSnap software (Cambridge, UK) and UV fluorescence with a default 
exposure time. Each lane represents an individual sample. 

 

 

 

Supplementary Figure S2.2. Representative DNA and RNA quality gel (PN2 - QIAGEN) 
1%agarose/1XTAE with 1:10,000 Gel Red stain (VWR, Lutterworth, UK). RNA samples loaded at 800ng/well 
and gDNA samples loaded at 50ng/well. Electrophoresis performed in 1XTAE buffer at 120V for approximately 
45min. Gel imaged by Bio-rad Gel Doc XR+ (Watford, UK) under UV fluorescence with a default exposure time. 
Each lane represents an individual sample. Note variability in RNA and gDNA quality generated with this 
extraction kit. 
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Appendix 3. GeNorm analysis 

The geNorm M indicates the average expression stability value of remaining reference genes 

at each step during stepwise exclusion of the least stable reference gene and a value of ≤0.5 is 

generally considered stable. Accordingly, the lowest geNorm M value indicates the most stable 

reference genes across development. The geNorm V value indicates the pairwise variation 

between two sequential normalization factors containing an increasing number of genes. A large 

variation means that the added gene has a significant effect and should preferably be included 

for calculation of a reliable normalization factor, with values ≤0.15 used as cut-off value under 

which addition of extra reference genes provides no benefit. 

 

 

Supplementary Figure S3.1. GeNorm analysis (PR and PN1 Cohorts).  
Demonstrates that 3 reference genes should be used in normalisation analysis based on the lowest GeNorm V 
value. The three most stable reference genes are Mdh1, Ubc and Gapdh with Genorm M values ≤0.5. 
 
 
 
 
 

 

Supplementary Figure S3.2. GeNorm analysis (Placenta) 
Demonstrates that 2 reference genes should be used in normalisation analysis based on the lowest sequential 
GeNorm V value. The two most stable reference genes are Actb and Gapdh with Genorm M values <0.5. 
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Supplementary Figure S3.3. GeNorm analysis (PR1 and PN2 Cohorts) 
Demonstrates that 3 reference genes should be used in normalisation analysis based on the lowest sequential 
GeNorm V value. The three most stable reference genes are B2m, Ubc and Gapdh with Genorm M values <0.5. 
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Appendix 4. Representative PCR gels  

All agarose gels were prepared with 2% agarose (w/v; Bioline, London, UK) in 1XTAE (Cleaver 

Scientific, Rugby, UK) with a 1:10,000 dilution of GelRed stain (VWR, Lutterworth, UK). 

Electrophoresis was performed at 100V for 2.5h. Ladder (base pair; bp) is annotated on each 

figure on the left. Sample group is given above lane. Negative (NEG) is qPCR assay water 

blank. Abbreviations: M, male; F, female; VEH, vehicle control; PIC, poly(I:C). 

1. Chapter 3 

 

 

Supplementary Figure S4.1. Representative PCR gel for Mthfr (68bp) 

 

Supplementary Figure S4.2. Representative PCR gel for Folr1 (70bp) 
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 Supplementary Figure S4.3. Representative PCR gel for Slc19a1 (95bp) 

 

 

Supplementary Figure S4.4. Representative PCR gel for Slc38a1 (97bp), Slc7a8 (131bp) and 

Slc7a5 (124bp)  
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2. Chapter 4 

 

 

Supplementary Figure S4.5. Representative PCR gel for Dnmt1 (81bp), Dnmt3a (61bp) and 

Dnmt3b (144bp)  
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3. Chapter 5 

 

 

Supplementary Figure S4.6. Representative PCR gel for Mag (118bp) 

 

 

Supplementary Figure S4.7. Representative PCR gel for Olig2 (92bp) 
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Supplementary Figure S4.8. Representative PCR gel for Myrf (102bp) 

 

 

 

Supplementary Figure S4.9. Representative PCR gel for Qki (161bp) 
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Supplementary Figure S4.10. Representative PCR gel for Mbp  

Left: qPCR product (117bp); Right: bisPCR product (186bp). NEG, negative control. 

 

 

Supplementary Figure S4.11. Representative PCR gel for Nfasc  

Left: qPCR product (96bp); Right: bisPCR product (286bp). NEG, negative control. 
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Supplementary Figure S4.12. Representative PCR gel for Sgk1  

Left: bisPCR product (129bp); Right: qPCR product (114bp). NEG, negative control. 

 

 

 

Supplementary Figure S4.13. Representative PCR gel for Irs1 

Left: bisPCR product (344bp); Right: qPCR product (111bp). NEG, negative control. 
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Supplementary Figure S4.14. Representative PCR gel for Tgfbr2  

Left: bisPCR product (228bp); Right: qPCR product (81bp). NEG, negative control. 

 

 

 

Supplementary Figure S4.15. Representative PCR gel for Gpc4 

 Left: qPCR product (117bp); Right: bisPCR product (210bp). NEG, negative control. 
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4. Chapter 6 

 

 

Supplementary Figure S4.16. Representative PCR gel for Reln (118bp) 

 

 

 

Supplementary Figure S4.18. Representative PCR gel for Ank3 

Left: qPCR product (92bp); Right: bisPCR product (234bp). NEG, negative control. 
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Supplementary Figure S4.19. Representative PCR gel for Nrxn2 

 Left: bisPCR product (231bp); Right: qPCR product (92bp). NEG, negative control. 

 

 

 

Supplementary Figure S4.20. Representative PCR gel for Dab1 

 Left: qPCR product (119bp); Right: bisPCR product (209bp). NEG, negative control. 
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Supplementary Figure S4.21. Representative PCR gel for Camk2b 

 Left: qPCR product (88bp); Right: bisPCR product (197bp). NEG, negative control. 

 

 

 

Supplementary Figure S4.22. Representative PCR gel for PNN component genes 

From left to right:  Acan qPCR product (90bp); Bcan qPCR product (144bp); Ncan qPCR product (89bp); Vcan 

qPCR product (146bp). NEG, negative control. 
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Appendix 5. DNMT Western optimisation 

 

Supplementary Table S5.1. Summary of the anti-DNMT antibodies trailed  

Antibody Supplier details Dilution and 
titre 

Predicted molecular 
weight (kDa) 

Figure 
reference 

Mouse monoclonal anti-DNMT1 Antibody  sc-271729;   
Santa Cruz Biotechnology  

1:1000  
(0.2μg/mL) 

~150-180 1 

Mouse monoclonal anti-DNMT1 Antibody 60B1220.1;  
Novus Biologicals 

1:500 
(2μg/mL) 

~150-180 2 

Mouse monoclonal anti DNMT3a Antibody sc-365769;  
Santa Cruz Biotechnology 

1:100 
(2μg/mL) 

~100-125 3 

Rabbit polyclonal anti DNMT3a Antibody* GTX129126;  
GeneTex 

1:500 
(2μg/mL) 

~100-125 4 

Rabbit polyclonal anti DNMT3a Antibody GTX129125;  
GeneTex 

1:500 
(2μg/mL) 

~100-125 5 

Rabbit polyclonal anti DNMT3b Antibody GTX129127;  
GeneTex 

1:500 
(2μg/mL) 

~90 6 

Mouse monoclonal anti DNMT3b Antibody sc-81252;  
Santa Cruz Biotechnology 

1:200 
(0.5μg/mL) 

~90 7 

Mouse monoclonal anti DNMT3b Antibody sc-376043;  
Santa Cruz Biotechnology 

1:100 
(2μg/mL) 

~90 8 

*Antibody selected for validation 
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*This antibody produced a single band at the predicted molecular weight and was selected for downstream validations 

 

 

Supplementary Figure S5.1. DNMT antibody optimisation 
Western blots of the initial trials for each of the antibodies listed (Table S5.1) under standard conditions outlined in Chapter 3, Section 3.2.3.2, using the primary antibody dilutions in 
Table S5.1 and 50μg whole tissue lysate protein per lane. The only antibody that showed a single band of anticipated size, with no non-specific binding (lane 4) was the GeneTex rabbit 
polyclonal anti-Dnmt3a antibody (GTX126129) and this was therefore used for nuclear fraction validation.
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Appendix 6. RRBS methods performed by Diagenode  

1. Library preparation protocol   

RRBS library preparation was performed by Diagenode, using the following methodology. 

Each DNA sample, 100ng in 26μL nuclease-free water, was used to start library preparation. 

The gDNA was digested with the restriction enzyme Mspl: 3μL enzyme buffer was mixed with 

1μL Mspl restriction enzyme and 4μL enzyme solution added to each sample to create a 30μL 

reaction volume, incubated at 37°C for 12h. End Preparation Reaction Mix was prepared by 

mixing 1μL each of the End Preparation Enzyme, spike-in controls (methylated and non-

methylated) and dNTP mix. 4μL reaction mix was added to each sample and incubated in three 

consecutive 20min incubations on a thermal cycler at 30°C, 37°C and 75°C respectively. 5μL 

adaptors (selecting a different adaptor for each sample) was added to each sample, followed by 

41μL Ligation Solution (prepared from 40μL Ligation Buffer + 1μL Ligase enzyme), to bring the 

final reaction volume to 80μL. The reaction mix was incubated on a thermal cycler for 20 min at 

25°C and then 10min at 65°C, allowing for adaptor ligation.  

Size selection was performed by adding 60μL AMPure XP Beads incubated for 15min at room 

temperature to allow adaptor-ligated fragments to bind the beads. The sample tubes were then 

placed in contact with a magnet for 5min to isolate the bead-bound sample, following which the 

supernatant was removed. Samples were washed twice with 100μL 80% ethanol and allowed 

to air dry for 5min at room temperature. Sample tubes were removed from the magnet and 25μL 

Resuspension Buffer was added and incubated for 5min to elute samples from the beads. The 

samples were then placed back on the magnet to capture the beads and the supernatant 

(containing the eluted adaptor-ligated sample) was removed into a clean tube and stored at -

20°C for later use.  

To quantify the concentrations of adaptor-ligated samples and thereby determine appropriate 

sample pooling ratios, 3μL each sample was mixed with 6μL nuclease-free water to create a 

sample dilution. The Quantification Mix was prepared for each sample from 5μL 2XMaster mix, 

0.5μL primer mix and 1.5μL nuclease-free water. 7μL Quantification Mix was added to 3μL 

diluted sample in a qPCR tube. The tube was then loaded onto a thermal cycler and incubated 

shown in Table S6.1.  

Table S6.1: PCR conditions for quantification of adaptor-ligated samples 
Cycle step Temperature (°C) Time (min:seconds) Cycles 
Initial denaturation 98 3:00 1 
Denaturation 95 0:15 

25 Annealing 60 0:30 
Extension 72 0:30 
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The adaptor-ligated samples were then pooled according to the mean of their Ct values using 

the RRBS automated pooling aid (https://www.diagenode.com/en/documents/rrbs-pooling-aid; 

Table S6.2). The prepared pool was then made up to 120μL volume with nuclease-free water. 

Table S6.2: Adaptor-ligated sample pooling 

Sample name  Adaptor I.D.  Ct mean  Volume sample in pool 
(μL)  

FB4  32  5.215  17.00  
FA4  28  4.67  11.65  
FA1  17  4.63  11.33  
FB3  31  4.55  10.72  
FB2  30  4.49  10.28  
FB1  29  4.425  9.83  
FA3  26  4.345  9.30  
FA2  24  4.04  7.53  

 

The pool was processed through bead-based clean-up. 240μL AMPure XP Beads were added 

and incubated for 15min to allow binding of sample to beads. The sample tubes were then held 

to a magnet for 5min to isolate the bead-bound sample. The bead-bound samples were washed 

twice with 500μL 80% ethanol and then air dried for 10min. 36μL resuspension buffer was added 

and the samples were incubated off the magnet for 5min to allow elution of samples from the 

beads. The sample tubes were then placed back against the magnet to capture the beads and 

the supernatant-containing sample transferred to fresh tubes.  

Bisulphite conversion was performed on the purified library pools. To begin with, 790μL BS 

Solubilization Buffer and 300μL BS Dilution Buffer were added to a tube containing BS 

Conversion Reagent and mixed at room temperature for 10min. 160μL of BS Reaction Buffer 

was then added and the whole solution mixed for a further 1min at room temperature. 117μL 

prepared solution was added to 33μL purified sample pool and incubated on a thermal cycler 

as indicated in Table S6.3. 

Table S6.3: Library pool bisulphite conversion PCR incubation 
Cycle step Temperature (°C) Time (min) Cycles 
Denaturation 95 01:00 

20 
Conversion 60 10:00 

 

600μL BS Binding Buffer was added to a BS spin column along with the bisulphite-converted 

pool. The columns were then centrifuged at full speed (10,000xg) for 30s. 100μL BS wash buffer 

was then added to the column and centrifuged at 10,000xg for 30s. 200μL desulphonation buffer 

was added, incubated at room temperature for 30min and then centrifuged at 10,000xg for 30s. 

Twice, 200μL BS wash buffer was added to the column and centrifuged at 10,000xg for 30s. 

The column was placed into a clean Eppendorf and 22μL Elution Buffer added, incubated for 

2min at room temperature before centrifuging at 10,000xg for 30s to elute sample. 

The bisulphite-converted pools were analysed by qPCR to establish an optimal amplification 

cycle for the Enrichment PCR prior to sequencing. For this purpose, a Reaction Mix was 
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prepared from 5μL 2XMaster mix, 0.5μL primers and 3.5μL water. 9μL prepared Reaction Mix 

was added to the well of a qPCR plate with 1μL bisulphite-converted library pool and incubated 

on a thermal cycler as per Table S6.4. The optimal amplification cycle for the enrichment PCR 

prior to sequencing is typically obtained as the ‘Ct from the qPCR’– 1. The obtained Ct value for 

this library pool was 14 and hence the number of amplification cycles used for the Enrichment 

PCR was calculated as 13. 

Table S6.4. qPCR protocol for determining optimal number of amplification cycles for a library 
pool 

Cycle step Temperature (°C) Time (min:seconds) Cycles 

Initial denaturation 98 3:00 1 

Denaturation 95 0:15 

30 Annealing 60 0:30 

Extension 72 0:30 

 

Enrichment PCR was performed first by preparing the Amplification Mix, from 25μL 

2XMethylTaq Plus Master mix, 2.5μL primer mix and 3.5μL water. This 31μL Amplification mix 

was added to 19μL bisulphite-converted library pool and incubated on a thermal cycler as 

described in Table S6.5. 

Table S6.5. Optimal enrichment PCR protocol for the prepared library pool 
Cycle step Temperature (°C) Time (min:seconds) Cycles 

Initial denaturation 95 5:00 1 

Denaturation 98 0:20 

13 Annealing 60 0:15 

Extension 72 0:45 

Final Extension 72 7:00 1 

 

The amplified pool was then processed through bead-based sample clean-up. 50μL AMPure 

XP Beads were added to the amplified pools and incubated for 15min to bind sample to beads. 

The sample tubes were held against magnet for 5min to isolate bead-bound sample, followed 

by two washes with 100μL 80% ethanol and air drying for 10min. 15μL resuspension buffer was 

added and incubated off the magnet for 5min to elute sample from beads. The tubes were then 

held against magnet to capture the beads and the sample-containing supernatant (the final 

amplified library pool) was transferred to new tube. 

The final prepared amplified library pool concentration was measured using the Qubit® dsDNA 

HS Assay Kit (Thermo Fisher Scientific, Waltham, USA) and the fragment profile checked by 

analysing 1μL of pool using the DNF-474 NGS fragment kit and Fragment Analyzer (Agilent; 

Supplementary Figure S6.1). The RRBS library pool was then sequenced in paired-end mode 

on an Illumina NovaSeq 3000/4000 (Illumina, San Diego, USA), generating 50 base reads 

(SE50). 
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Pool ID Final pool concentration (ng/μL) Size (bp) Molar concentration (nM) 
002_0218_P1 1.78 333 8.22 

 

Supplementary Figure S6.1: Electropherogram of RRBS library pool 
Top: table of results for pool concentration. Bottom: electropherogram showing various fragments from 100-
1000bp for sequencing, with an average fragment size of 333bp. 
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2. Bioinformatics performed by Diagenode  

Quality control of sequencing reads was performed using FastQC v0.11.8 (Andrews, 2010) and 

adapter removal was performed using Trim Galore! v0.4.1. (Krueger, 2012). Sequence reads 

were aligned to the rat reference genome Rn5.0 using Bismark v0.20.0 (Krueger and Andrews, 

2011). Mapping efficiency was calculated by the number of uniquely mapped sequence reads 

divided by the total number of reads, with a mapping efficiency 55-70% expected due to 

sequence redundancy following bisulphite conversion.  

The cytosine2coverage and bismark_methylation_extractor modules of Bismark were used to 

infer methylation state of all uniquely mapped cytosines. The reported cytosines were 

subsequently filtered to isolate only CpGs captured in all eight samples. The spike-in control 

sequences (methylated and non-methylated) were used to assess the bisulphite conversion 

rates to validate the efficiency of the bisulphite treatment, with ≤2% and ≥98% conversion rates 

considered acceptable, respectively (i.e., percentage of bases converted on the methylated 

spike-in control should theoretically be 0% while for the non-methylated control it should 

theoretically be 100%).  

Methylkit v1.7.0 (Akalin et al., 2012) an R/Bioconductor package, was used for differential 

methylation analysis between the two sample groups. The dataset was filtered to discard low 

coverage CpGs (with coverage <10X in all samples as these reads are less accurate) and for 

notably high coverage CpGs (CpGs with coverage > 99.9th percentile were discarded as they 

are likely indicative of a PCR bias to these sequences). Following CpG filtering, a pairwise 

comparison was performed for ‘Poly(I:C)’ versus ‘Vehicle’ to identify differentially methylated 

individual CpGs (DMCs) and differentially methylated regions (DMRs), the latter comprising a 

sequence stretch of 1000bp. Logistic regression was used to compare methylation percentages 

between groups at each given DMC/DMR. After p-values were computed, the sliding window 

model (SLIM) was used to correct p-values to q-values, accounting for multiple comparison 

tests. Statistically significant DMCs and DMRs were identified with a pre-determined q-value 

cut-off ≤0.01 and a methylation difference ≥25%.  

All DMCs and DMRs were annotated to genomic location with the R/Bioconductor package 

annotatr (Cavalcante and Sartor, 2017), with the refGene and CpG island annotations from 

UCSC Rat reference genome Rn5.0 (Lee et al., 2022). The annotation comprised two 

categories: (i) distance to a CpG island including: overlapping a known CpG island; within the 

2000bp flanking region of a CpG island (CpG shore); within 2000bp of the CpG shore (CpG 

shelves) or outside these regions (open sea) and (ii) genic annotation (intergenic, exonic, 

intronic or promoter). 

Using the genic location, DMCs and DMRs were mapped to genes in which promoter or gene 

body they were located. Gene ontology was performed to determine the enriched biological 
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processes, molecular functions and cellular components of the genes associated with DMCs 

using the R/Bioconductor topGO package (Alexa and Rahnenführer, 2022). Reactome Pathway 

enrichment analysis was also carried out with the R/Bioconductor package ReactomePA (Yu 

and He, 2016) which uses KEGG (Kyoto Encyclopedia of Genes and Genomes) terms for the 

analysis. Enrichment analyses was performed using hypergeometric model with FDR used to 

correct p-values.   
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Appendix 7. RRBS dataset 

This is an online supplement available from: RRBS dataset - Google Sheets  

(https://docs.google.com/spreadsheets/d/1hTZtFrqfn_0j9sOS76MDNZz3vefHfc8TL8_BjDOHx
Zc/edit#gid=0) 

Supplementary Table S7.1: Compiled RRBS dataset. This Table represents the compiled data 
for every DMC and DMR mapped to a genic (exon/intron) or promoter region. The Table 
headings are as follows: 

A: Chromosome – the chromosome containing the DMC/DMR 

B: Start – The start position within that chromosome of the differential methylation 

C: End - The end position within that chromosome of the differential methylation 

D: Width – the length/width (bp) of the differential methylation, 1000=DMR; 1=DMC.  

E: Pvalue – significance of the differential methylation  

F: Qvalue – pvalue adjusted for multiple testing (q<0.01 was the threshold of this study) 

G: meth.diff – the % difference in methylation (poly(I:C) relative to vehicle control; >25% was 
the cut-off for this study) 

H: annot.start – the position within the chromosome where the genomic annotation starts 

I: annot.end – the position within the chromosome where the genomic annotation ends 

J: annot.width – the length/width (bp) of the annotation window 

K. annot.strand – the stand (+ sense; - anti-sense) of DNA on which the annotation was 
performed 

L: annot_ID – the genic or promoter I.D. (Rat Genome Rn5.0) to which the DMC/DMR was 
annotated 

M: annot.tx_ID – the NCBI transcript I.D. to which the genomic annotation was mapped 

N: annot.gene_ID - the corresponding NCBI gene I.D. to which the genomic annotation was 
mapped 

O: annot.symbol – the corresponding official gene symbol for the NCBI transcript/gene I.D.  

P: DMR_COUNT – total number of DMRs within the dataset mapped to that NCBI 
transcript/gene 

Q: DMC_COUNT – total number of DMCs within the dataset mapped to that NCBI 
transcript/gene 

R: SZ_GENE – presence of the mapped gene within the SZ_GENE dataset (1=present 
/0=absent) 

S: SZ_EXP – presence of the mapped gene within the SZ_EXP dataset (1=present /0=absent) 

T: SZ_ME – presence of the mapped gene within the SZ_ME dataset (1=present /0=absent) 

U: SZ_EXOME – presence of the mapped gene within the SZ_EXOME dataset (1=present 
/0=absent) 

V: SYSTEMATIC REVIEW – presence of the mapped gene within my systematic review (Woods 
et al., 2021) as having differential expression in a MIA model (1=present / 0=absent) 

W: MIA_DMC – presence of the mapped gene within the MIA_DMC dataset (1=present / 
0=absent) 

X: MIA_DMR – presence of the mapped gene within the MIA_DMR dataset (1=present / 
0=absent) 
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 Appendix 8. RRBS Gene Ontology and KEGG analysis  

This is an online supplement available from: RRBS GO and KEGG pathways - Google Sheets  

(https://docs.google.com/spreadsheets/d/1WDh5IhnEPqiR93LV7W4dwEgMRqgGYbZrQLVum
ItFUUU/edit#gid=1689640407) 

This appendix is formed of four Tables: 

Supplementary Table S8.1: GeneOntology Biological Processes (GO_BP) 

Supplementary Table S8.2: GeneOntology Molecular Function (GO_MF) 

Supplementary Table S8.3: GeneOntology Cell component (GO_CC) 

Supplementary Table S8.4: KEGG pathway enrichment (KEGG) 

Gene ontology and KEGG pathway analysis was performed using R/Bioconductor. P-values 

were corrected as part of the FDR correction. Count represents the number of genes from the 

dataset enriched in a process.  
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Appendix 9. Analysis of the 54 interconnected differentially methylated genes  

Supplementary Table S9.1: Summary table outlining the properties of the 54 interconnected gene nodes from the STRING network analysis 

Gene Overlaps 
with other 
datasets 

Number 
of DMCs  

DMC 
genomic 
location 

Cell-type enrichment 
(brainRNAseq.org) 

Tissue enrichment  
(Protein Atlas) 

STRING GO Pyrosequencing 
assay design 
(assay score)* 

Agt SZ _EXP 
MIA_DMR  

3 Exonic 
Intronic 

Astrocyte Enriched in: liver 
Expressed in brain: Y 

Neurodevelopment 
Neurogenesis/Gliogenesis 

Y (79%)**  

Ank3 SZ_GENE 
MIA_DMC 
MIA_DMR 

21 Exonic 
Intronic 

Oligodendrocyte/ 
Neuron 

Enriched in: low specificity 
Expressed in brain: Y 

Neurodevelopment 
Neurogenesis/Gliogenesis 
Cell adhesion 

Y (65%) 

Ar SZ_GENE 
SZ_EXOME 
MIA_DMC 
MIA_DMR 

4 Exonic 
Intronic 

Neuron Enriched in: liver 
Expressed in brain: Y 

- - 

Bcl11b SZ_GENE 
MIA_DMR 

26 Exonic 
Intronic 

Neuron Enriched in: brain, lymphoid, skin 
Expressed in brain: Y 

Neurodevelopment  
Neurogenesis/Gliogenesis 

Y (67%)** 

Camk2b SZ_GENE 
SZ_EXOME 
MIA_DMR 

30 Exonic 
Intronic 

Neuron Enriched in: brain, skeletal 
muscle 
Expressed in brain: Y 

Neurodevelopment  
Neurogenesis/Gliogenesis 
Inflammation/stress 
Glutamatergic signalling 

Y (82%) 

Celf4 SZ _ME 
MIA_DMR 

21 Exonic 
Intronic 

Neuron Enriched in: brain 
Expressed in brain: Y 

- - 

Chrna4 SZ_GENE 
MIA_DMR 

4 Exonic 
Intronic 

Neuron Enriched in: brain, liver 
Expressed in brain: Y 

- - 

Cit SZ_EXOME 
MIA_DMR 

8 Exonic 
Intronic 

Neuron Enriched in: brain 
Expressed in brain: Y 

Neurodevelopment 
Neurogenesis/Gliogenesis 

N (>100bp) 
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Gene Overlaps 
with other 
datasets 

Number 
of DMCs  

DMC 
genomic 
location 

Cell-type enrichment 
(brainRNAseq.org) 

Tissue enrichment  
(Protein Atlas) 

STRING GO Pyrosequencing 
assay design 
(assay score)* 

Col16a1 SZ_EXP 
MIA_DMR 

7 Exonic 
Intronic 

Astrocyte Enriched in: low specificity 
Expressed in brain: Y 

Cell adhesion N (>100bp) 

Dab1 SZ_EXP 
SZ_EXOME 
MIA_DMR 

6 Promoter 
Intronic 

Neuron/Astrocyte Enriched in: brain and intestine 
Expressed in brain: Y 

Neurodevelopment  
Neurogenesis/Gliogenesis 
Glutamatergic signalling 

Y (71%) 

Dab2ip SZ_EXOME 
MIA_DMR 

8 Promoter 
Intronic 

Endothelial Enriched in: low specificity 
Expressed in brain: Y 

Neurodevelopment  
Neurogenesis/Gliogenesis 

N (Not assayable) 

Egr2 SZ_GENE 
MIA_DMR 

5 Exonic Microglia Enriched in: thyroid gland 
Expressed in brain: Y 

Neurodevelopment 
Neurogenesis/Gliogenesis 
Cell adhesion 

N (58%) 

Fmr1 SZ_EXP 
SZ_EXOME 
MIA_DMR 

12 Exonic 
Intronic 

Astrocyte Enriched in: low specificity 
Expressed in brain: Y 

Neurodevelopment 
Neurogenesis/Gliogenesis 
Glutamatergic signalling 

N (too CpG rich) 

Gabbr1 SZ_GENE 
SZ_EXOME 
MIA_DMR 

5 Exonic 
Intronic 

Astrocyte Enriched in: low specificity 
Expressed in brain: Y 

- - 

Gli1 SZ_EXOME 
MIA_DMR 

5 Exonic Astrocyte Enriched in: cervix 
Expressed in brain: Y 

Neurodevelopment  N (Not assayable) 

Gpc4 SZ_EXOME 
MIA_DMR 

3 Promoter 
Intronic 

Astrocyte Enriched in: low specificity 
Expressed in brain: Y 

Cell adhesion 
Glutamatergic signalling 

Y (83%) 

Grik1 SZ_EXOME 
MIA_DMR 

6 Intronic Neuron Enriched in: brain, adrenal gland, 
retina 
Expressed in brain: Y 

Inflammation/stress 
Neurodevelopment 
Glutamatergic signalling 

Y (70%)** 
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Gene Overlaps 
with other 
datasets 

Number 
of DMCs  

DMC 
genomic 
location 

Cell-type enrichment 
(brainRNAseq.org) 

Tissue enrichment  
(Protein Atlas) 

STRING GO Pyrosequencing 
assay design 
(assay score)* 

Grin2a SZ_GENE 
SZ_ME 
SZ_EXOME 
MIA_DMR 
SYSTEMATIC 
REVIEW 

8 Intronic Neuron Enriched in: brain 
Expressed in brain: Y 

Inflammation/stress 
Neurodevelopment 
Glutamatergic signalling 
Cell adhesion 
Inflammation/stress 

N 
(Not assayable)§ 

Grin2c SZ_GENE 
MIA_DMR 

9 Exonic 
Intronic 

Astrocyte Enriched in: brain, salivary gland, 
heart 
Expressed in brain: Y 

Inflammation/stress 
Neurodevelopment 
Glutamatergic signalling 
Cell adhesion 

N (59%) 

Grin2d SZ_GENE 
MIA_DMR 

6 Exonic 
Intronic 

Neuron Enriched in: brain 
Expressed in brain: Y 

Inflammation/stress 
Neurodevelopment 
Glutamatergic signalling 
Cell adhesion 

N (59%) 

Igsf21 SZ_ME 
MIA_DMC  
MIA_DMR 

12 Exonic 
Intronic 

OPC Enriched in: brain 
Expressed in brain: Y 

Neurodevelopment 
Glutamatergic signalling 

Y (66%)** 

Irs1 SZ_ME 
SZ_EXOME 
MIA_DMR 

5 Exonic 
Intronic 

Neuron Enriched in: low specificity 
Expressed in brain: Y 

Inflammation/stress Y (67%) 

Itpr1 SZ_ME 
SZ_EXOME 
MIA_DMC 
MIA_DMR 

15 Exonic 
Intronic 

Neuron Enriched in: low specificity 
Expressed in brain: Y 

- - 

Kcnj6 SZ_EXP 
SZ_MA 
MIA_DMC  
MIA_DMR 

6 Exonic 
Intronic 

Neuron Enriched in: brain, pituitary 
Expressed in brain: Y 

- - 
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Gene Overlaps 
with other 
datasets 

Number 
of DMCs  

DMC 
genomic 
location 

Cell-type enrichment 
(brainRNAseq.org) 

Tissue enrichment  
(Protein Atlas) 

STRING GO Pyrosequencing 
assay design 
(assay score)* 

Lrp4 SZ_EXOME 
MIA_DMR 

3 Exonic Astrocyte Enriched in: brain,skin 
Expressed in brain: Y 

Neurodevelopment 
Neurogenesis/Gliogenesis 

Y (>100bp) 

Mag SZ_GENE 
SYSTEMATIC 
REVIEW 

4 Exonic 
Intronic 

Oligodendrocyte Enriched in: brain 
Expressed in brain: Y 

Neurodevelopment 
Neurogenesis/Gliogenesis 
Cell adhesion 

Y (78%)***§ 

Maml3 SZ_EXOME 
MIA_DMC 
MIA_DMR 

6 Exonic 
Intronic 

Microglia Enriched in: low specificity 
Expressed in brain: Y 

- - 

Mbp SZ_EXOME 
SZ_ME 
MIA_DMR 
SYSTEMATIC 
REVIEW 

12 Exonic 
Intronic 

Oligodendrocyte Enriched in: brain 
Expressed in brain: Y 

Neurodevelopment 
Neurogenesis/Gliogenesis 
Cell adhesion 

Y (85%) 

Med12 SZ_GENE 
SZ_ME 

4 Promoter Astrocyte Enriched in: low specificity 
Expressed in brain: Y 

Neurodevelopment 
Neurogenesis/Gliogenesis 

N (57%) 

Mmp9 SZ_GENE 
MIA_DMR 
SYSTEMATIC 
REVIEW 

6 Exonic Microglia Enriched in: bone marrow, 
lymphoid 
Expressed in brain: Y 

Cell adhesion N (Not assayable) 

Nfasc SZ_EXOME 
MIA_DMC 
MIA_DMR 

32 Exonic 
Intronic 

Oligodendrocyte Enriched in: brain 
Expressed in brain: Y 

Neurodevelopment 
Neurogenesis/Gliogenesis 
Cell adhesion 

Y (76%) 

Nfkb1 MIA_DMR 
SYSTEMATIC 
REVIEW 

4 Exonic 
Intronic 

Microglia Enriched in: low specificity 
Expressed in brain: Y 

Inflammation/stress N (50%) 

Nr2e1 SZ_ME 
MIA_DMC  
MIA_DMR 

3 Intronic Astrocyte Enriched in: brain, choroid plexus, 
retina 
Expressed in brain: Y 

Neurodevelopment 
Neurogenesis/Gliogenesis 
Glutamatergic signalling 

N (>100bp) 
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Gene Overlaps 
with other 
datasets 

Number 
of DMCs  

DMC 
genomic 
location 

Cell-type enrichment 
(brainRNAseq.org) 

Tissue enrichment  
(Protein Atlas) 

STRING GO Pyrosequencing 
assay design 
(assay score)* 

Nr4a2 SZ_GENE 
MIA_DMC 
MIA_DMR 
SYSTEMATIC 
REVIEW 

7 Exonic 
Intronic 

Microglia Enriched in: adrenal gland, bone 
marrow, ovary 
Expressed in brain: Y 

Neurodevelopment 
Neurogenesis/Gliogenesis 

N (>100bp) 

Nrxn2 SZ_ME 
SZ_EXOME 
MIA_DMC  
MIA_DMR 

17 Exonic 
Intronic 

Neuron Enriched in: brain 
Expressed in brain: Y 

Neurodevelopment 
Cell adhesion 

Y (71%) 

Ntrk2 SZ_GENE 
SZ_ME 
SZ_EXOME 
MIA_DMC 
MIA_DMR 

11 Intronic Astrocyte Enriched in: brain, parathyroid 
gland 
Expressed in brain: Y 

Neurodevelopment 
Neurogenesis/Gliogenesis 
Glutamatergic signalling 

N (5%) 

Ptprs SZ_ME 
SZ_EXOME 
MIA_DMR 

10 Exonic 
Intronic 

Neuron/Astrocyte Enriched in: low specificity 
Expressed in brain: Y 

Neurodevelopment 
Neurogenesis/Gliogenesis 
Cell adhesion 

N (Too many 
CpGs) 

Ptprz1 SZ_GENE 
MIA_DMR 

2 Intronic Astrocyte Enriched in: brain, skin 
Expressed in brain: Y 

Neurodevelopment 
Neurogenesis/Gliogenesis 

N (>100bp) 

Rasal1 SZ_EXOME 
MIA_DMR 

7 Exonic 
Intronic 

Oligodendrocyte Enriched in: parathyroid gland, 
salivary gland 
Expressed in brain: Y 

Neurodevelopment 
Neurogenesis/Gliogenesis 

N (>100bp) 

Reln SZ_MIA 
SZ_EXOME 
MIA_DMR 
SYSTEMATIC 
REVIEW 

5 Exonic 
Intronic 

Neuron Enriched in: brain 
Expressed in brain: Y 

Neurodevelopment 
Neurogenesis/Gliogenesis 
Glutamatergic signalling 
Cell adhesion 

N (>100bp)§ 
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Gene Overlaps 
with other 
datasets 

Number 
of DMCs  

DMC 
genomic 
location 

Cell-type enrichment 
(brainRNAseq.org) 

Tissue enrichment  
(Protein Atlas) 

STRING GO Pyrosequencing 
assay design 
(assay score)* 

Runx2 SZ_ME 
MIA_DMC 
MIA_DMR 

10 Promoter 
Intronic  

Microglia Enriched in: salivary gland 
Expressed in brain: Y 

Neurodevelopment 
Neurogenesis/Gliogenesis 

N (53%) 

Sgk1 SZ_GENE 
MIA_DMC 
MIA_DMR 

8 Promoter 
Exonic 
Intronic 

Microglia Enriched in: parathyroid gland 
Expressed in brain: Y 

Neurodevelopment 
Neurogenesis/Gliogenesis 
Inflammation/stress 

Y (63%) 

Slc17a7 SZ_GENE 
SYSTEMATIC 
REVIEW 

4 Exonic 
Intronic 

Neuron Enriched in: brain, retina 
Expressed in brain: Y 

Neurodevelopment 
Glutamatergic signalling 

N (Not assayable) 

Smad1 MIA_DMC 
MIA_DMR 
SYSTEMATIC 
REVIEW 

5 Intronic Neuron/Astrocyte Enriched in: low specificity 
Expressed in brain: Y 

Neurodevelopment N (>100bp) 

Sox10 SZ_GENE 
SZ_ME 
SZ_EXOME 
MIA_DMR 

5 Promoter 
Exonic 
Intronic 

Oligodendrocyte Enriched in: brain, salivary gland 
Expressed in brain: Y 

Neurodevelopment 
Neurogenesis/Gliogenesis 

Y (78%)** 

Srcin1 SZ_ME 
SZ_EXOME 
MIA_DMR 

18 Exonic 
Intronic 

Oligodendrocyte Enriched in: brain 
Expressed in brain: Y 

Neurodevelopment 
Neurogenesis/Gliogenesis 
Cell adhesion 

N (>100bp) 

Srrm4 SZ_ME 
SZ_EXOME 
MIA_DMR 

11 Intronic Neuron Enriched in: brain, retina 
Expressed in brain: Y 

Neurodevelopment 
Neurogenesis/Gliogenesis 

N (Not assayable) 

Syp SZ_EXOME 
SYSTEMATIC 
REVIEW 

2 Exonic Neuron Enriched in: brain, pituitary, retina 
Expressed in brain: Y 

Glutamatergic signalling N (>100bp) 

Tenm2 SZ_EXOME 
MIA_DMR 

13 Intronic Neuron Enriched in: brain, heart 
Expressed in brain: Y 

Neurodevelopment 
Neurogenesis/Gliogenesis 
Cell adhesion 

N (>100bp) 
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Gene Overlaps 
with other 
datasets 

Number 
of DMCs  

DMC 
genomic 
location 

Cell-type enrichment 
(brainRNAseq.org) 

Tissue enrichment  
(Protein Atlas) 

STRING GO Pyrosequencing 
assay design 
(assay score)* 

Tenm3 SZ_ME 
SZ_EXP 
MIA_DMC  
MIA_DMR 

11 Exonic 
Intronic 

Neuron Enriched in: brain, placenta 
Expressed in brain: Y 

Neurodevelopment 
Neurogenesis/Gliogenesis 
Cell adhesion 

N (Not assayable) 

Tgfbr2 SZ_EXOME 
MIA_DMR 

4 Intronic Microglia Enriched in: low specificity 
Expressed in brain: Y 

Neurodevelopment 
Inflammation/stress 

Y (71%) 

Timp2 SZ_EXP 
SZ_EXOME 

4 Exonic 
Intronic 

Neuron Enriched in: ovary 
Expressed in brain: Y 

Neurodevelopment 
Neurogenesis/Gliogenesis 
Cell adhesion 

N (57%) 

Tle3 SZ_GENE 
SZ_EXOME 
MIA_DMR 

3 Exonic 
Intronic 

Microglia Enriched in: bone marrow 
Expressed in brain: Y 

- - 

Trank1 SZ_ME 
SZ_GENE 

4 Exonic 
Intronic 

Neuron Enriched in: fallopian tube 
Expressed in brain: Y 

- - 

 

*Pyrosequencing assay design software limitations: 1) the imported sequence between CpGs must be ≤100bp; 2) too CpG dense regions will not be able to design specific assay (too 

CpG rich); 3) occasionally (due to sequence/CpG distances) the CpGs of interest will not be assayable in a single pyrosequencing assay, due to sample constraints, these sequences 

were denoted ‘non assayable’ for the purpose of this study; 4) to limit optimisation required, any assays soring <60% were deemed unacceptable. **To minimise the number of candidate 

genes for downstream analysis to 10, the changes in methylation in the genes which passed assay design were assessed. The highlighted genes were excluded for having bi-directional 

(increases and decreases) methylation changes in the same region, making interpretation of their outcomes challenging, these genes were hence excluded.***This gene was removed 

as two myelin genes (Mag and Mbp) were present in the final gene list, however Mag had the lower scoring assay and the lesser overlap with previous studies and hence was excluded. 

§These genes were not analysed for methylation changes, but their expression has been analysed. N and Y denotes ‘no’ and ‘yes’ respectively. 

The top 10 final selected genes are outlined in bold.  
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Appendix 10. Optimisation of nucleic acid extraction 

1. TRIzol™ extraction (Invitrogen, Loughborough, UK) 

The samples stored in RNAlater were thawed on ice and excess RNAlater solution removed by 

aspiration. Sample was lysed using a pestle and mortar in 400μL TRIzol™ reagent. The sample 

was then incubated on ice for 15min. 80μL chloroform (Sigma-Aldrich, Gillingham, UK) was 

added and the mixture vortexed and incubated at room temperature for 15min before 

centrifugation at 12,000xg at 4°C for 15min. At this stage three phases formed: a lower red 

phenol phase (protein) a white interphase (DNA) and an upper colourless liquid phase (RNA). 

The upper phase (RNA) was carefully removed (the remaining 2 phases incubated on ice). To 

the collected RNA phase, isopropyl alcohol (Fisher, Loughborough, UK) was added in a 1:1 

volume ratio. The mix was vortexed and incubated on ice for 15 min followed by centrifugation 

at 12,000xg at 4°C for 10min. The RNA was precipitated into a pellet and the supernatant was 

removed. 1mL 75% ethanol was added to the pellet and vortexed before incubating on ice for 

15min, followed by a 5min centrifugation at 7,500xg at 4°C. The ethanol was removed and the 

pellet air dried for 5 min before addition 20μL RNAse-free water to resuspend the RNA. The 

protein-DNA phases were then vortexed and processed using the DNeasy blood and tissue kit 

(QIAGEN, Manchester, UK) as described in Chapter 3, Section 3.2.1.1.  

This method resulted in high concentration/quality RNA but very poor quality gDNA yield 

(Supplementary Figure S10.1). 

 

Supplementary Figure S10.1. Representative DNA and RNA quality gel (PN2 - TRIZOL) 
1%agarose/1XTAE with 1:10,000 Gel Red stain (VWR, Lutterworth, UK). RNA samples loaded at 800ng/well 
and gDNA samples loaded at 50ng/well. Electrophoresis performed in 1XTAE buffer at 120V for approximately 
45min. Gel imaged by Bio-rad Gel Doc XR+ (Watford, UK) under UV fluorescence with a default exposure time. 

Total genomic DNA  

Total RNA 

28S 

18S 

1% agarose/1xTAE 
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2. GenElute-E Single Spin tissue DNA kit (Merck, Gillingham, UK) 

Samples stored in RNAlater were thawed on ice and excess RNAlater solution removed by 

aspiration. The GenElute-E Spin column was vortexed and placed in a reaction tube and left to 

stand for 20min. Meanwhile, 90μL Tissue Lysis Buffer and 5μL SmartLyse T Protease was 

added to each tissue sample. The tubes were placed on a thermal shaker (Eppendorf 

Thermomixer C) and incubated for 30min at 60°C with maximum agitation. The temperature 

was then increased to 80°C and incubated for a further 10min. 45μL lysed sample was set aside 

for RNA processing. 0.5μL RNase A was added to the remaining sample volume, intended for 

gDNA isolation. The samples were vortexed and then incubated for 2min at room temperature. 

5μL Clearing Solution T was added and sample vortexed before centrifugation for 2min at 

maximum speed (16,000xg). The GenElute-E Spin column was then centrifuged for 1min at 

1,000xg and placed in a new reaction tube. The sample supernatant was transferred to the spin 

column and centrifuged for 1min at 1,000xg to elute gDNA. For RNA processing, the set-aside 

sample was processed using the RNeasy Plus kit (Qiagen, Manchester, UK; Chapter 3, Section 

3.2.1.1) beginning with direct addition of the 45μL lysed sample onto the gDNA elimination 

column.  

This method resulted in high concentration gDNA, but with evidence of contamination retained 

in the wells of the agarose gel, along with very poor/no RNA yield (Supplementary Figure S10.2) 

 

Supplementary Figure S10.2. Representative DNA and RNA quality gel (PN2 - GENELUTE) 
1%agarose/1XTAE with 1:10,000 Gel Red stain (VWR, Lutterworth, UK). RNA samples loaded at 100ng/well* 
and DNA samples loaded at 50ng/well. Electrophoreses performed in 1xTAE buffer at 120V for approximately 
45min. Gel imaged by Bio-rad Gel Doc XR+ (Watford, UK) under UV fluorescence with a default exposure time. 
*As RNA concentration was so low, this was the highest RNA loading achievable for the well volume. 

Total genomic DNA  

1% agarose/1xTAE 

Total RNA 
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3. innuPREP DNA/RNA mini kit (Analytik Jena, Jena, Germany) 

The sample stored in RNAlater was thawed on ice and excess RNAlater solution removed by 

aspiration. 500μL Lysis solution RL was added to the frozen tissue sample and the sample 

homogenised with pestle until tissue was no longer visible. The sample was incubated for a 

further 10min at room temperature to allow complete sample lysis. The lysed sample was 

transferred to the Spin Filter D (within a receiver tube) and centrifuged at 10,000xg for 2min. At 

this stage the DNA binds to the membrane and the filtrate contains the RNA. 400μL 70% ethanol 

was added to the filtrate and the combined solution added to Spin Column R and centrifuged at 

10,000xg for 2min to bind the RNA. The spin columns containing DNA (D) and RNA (R) were 

then proceeded in parallel: with 500μL washing solution HS added and centrifuged at 10,000xg 

for 1min, followed by addition of 700μL washing solution LS, centrifuged at 10,000xg for 1min. 

In both cases the filtrate was discarded. The columns were then dried by centrifugation at 

10,000xg for 2min. To the Spin Filter D 80μL Elution buffer was added and to Spin Filter R 50μL 

RNase-free water. The tubes were incubated for 1min at room temperature before centrifugation 

for 1min at 6,000xg to elute the samples.  

This method resulted in high concentration and good integrity quality of both DNA and RNA 

(Supplementary Figure S10.3) 

 

Supplementary Figure S10.3. Representative DNA and RNA quality gel (PN2 cohort - 
Innuprep) 
1%agarose/1XTAE with 1:10,000 Gel Red stain (VWR, Lutterworth, UK). RNA samples loaded at 800ng/well 
and DNA samples loaded at 50ng/well. Electrophoresis performed in 1XTAE buffer at 120V for approximately 
45min. Gel imaged by Bio-rad Gel Doc XR+ (Watford, UK) under UV fluorescence with a default exposure time. 

 

  

Total genomic DNA  

Total RNA 

28S 

18S 

1% agarose/1xTAE 
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Appendix 11. Pyrosequencing supplementary methods 

1. Cartridge preparation 

Cartridge preparation was specific to each gene assay. Supplementary Table S11.1. indicates 

the volumes of each nucleotide added to the cartridge for each pyrosequencing assay utilised.  

 

 

 

Supplementary Table S11.1. Pyrosequencing assay cartridge preparation 

Assay/Gene A (ATP) T (TTP) C (CTP) G (GTP) Run time 

Mbp 33μL 52μL 47μL 44μL 0h 36min 

Sgk1 97μL 44μL 52μL 36μL 0h 53min 

Nfasc 60μL 52μL 49μL 55μL 0h 45min 

Gpc4 52μL 57μL 49μL 52μL 0h 44min 

Irs1 99μL 126μL 113μL 86μL 1h 38min 

Tgfbr2 55μL 55μL 52μL 47μL 0h 40min 

Ank3 76μL 81μL 70μL 65μL 1h 02min 

CamkIIb 107μL 39μL 49μL 52μL 0h 57min 

Dab1 76μL 73μL 62μL 65μL 1h 00min 

Nrxn2 68μL 68μL 65μL 57μL 0h 58min 

For all assays:  

E: 140μL Enzyme solution 

S: 140μL Substrate solution 

Nucleotides followed assay-specific loading volumes. 
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2. Representative negative and positive control assays 

Mbp 

 

Supplementary Figure S11.1. Representative negative and positive control pyrosequencing reads for Mbp  
Representative pyrosequencing reads for negative (left) and positive (right) control samples performed on the Mbp assay. Negative control shows no obtainable data while the 
positive shows clear peaks, all of which pass the machines internal quality checks at each CpG position within the sequence.  
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Sgk1 

 

Supplementary Figure S11.2. Representative negative and positive control pyrosequencing reads for Sgk1  
Representative pyrosequencing reads for negative (left) and positive (right) control samples performed on the Sgk1 assay. Negative control shows no obtainable data while the 
positive shows clear peaks, all of which pass the machines internal quality checks at each CpG position within the sequence.  
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Nfasc 

 

Supplementary Figure S11.3. Representative negative and positive control pyrosequencing reads for Nfasc  
Representative pyrosequencing reads for negative (left) and positive (right) control samples performed on the Nfasc assay. Negative control shows no obtainable data while the 
positive shows clear peaks, all of which pass the machines internal quality checks at each CpG position within the sequence.  
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Gpc4 

 

Supplementary Figure S11.4. Representative negative and positive control pyrosequencing reads for Gpc4  
Representative pyrosequencing reads for negative (left) and positive (right) control samples performed on the Gpc4 assay. Negative control shows no obtainable data while the 
positive shows clear peaks, all of which pass the machines internal quality checks at each CpG position within the sequence. 
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Irs1 

 

Supplementary Figure S11.5. Representative negative and positive control pyrosequencing reads for Irs1  
Representative pyrosequencing reads for negative (left) and positive (right) control samples performed on the Irs1 assay. Negative control shows no obtainable data while the 
positive shows clear peaks, all of which pass the machines internal quality checks at each CpG position within the sequence.  
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Tgfbr2 

 

Supplementary Figure S11.6. Representative negative and positive control pyrosequencing reads for Tgfbr2 
Representative pyrosequencing reads for negative (left) and positive (right) control samples performed on the Tgfbr2 assay. Negative control shows no obtainable data while the 
positive shows clear peaks, all of which pass the machines internal quality checks at each CpG position within the sequence. 
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Ank3 

 

Supplementary Figure S11.7. Representative negative and positive control pyrosequencing reads for Ank3  
Representative pyrosequencing reads for negative (left) and positive (right) control samples performed on the Ank3 assay. Negative control shows no obtainable data while the 
positive shows clear peaks, all of which pass the machines internal quality checks at each CpG position within the sequence.  
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Camk2b 

 

Supplementary Figure S11.8. Representative negative and positive control pyrosequencing reads for Camk2b  
Representative pyrosequencing reads for negative (left) and positive (right) control samples performed on the Camk2b assay. Negative control shows no obtainable data while 
the positive shows clear peaks, all of which pass the machines internal quality checks at each CpG position within the sequence.  
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Nrxn2 

 

Supplementary Figure S11.9. Representative negative and positive control pyrosequencing reads for Nrxn2 
Representative pyrosequencing reads for negative (left) and positive (right) control samples performed on the Nrxn2 assay. Negative control shows no obtainable data while the 
positive shows clear peaks, all of which pass the machines internal quality checks at each CpG position within the sequence. 
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Dab1 

 

 

Supplementary Figure S11.10. Representative negative and positive control pyrosequencing reads for Dab1  
Representative pyrosequencing reads for negative (left) and positive (right) control samples performed on the Dab1 assay. Negative control shows no obtainable data while the 
positive shows clear peaks, all of which pass the machines internal quality checks at each CpG position within the sequence.  
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Appendix 12: WES supplementary methods 

1. WES plate set-up 

 

Supplementary Figure S12.1. WES plate set-up  
WES plates were prepared as directed. Streptavidin-HRP, antibody diluent, wash buffer and secondary 
antibodies (anti-rabbit IgG or anti-mouse IgG) were provided in the kit and did not require any additional 
preparation. For total protein primary antibody is replaced with the total protein labelling reagent and secondary 
antibody is replaced with total protein streptavidin-HRP. 
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2. WES antibody validations 

Note protocols for the following protein targets (PV, NR2A, NR2B, PSD95, GRIA1) had already 
been validated previously in-house by the b-neuro laboratory. 

 

i) anti-SGK1 antibody (rabbit polyclonal; Proteintech, 28454-1-AP; 900μg/mL) 

The antibody was first validated for its efficiency in detecting SGK1 using the standard Western 

blot protocol outlined in Chapter 3, Section 3.2.3.2. SGK1 is a primarily cytosolic signalling 

protein of approximately 55kDa size, depending on post-translational modifications (Lang et al., 

2009; Lee et al., 2020). To validate the anti-SGK1 antibody, 20μg of membrane and cytosolic 

lysates (see Chapter 5, Section 5.2.5) were used to demonstrate an enrichment of the anti-

SGK1 immunoreactive band, of predicted size, in the cytosolic fraction (Figure S12.2A). For this 

validation, a 1:1,000 (0.9μg/mL) primary antibody dilution was used in an overnight incubation 

at 4°C, as previously described (Chapter 3, Section 3.2.3.2). After the initial validation, the 

antibody was trialled on the WES to ascertain whether this validation withstood the shift between 

application platforms. WES validation was performed using the standard WES protocol (see 

Chapter 5, Section 5.2.6) with a protein concentration of 1μg/μL and an antibody dilution of 1:50 

(18μg/mL). This showed an enrichment in the cytosol for the anti-SGK1 immunoreactive band 

(Figure S12.2B). Of note, a primary band of 55-58kDa and an occasional faint band at 49kDa, 

were observed. This result has been shown previously when SGK1 was assayed on rat tissue 

samples using the WES platform (Lee et al., 2020). 

 

Figure S12.2. Validation of anti-SGK1 antibody  
A. Western blot was run as per standard conditions (see Chapter 3, Section 3.2.3.2). 20μg membrane (M) and 
Cytosolic (C) lysate was loaded per well. 1:1,000 (0.9μg/mL) primary antibody dilution was used. An 
immunoreactive band of predicted size (55-58kDa), enriched in the cytoplasmic fraction was observed. B. WES 
blot was run as per standard conditions (see Chapter 5, Section 5.2.6) 1μg/μL membrane (M) and Cytosolic (C) 
lysate was loaded per well. 1:50 (18μg/mL) primary antibody dilution was used. There was a band of predicted 
size (55-58kDa), clearly enriched in the cytoplasmic fraction. 
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3. WES antibody optimisations  

For all WES antibody optimisations, two graphical plots were created for each timepoint: graph 

i) protein concentration (AUC) plotted for each antibody dilution; graph ii) antibody dilutions 

(chemiluminescence) plotted for each protein concentration. For graph (i) the optimal protein 

concentration was determined by identifying the concentration at which the graph remains 

linear. For graph (ii) the optimal antibody dilution was determined by identifying the 

concentration where the graph reaches a plateau. This represents the dynamic range of the 

assay (Nelson et al., 2017).   

i) anti-SGK1 antibody (rabbit polyclonal; Proteintech, 28454-1-AP; 900μg/mL) 

Table S12.1 summarises the protein and antibody concentrations used when determining the 

dynamic range of anti-SGK1 assay. A representative graphical plot for PD21 can be seen in 

Figure S12.3. Using the graphical plots at each timepoint a 1:50 (18μg/mL) antibody dilution 

was deemed optimal, with the following protein concentrations GD21 and PD1 FC, 1.4μg/μL; 

PD21 PFC 1.2μg/μL; PD35 PFC, 1.0μg/μL; PD100 PFC 0.6μg/μL. Samples were therefore 

performed under these conditions and the AUC taken as the output value for each sample. 

Supplementary Table S12.1. Selected concentrations for optimisation of the anti-SGK1 
antibody  

Sample type GD21 FC PD1 FC PD21 PFC PD35 PFC PD100 PFC 

Protein 
concentration 
(μg/μL) 

1.0 
1.4 
1.8 

1.0  
1.4 
1.8 

0.8 
1.2 
1.6 

0.6 
1.0 
1.4 

0.6 
1.0 
1.4 

Antibody 
dilution 

1:20 
1:50 
1:100 
1:200 

1:20 
1:50 
1:100 
1:200 

1:20 
1:50 
1:100 
1:200 

1:20 
1:50 
1:100 
1:200 

1:20 
1:50 
1:100 
1:200 

 

 

Supplementary Figure S12.3. Representative graphical plots for the anti-SGK1 antibody 
optimisation  
Left: protein concentration with different antibody dilutions; Right: antibody dilution at different protein loadings. 
Arrow indicates the optimal protein concentration (left) and antibody dilution factor (right) within the sample type. 
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ii) anti-PSD95 antibody (mouse monoclonal, ab2723; Abcam; 1mg/mL) 

Previous in-house pilot studies had validated that the anti-PSD95 antibody produced an 

immunoreactive band of the correct size (95-100kDa), enriched in the cytoplasm, in line with 

previous literature (Tojo et al., 1999; Yoo et al., 2019; Zaric et al., 2018), hence the assay was 

optimised using cytosolic fractions. Table S12.2 summarises the cytosolic protein and 

corresponding antibody concentrations used when determining the dynamic range of anti-

PSD95 assay. A representative graphical plot for PD35 can be seen in Figure S12.3. Using the 

graphical plots at each developmental age a 1:50 (20μg/mL) antibody dilution was deemed 

optimal, with the following protein concentrations: PD21 PFC, 0.8μg/μL; PD35 PFC, 0.4μg/μL, 

PD100 PFC 0.4μg/μL. Samples were therefore performed under these conditions and the AUC 

taken as the output value for each sample. 

 

Supplementary Table S12.2. Selected concentrations for optimisation of the anti-PSD95 
antibody 

Sample type PD21 PFC PD35 PFC PD100 PFC 

Protein 
concentration 
(μg/μL) 

0.2 
0.4 
0.8 

0.2 
0.4 
0.8 

0.2 
0.4 
0.8 

Antibody 
dilution 

1:20 
1:50 
1:100 
1:200 

1:20 
1:50 
1:100 
1:200 

1:20 
1:50 
1:100 
1:200 

 

 

 

Supplementary Figure S12.3. Representative graphical plots for the anti-PSD95 antibody 
optimisation  
Left: protein concentration with different antibody dilutions; Right: antibody dilution at different protein loadings. 
Arrow indicates the optimal protein concentration (left) and antibody dilution factor (right) within the sample type. 
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iii) anti-PV antibody (rabbit monoclonal; LS-B14122, LSBio; 1mg/mL) 

Previous in-house pilot studies had validated the anti-PV antibody produced an immunoreactive 

band of the correct size (10-15kDa), enriched in the cytoplasm as expected (Permyakov and 

Uversky, 2022), hence the assay was optimised using cytosolic fractions. Table S12.3 

summarises the cytosolic protein and antibody concentrations used when determining the 

dynamic range of anti-PV assay. A representative graphical plot for PD100 can be seen in Figure 

S12.4. Using the graphical plots at each developmental age a 1:50 (20μg/mL) antibody dilution 

was deemed optimal, with the following protein concentrations PD21-35 PFC 0.8μg/μL; PD100 

PFC 0.4μg/μL. Samples were therefore performed under these conditions and the AUC taken 

as the output value for each sample. 

 

Supplementary Table S12.3. Selected concentrations for optimisation of the anti-PV antibody  

Sample type PD21 PFC PD35 PFC PD100 PFC 

Protein 
concentration 
(μg/μL) 

0.2 
0.4 
0.8 

0.2 
0.4 
0.8 

0.2 
0.4 
0.8 

Antibody 
dilution 

1:20 
1:50 
1:100 
1:200 

1:20 
1:50 
1:100 
1:200 

1:20 
1:50 
1:100 
1:200 

 

 

 

Supplementary Figure S12.4. Representative graphical plots for the anti-PV antibody 
optimisation  
Left: protein concentration with different antibody dilutions; Right: antibody dilution at different protein loadings. 
Arrow indicates the optimal protein concentration (left) and antibody dilution factor (right) within the sample type. 
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iv) anti-NR2A (PPS012) and anti-NR2B antibodies (PPS013; rabbit polyclonal, 

R&D systems; 0.2mg/mL) 

Previous in-house pilot studies had validated the anti-NR2A and anti-NR2B antibodies produced 

immunoreactive bands of approximately 170-175kDa, enriched in the membrane fraction as 

expected (Anastasio and Johnson, 2008; Di Luca et al., 1999; Zaric et al., 2018). Hence for both 

these antibodies, the assay was optimised using membrane fractions. Table S12.4 summarises 

the membrane protein and corresponding antibody concentrations used when determining the 

dynamic range of both the anti-NR2A and anti-NR2B assays. A representative graphical plot for 

PD21 can be seen in Figure S12.5. Using the graphical plots at each developmental age a 1:100 

(2μg/mL) antibody dilution was deemed optimal for both assays across all timepoints, with the 

protein concentrations for each antibody were as follows:  

 anti-NR2A: PD21 PFC, 0.035μg/μL; PD35 PFC 0.01μg/μL; PD100 PFC 0.035μg/μL 

 anti-NR2B: PD21 PFC, 0.01μg/μL; PD35 PFC 0.075μg/μL; PD100 PFC 0.075μg/μL 

Samples were therefore performed under these conditions and the AUC taken as the output 

value for each sample. 

 

Supplementary Table S12.4. Selected concentrations for optimisation of the anti-NR2A 
antibody 

Sample type PD21 PFC PD35 PFC PD100 PFC 

Protein 
concentration 
(μg/μL) 

0.010 
0.035 
0.075 

0.010 
0.035 
0.075 

0.010 
0.035 
0.075 

Antibody 
dilution 

1:20 
1:50 
1:100 
1:200 

1:20 
1:50 
1:100 
1:200 

1:20 
1:50 
1:100 
1:200 
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Supplementary Figure S12.5. Representative graphical plots for the anti-NR2A and anti-NR2B 
antibody optimisation  
Left: protein concentration with different antibody dilutions; Right: antibody dilution at different protein loadings. 
Arrow indicates the optimal protein concentration (left) and antibody dilution factor (right) within the sample type. 
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v) anti-GRIA1 antibody (GLuA1; mouse monoclonal, 67642-1-Ig; Proteintech; 

1.1mg/mL) 

Previous in-house pilot studies had validated the anti-GLuA1 antibody produced an 

immunoreactive band of the anticipated size (100-120kDa), enriched in the membrane fraction 

as expected (Hradetzky et al., 2012; Kennard et al., 2014), hence the assay was optimised using 

membrane fractions. Table S12.5 summarises the membrane protein and corresponding 

antibody concentrations used when determining the dynamic range of anti-GLuA1 assay. A 

representative graphical plot for PD100 can be seen in Figure S12.6. Using the graphical plots 

at each timepoint, optimal conditions were determined and are indicated with an asterisk within 

Table S12.5. Samples were therefore performed under these conditions and the AUC taken as 

the output value for each sample. 

Supplementary Table S12.5. Selected concentrations for optimisation of the anti-GRIA1 
antibody 

Sample type PD21 PFC PD35 PFC PD100 PFC 

Protein 
concentration 
(μg/μL) 

0.005 
0.0025* 
0.00125 

0.005 
0.0025 
0.00125* 

0.005* 
0.0025 
0.00125 

Antibody 
dilution 

1:200* 
1:500 
1:1000 
1:2000 

1:200 
1:500* 
1:1000 
1:2000 

1:200 
1:500* 
1:1000 
1:2000 

*Indicates the optimal concentration for sample type 

 

 

 

 

Supplementary Figure S12.6. Representative graphical plots for the anti-GRIA1 antibody 
optimisation  
Left: protein concentration with different antibody dilutions; Right: antibody dilution at different protein loadings. 
Arrow indicates the optimal protein concentration (left) and antibody dilution factor (right) within the timepoint. 
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Appendix 13: Western blotting supplementary methods 

1. Western blotting antibody validations 

i) anti-MBP antibody (rabbit polyclonal, Proteintech, 10458-1-AP; 500μg/mL) 

The antibody was first validated for its efficiency in detecting MBP using the standard Western 

blotting protocol outlined in Chapter 3, Section 3.2.3.2. Rat MBP is a primarily extracellular 

membrane-bound protein with isoforms of approximately 14-22 kDa size (Akiyama et al., 2002; 

Kruger et al., 1999). Therefore, to validate the anti-MBP antibody, 20μg of membrane and 

cytosolic lysates were used to demonstrate an enrichment of the anti-MBP immunoreactive 

band(s), of predicted size, in the membrane fraction (Figure S13.1). For this validation, a 1:1,000 

(0.5μg/mL) primary antibody dilution was used in an overnight incubation at 4°C, as previously 

described (Chapter 3, Section 3.2.3.2). This showed immunoreactive bands in the membrane 

fraction corresponding to isoform sizes 14, 17, 18.5 and 21.5kDa. 

 

 
Supplementary figure S13.1. Fractional validation of the anti-MBP antibody  
Western blot was run as per standard conditions (Chapter 3, Section 3.2.3.2). 20μg membrane (M) and cytosolic 
(C) lysate was loaded per well. 1:1,000 (0.5μg/mL) primary antibody dilution was used. Bands of anticipated 
size were observed, enriched in the membrane fraction. Molecular weight ladder (kDa) is indicated on the left. 
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After the initial validation, the anti-MBP antibody was trialled using developmental membrane 

samples as a further validation for the specificity of this antibody for MBP. Myelination peaks in 

the juvenile period in rats (Akiyama et al., 2002; Downes and Mullins, 2014) and here there was 

an observed increase in the density of MBP bands across advancing postnatal development 

(Figure S13.2). 

 

 

Supplementary figure S13.2. Developmental validation of the anti-MBP antibody  
Western blot was run as per standard conditions (Chapter 3, Section 3.2.3.2). 50μg membrane lysate was 
loaded per well for various postnatal developmental ages: PD1, 21, 35 and 100. 1:1,000 (0.5μg/mL) primary 
antibody dilution was used. Bands of predicted size were observed, with increasing density across development. 
Molecular weight ladder (kDa) is indicated on the left. 
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ii) anti-GPC4 antibody (rabbit polyclonal, Proteintech, 13048-1-AP; 650μg/mL) 

The antibody was first validated for its efficiency in detecting GPC4 using the standard Western 

blotting protocol outlined in Chapter 3, Section 3.2.3.2. Rat GPC4 is a transmembrane protein 

of approximately 62.5kDa size (Hagihara et al., 2000; Xiong et al., 2016). Therefore, to validate 

the anti-GPC4 antibody, 20μg of membrane and cytosolic lysates were used to demonstrate an 

enrichment of the anti-GPC4 immunoreactive band, of predicted size, in the membrane fraction 

(Figure S13.3). For this validation, a 1:1,000 (0.65μg/mL) primary antibody dilution was used in 

an overnight incubation at 4°C, as previously described (Chapter 3, Section 3.2.3.2). This 

demonstrated an enrichment for an immunoreactive band in the membrane fraction 

corresponding to approximately 62kDa. 

 

Supplementary Figure S13.3. Fractional validation of the anti-GPC4 antibody 
Western blot was run as per standard conditions (Chapter 3, Section 3.2.3.2). 20μg membrane (M) and cytosolic 
(C) lysate was loaded per well. 1:1,000 (0.65μg/mL) primary antibody dilution was used. A single 
immunoreactive band of predicted size was observed, enriched in the membrane fraction. Molecular weight 
ladder (kDa) is indicated on the left. 
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iii) anti-DAB1 antibody (rabbit monoclonal [EP2248Y], ab68461; Abcam; 

0.205mg/mL) 

The antibody was first validated for its efficiency in detecting DAB1 using the standard Western 

blotting protocol outlined in Chapter 3, Section 3.2.3.2. Rat brain DAB1 is a cytosolic protein 

and of approximately 80kDa size (Alvarez-Dolado et al., 1999; Bock et al., 2003; Fatemi et al., 

2009b; Kang et al., 2020; Kolaka et al., 2019; Sato et al., 2007; Trotter et al., 2013). Therefore, 

to validate the anti-DAB1 antibody, 50μg membrane and cytosolic lysates were used to 

demonstrate an enrichment of the anti-DAB1 immunoreactive band, of predicted size, in the 

cytosolic fraction (Figure S13.4). For this validation, a 1:1,000 (0.205μg/mL) primary antibody 

dilution was used in an overnight incubation at 4°C, as previously described (Chapter 3, Section 

3.2.3.2). This demonstrated an enrichment for an immunoreactive band in the cytosolic fraction 

corresponding to approximately 80kDa. 

 

Supplementary Figure S13.4. Fractional validation of the anti-DAB1 antibody  
Western blot was run as per standard conditions (Chapter 3, Section 3.2.3.2). 50μg membrane (M) and cytosolic 
(C) lysate was loaded per well. 1:1,000 (0.205μg/mL) primary antibody dilution was used. A single 
immunoreactive band of predicted size was observed, enriched in the cytosolic fraction. Molecular weight ladder 
(kDa) is indicated on the left. 
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After the initial validation, the anti-DAB1 antibody was trialled using developmental cytosol 

samples as a further validation for the specificity of this antibody. DAB1 is known to be more 

highly expressed during early brain development (Lee and D’Archangelo, 2016) and there was 

an observed decrease in DAB1 band intensity across postnatal development (Figure S13.5). 

 

Supplementary Figure S13.5. Developmental validation of the anti-DAB1 antibody  
Western blot was run as per standard conditions (Chapter 3, Section 3.2.3.2). 50μg cytosolic lysate was loaded 
per well, including GD21-PD100. 1:1,000 (0.205μg/mL) primary antibody dilution was used. A single 
immunoreactive band of predicted size was observed, enriched in early developmental ages of GD21 and PD1. 
GAPDH reference protein also shown. Molecular weight ladder (kDa) is indicated on the left. 
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iv) anti-pDAB1 antibody trials 

Following quantification of total DAB1, attempts were made to identify an antibody to quantify 

pDAB1. Three selected phospho-antibodies from three different suppliers were trialled on 

cytosolic lysate samples (PD1, PD21 and PD100; Supplementary Figure S13.6). No band of the 

correct size could be identified across any of the samples or conditions used (Supplementary 

Table S13.1). Therefore, none of these antibodies were deemed suitable for further use. 

 

 

Supplementary Figure S13.6. Representative blots for anti-pDAB1 antibody trials  
Western blot was run as per standard conditions (Chapter 3, Section 3.2.3.2). 100μg cytosolic lysate was loaded 
per well, across different postnatal ages (PD1, PD21 and PD100). 1:500 dilution of each of the three primary 
antibodies (Chapter 6, Table 6.8) was used. Molecular weight ladder (kDa) is indicated on the left. Antibodies 
were (left to right): Cell Signalling Technology, 3327S; St John’s Laboratory, STJ196282; Abcam, ab78200. Red 
single immunoreactive band shows GAPDH as reference protein, confirming protein integrity of all samples.  

 

Supplementary Table S13.1. pDAB1 antibody trial methodologies 

Methodological stage Conditions trialled 

Primary antibody dilution 1:200 (5μg/mL); 1:500 (2μg/mL), 1:1,000 (1μg/mL) 

Primary antibody incubation Overnight: 4°C and room temperature 
3h: room temperature 

Sample protein loadings 50, 75, 100, 200μg/well 

Blocking buffer 2% and 5%BLOTTO  
5%BSA in 1XPBS. 
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2. Western blotting antibody optimisations 

For all antibodies two graphical plots were created for each sample type: i) protein concentration 

at each antibody dilution; ii) antibody dilutions at each protein concentration. For graph (i) the 

optimal protein concentration was determined by identifying the concentration at which the 

graph remains linear. For graph (ii) the antibody dilution was determined by identifying where 

the graph reaches a plateau. This represents the linear range of the assay. In contrast to WES 

optimisations the outputs for these conditions was signal intensity.  

 

i) anti-MBP antibody (rabbit polyclonal, Proteintech, 10458-1-AP; 500μg/mL) 

Table S13.2 summarises the protein and antibody concentrations used when determining the 

linear range of the assay. A representative graphical plot for PD35 can be seen in Figure S13.7 

Using the graphical plots at each developmental age a 1:5,000 (0.1μg/mL) antibody dilution was 

deemed optimal, with the following protein inputs/well GD21 and PD1 FC, 100μg/well; PD21 

PFC 50μg/well; PD35 and PD100 PFC 25-50μg/well.  

Supplementary Table S13.2. Selected concentrations for optimisation of the anti-MBP 
antibody 

Sample type GD21 FC PD1 FC PD21 PFC PD35 PFC PD100 PFC 

Protein 
loading 
(μg/well) 

75 
100 
125 

75 
100 
125 

10 
25 
50 
75 

10 
25 
50 
75 

10 
25 
50 
75 

Antibody 
dilution 

1:1000 
1:5000 
1:10000 

1:1000 
1:5000 
1:10000 

1:1000 
1:5000 
1:10000 

1:1000 
1:5000 
1:10000 

1:1000 
1:5000 
1:10000 

 

 

Supplementary Figure S13.7. Representative graphical plots for the anti-MBP antibody 
optimisation  
Left: protein concentration at different antibody dilutions; Right: antibody dilution at different protein loadings. 
Arrow(s) indicates the optimal antibody protein concentration (linear phase) and antibody dilution (plateau) 
within the sample type. 
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ii) anti-GPC4 antibody (rabbit polyclonal, Proteintech, 13048-1-AP; 650μg/mL) 

Table S13.3 summarises the protein and antibody concentrations used when determining the 

linear range of the assay. A representative graphical plot for GD21 can be seen in Figure S13.8. 

Using the graphical plots at each timepoint a 1:1,000 (0.65μg/mL) antibody dilution was deemed 

optimal, with the following protein inputs/well GD21 and PD1 FC, 100μg/well; PD21 PFC 

50μg/well; PD35 and PD100 PFC 25μg/well.  

 

Supplementary Table S13.3. Selected concentrations for optimisation of the anti-GPC4 
antibody 

Sample type GD21 FC PD1 FC PD21 PFC PD35 PFC PD100 PFC 

Protein 
loading 
(μg/well) 

50 
100 
150 

50 
100 
150 

25 
50 
75 

25 
50 
75 

25 
50 
75 

Antibody 
dilution 

1:500 
1:1000 
1:2000 

1:500 
1:1000 
1:2000 

1:500 
1:1000 
1:2000 

1:500 
1:1000 
1:2000 

1:500 
1:1000 
1:2000 

 

 

 

Supplementary Figure S13.8. Representative graphical plots for the anti-GPC4 antibody 
optimisation 
Left: protein concentration at different antibody dilutions; Right: antibody dilution at different protein loading. 
Arrow indicates the optimal antibody protein concentration (linear phase) and antibody dilution (plateau) within 
the sample type. 
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iii) MBP and GPC4 double antibody probe and validation by negative control 

Given that MBP and GPC4 were enriched in the same cellular fraction (membrane), with similar 

optimal protein inputs, but very different molecular weights, 14-22kDa and 60-65kDa, 

respectively, it was determined they could be quantified from the same sample on a single 

Western blot using successive primary antibody incubations. To achieve this, it was first 

determined in what order to perform the primary antibody probes. For this, a standard Western 

blotting protocol was used (Chapter 3, Section 3.2.3.2) however, for each of the primary 

antibodies both the standard overnight incubation at 4°C or a 3h room temperature incubation 

was performed to assess which antibody might be compatible for use as a second primary 

antibody probe on day 2 of the standard protocol. The results from this optimisation are shown 

in Supplementary Figure S13.9. They show a clearer band for GPC4 following an overnight 

incubation at 4°C, but clearer bands for MBP following a 3h room temperature incubation. It was 

therefore determined that for the analysis of MBP and GPC4, the standard Western blotting 

protocol would be followed (Chapter 3, Section 3.2.3.2), with the anti-GPC4 antibody used as 

the first primary antibody probe (overnight, 4°C). However, following equilibration of the blot to 

room temperature on day 2, the blot was washed (4x5min standard washes) and a second 

primary antibody probe would be performed for 3h at room temperature using the anti-MBP 

antibody. This second primary antibody probe would be followed by 4x5min standard washes 

prior to the incubation of the blot with the reference antibody. 
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Supplementary Figure S13.9. Optimisation of anti-MBP and anti-GPC4 antibodies for different 
primary antibody probe conditions  
Western blot was run as per standard conditions (Chapter 3, Section 3.2.3.2) but primary antibody incubations 
were performed either using the standard overnight incubation at 4°C or a 3h room temperature incubation. 
50μg PD21 membrane (M) or cytosolic (C) lysate was loaded per well. 1:1,000 (0.65μg/mL) anti-GPC4 or 
1:5,000 (0.1μg/mL) anti-MBP primary antibody dilution was used.  
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Following this trial, a complete protocol was performed using the double antibody probe protocol 

(Supplementary Figure S13.10A). In addition, to determine the specificity of the observed 

immunoreactive banding pattern was due to the primary antibodies, a negative control was 

performed with omission of all primary and reference antibodies (Supplementary Figure 

S13.10B). This negative blot showed no immunoreactive bands were present, in contrast to the 

positive control, indicating that the observed immunogenic bands are a result of primary antibody 

binding.  

 

 

 

Supplementary Figure S13.10. anti-MBP and anti-GPC4 dual probe and negative control  

A. Positive control. membrane lysates were loaded as outlined in the optimisation. Western blot was run as 
per standard conditions (Chapter 3, Section 3.2.3.2) but primary antibody incubations were performed using first 
an overnight incubation at 4°C using 1:1,000 (0.65μg/mL) anti-GPC4 and then on day 2 a second primary 
antibody incubation was performed for 3h at room temperature using 1:5,000 (0.1μg/mL) anti-MBP. A 1:2,000 
(1μg/mL) ACTB (β-actin) dilution was used for the reference antibody incubation. Molecular weight ladder (kDa) 
is indicated on the left. 

B. Negative control. Membrane lysates were identical to those used for the positive control. Western blot 
was run as per standard conditions (Chapter 3, Section 3.2.3.2) but all primary antibodies were omitted. All other 
conditions were identical, including the addition of the secondary Li-Cor antibodies. Molecular weight ladder 
(kDa) is indicated on the left. 

. 
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iv) anti-DAB1 antibody (rabbit monoclonal [EP2248Y], ab68461; Abcam; 

0.205mg/mL) 

Table S13.4 summarises the protein and antibody concentrations used when determining the 

linear range of the assay. A representative graphical plot for PD100 can be seen in Figure 

S13.11. Using the graphical plots at each developmental age a 1:1,000 (0.205μg/mL) antibody 

dilution was deemed optimal, with the following protein inputs/well: GD21-PD1 FC, 50μg/well; 

PD21-100 PFC 75μg/well. 

Supplementary Table S13.4. Selected concentrations for optimisation of the anti-DAB1 
antibody 

Sample type GD21 FC PD1 FC PD21 PFC PD35 PFC PD100 PFC 

Protein 
loading 
(μg/well) 

25 
50 
75 

25 
50 
75 

50 
75 
100 

50 
75 
100 

50 
75 
100 

Antibody 
dilution 

1:500 
1:1000 
1:2000 

1:500 
1:1000 
1:2000 

1:500 
1:1000 
1:2000 

1:500 
1:1000 
1:2000 

1:500 
1:1000 
1:2000 

 

 

 

Supplementary Figure S13.11. Representative graphical plots for the anti-DAB1 antibody 
optimisation  
Left: protein concentration at different antibody dilutions; Right: antibody dilutions at different protein loadings. 
Arrow(s) indicates the optimal antibody protein concentration (linear phase) and antibody dilution (plateau) for 
this sample type. 

 

Following this optimisation, a complete protocol was performed using the optimised 

methodology (Supplementary Figure S13.12A). In addition, to determine the specificity of the 

observed immunoreactive banding pattern was due to the primary antibodies, a negative control 

was performed with omission of all primary and reference antibodies (Supplementary Figure 

S13.12B). This generated a negative blot with no immunoreactive bands present, in contrast to 

the positive control, indicating that the observed immunogenic bands are a result of the primary 

antibody binding.  
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Supplementary Figure S13.12. anti-DAB1 positive and negative control 

A. Positive control. Western blot was run as per standard conditions (Chapter 3, Section 3.2.3.2) using the 
optimised DAB1 conditions outlined above. Molecular weight ladder (kDa) is indicated on the left. GAPDH 
served as reference protein. 

B. Negative control. Identical cytosolic lysates used in the positive control. Western blot was run as per 
standard conditions (Chapter 3, Section 3.2.3.2) but all primary antibodies were omitted. All other conditions 
were identical, including the addition of the secondary Li-Cor antibodies. Molecular weight ladder (kDa) is 
indicated on the left. 
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3. Western blotting reference protein stability assessments 

Normalisation of target protein expression demanded the use of a stably expressed reference 

protein within each cellular fraction of interest. Given the findings from the mRNA reference 

gene stability panel (Appendix 3), the stability of the least (Actb, encoding β-actin/ACTB) and 

most (Gapdh, encoding GAPDH) stable reference genes were evaluated as proteins in both the 

cytosolic and membrane cellular fractions. For this, cytosolic or membrane fraction samples, 

inclusive of all sexes, developmental ages and treatment groups were randomly selected for a 

stability assessment (n=2/sex/treatment group/timepoint). 20μg protein lysate was loaded per 

well and the standard Western blotting protocol was followed (Chapter 3, Section 3.2.3.2), until 

drying of the membrane. After this, the blots were placed in 1XPBS and stored overnight at 4°C. 

The following day they were equilibrated to room temperature for 1h and then processed through 

two successive reference antibody probes, both for 2h at room temperature as per the standard 

protocol, with standard washes between the addition of each reference antibody. The first 

incubation was a 1:2,000 (1μg/mL) dilution of the anti-ACTB antibody (mouse monoclonal, 

Merck, Gillingham, UK, A2228; 2mg/mL), the second a 1:2,000 (0.5μg/mL) dilution of the anti-

GAPDH antibody (mouse monoclonal, Proteintech, Manchester, UK, 60004-1-Ig; 1mg/mL). The 

results from these experiments can be seen in Supplementary Figure S13.13.  

The optical density of each reference protein was assessed and averaged across each sample 

type to determine stability (Supplementary Figure S13.14). While ANOVA test statistics showed 

no significant difference between any of the groups, ACTB showed a greater variance within 

sample types (Figure 13.14). Hence, GAPDH expression appears the least impacted by age, 

group or sex across both membrane and cytosolic fractions. This reference antibody was hence 

selected for use to normalise target protein expression.  
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Supplementary Figure S13.13. Representative Western blot images for the assessment of 
reference protein stability  
Western blot was run as per standard conditions (Chapter 3, Section 3.2.3.2) until drying of the membrane. After 
this, the blots were placed in 1XPBS and stored overnight at 4°C. The following day they were equilibrated to 
room temperature for 1h and then processed through two successive reference antibody probes, both for 2h at 
room temperature as per the standard protocol, with standard washes between the addition of each reference 
antibody. The first incubation was a 1:2,000 (1μg/mL) dilution of the anti-ACTB antibody, the second a 1:2,000 
(0.5μg/mL) dilution of the anti-GAPDH antibody. Molecular weight ladder (kDa) is indicated on the left. All 
samples demonstrated an immunoreactive signal for both reference proteins. Abbreviations: M, Male; F, female; 
VEH, vehicle; PIC, poly(I:C); PD, postnatal day.  

 

 



 

424 
 

 

Supplementary Figure S13.14. Analysis of reference protein stability  
Immunoreactive signal measured as optical density (mean + SEM) for various cytosolic and membrane 
samples for ACTB and GAPDH expression. Group is indicated along the x-axis: G21, gestational day; P1-100, 
postnatal days 1-100; V/P, vehicle/poly(I:C) sample. n=2-3/sex/group/timepoint.  
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Appendix 14: IF/IHC supplementary methods 

Note protocols for: IBA1+ staining (Murray et al., 2019); PV+ and PNN+ staining (Jennifer 

Fletcher, verbal communication) followed pre-optimised methodology already performed in-

house. 

1. OLIG2+ and GFAP+ co-stain 

Anti-OLIG2 antibody (rabbit monoclonal [EPR2673] Abcam, ab109186; 131μg/mL) 
and anti-GFAP antibody (chicken polyclonal, Abcam, ab4674; 19.4mg/mL) co-stain 
(IF) 

As a co-stain was desired, primary antibodies were required from two different host-species. 

The suggested dilutions for the selected antibodies were 1:100 and 1:1,000-1:5,000 for OLIG2 

and GFAP, respectively. For the latter (anti-GFAP) the mid-range of 1:3,000 (6.5μg/mL) was 

selected, for the former (anti-OLIG2), the suggested dilution factor was unworkable given 

required sample numbers and antibody solution volume required. Alternatively, 1:1,000 

(0.131μg/mL) was selected, guided by previous literature using this antibody which suggested 

greater dilution was still effective. The standard IF protocol was followed (Chapter 5, Section 

5.2.1.2), using sodium citrate antigen retrieval as recommended by the manufacturer and a 

primary antibody incubation at 4°C.  

i) Antibody validation by staining pattern 

OLIG2 is a transcription factor isolated to the nucleus of oligodendrocytes (Emery and Lu, 2015) 

while GFAP stains astrocytic processes with a very distinctive pattern (Zhang et al., 2019b). The 

staining observed for the antibodies incubated individually produced a nuclear only stain by the 

anti-OLIG2, enriched in the white matter tracts (Figure S14.1A) and demonstrated the distinctive 

astrocytic stain of GFAP (Figure S14.1B). This validation demonstrated that the antibodies were 

effective in staining the cells of interest. Next, the two antibodies were tested for their staining 

pattern when combined during the primary antibody incubation step. This resulted in identical 

staining patterns to that observed when they had been incubated individually (Figure S14.1C). 

The co-stain protocol was hence deemed effective as there was no cross-reactivity between the 

two primary antibodies.  

ii) Negative controls 

For a final validation of the specificity of the two antibodies, two negative controls were 

performed: the first excluded the primary antibodies from the solution (Figure S14.2A) and the 

second included matched species immunoglobulin diluted to the same concentration of the 

relevant primary antibody (Figure S14.2B). This included: rabbit IgG control antibody (Vector 

Labs, London, UK, I-1000-5) and normal chicken IgY control antibody (Chemicon, London, UK, 

AC146). This resulted in no visible staining in either negative control, supporting the specificity 

of the staining pattern for the primary antibodies.  
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Supplementary Figure S14.1. Validation of IF staining patterns 
A. OLIG2+ stain only; B. GFAP+ stain only; C. OLIG2+ and GFAP+ co-stain. The standard IF protocol was 
followed (Chapter 5, Section 5.2.1.2), using sodium citrate antigen retrieval as recommended by the 
manufacturer and an overnight primary antibody incubation at 4°C, with DAPI in the mounting medium. Arrows 
indicate the increased density of OLIG2+ staining in the white matter tracts.  

 

Supplementary Figure S14.2. IF co-stain negative control 
A. No primary antibody control (DAPI in the mounting medium); B. Primary antibody species-specific IgG control: 
0.13μg/mL rabbit IgG and 6.5μg/mL chicken IgY; The standard IF protocol was followed (Chapter 5, Section 
5.2.1.2), using sodium citrate antigen retrieval as recommended by the manufacturer and an overnight 
incubation at 4°C.  

 

iii) Optimisation of incubation conditions 

Given that the anti-OLIG2 antibody was required to be diluted to a much lower concentration 

than recommended, the primary antibody incubation time was extended from the standard 24h 

to 48h to aid in antibody binding. This improved the clarity of the staining for both OLIG2+ and 

GFAP+ (Figure S14.3) and hence the primary antibody incubation was extended to 48h for this 

IF co-stain protocol.  

A B C 

200μm 200μm 200μm 

A B 

100μm 100μm 
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Filter 24h, 4°C 48h, 4°C 

DAPI 

  

OLIG2 

  

GFAP 

  

Merge 

  

Supplementary Figure S14.3. Optimisation of IF primary antibody incubation 
Summary figure of antibody optimisations for primary antibodies used for IF. Images show the staining for a 24h 
(Left) and 48h (Right) incubation at 4°C. The colours show the following stain: DAPI, blue; OLIG2, pink; GFAP, 
green.  
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2. NG2+ stain 

Anti-NG2 antibody (rabbit polyclonal, Chemicon, AB5320; 1mg/mL) 

While OLIG2 and GFAP were used to quantify oligodendrocytes and astrocytes, respectively, 

OLIG2 is a marker for the entire oligodendrocyte line, inclusive of OPCs (Valério-Gomes et al., 

2018). Hence, it was decided that OPCs, the only retained glial progenitor in the adult CNS, 

would be quantified by NG2+ staining (Dawson et al., 2003; Kuhn et al., 2019) to obtain a ratio 

of immature:mature oligodendrocytes.  

i) IF 

The selected antibody was chosen for being well cited and raised against the rat NG2 protein. 

It was recommended to be used at a 1:200 (5μg/mL) dilution for IHC. However as this was not 

feasible for sample numbers, both a 1:500 (2μg/mL) and 1:1,000 (1μg/mL) dilution was tested. 

IF was initially selected to align with the comparative OLIG2 stain, using the standard protocol 

(Chapter 5, Section 5.2.1.2) and a 48h primary antibody incubation. As no antigen retrieval 

method was specifically recommended by the manufacturer both sodium citrate and Tris-EDTA 

methodology were trialled (Figure S14.4). As with OLIG2, the secondary florescent antibody 

was goat anti-rabbit IgG H&L Alexa Fluor® 594 (Abcam, ab150080; Lot GR3373513) using the 

standard 1:1,000 dilution.  

The 1:500 primary antibody dilution showed a staining pattern similar to that expected for OPC 

(Figure S14.4A&B), however the staining pattern was nearly non-detectable at a 1:1,000 primary 

antibody dilution (Figure S14.4C&D). Antigen retrieval was also found to impact on staining 

quality. Tris-EDTA antigen retrieval produced notable lower background staining (Figure 

S14.4B&D) than observed for sodium citrate (Figure S14.4A&C). Nonetheless, this high 

background signal was still present even with use of Tris-EDTA buffer, making accurate cell 

counting challenging. Increasing the protein block time and serum concentration did not reduce 

background (data not shown). 

ii) IHC 

Given the high background observed with IF, IHC was trialled as an alternative staining method. 

Using the standard IHC methodology (Chapter 5, Section 5.2.1.3) and optimal methodological 

factors identified during IF optimisation: a 48h primary antibody incubation, a 1:500 primary 

antibody dilution and Tris-EDTA buffer antigen retrieval. IHC was found to reduce the 

background signal and enable identification of individual cell bodies more clearly (Figure 

S14.5A). As with the IF co-stain, to confirm the specificity of the stain, two negative controls 

were performed; the first excluded the primary antibody from the solution (Figure S14.5B) and 

the second included matched species IgG (rabbit IgG control antibody (Vector Labs London, 

UK, I-1000-5)) diluted to the same concentration (2μg/mL) of the primary antibody (Figure 

S14.5C). This resulted in no visible staining of the tissue in either case. 
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Supplementary Figure S14.4. NG2+ IF optimisation  
A. 1:500 primary antibody dilution, sodium citrate buffer antigen retrieval; B. 1:500 primary antibody dilution, 
Tris-EDTA buffer antigen retrieval; C. 1:1,000 primary antibody dilution, sodium citrate buffer antigen retrieval; 
D. 1:1,000 primary antibody incubation, Tris-EDTA buffer antigen retrieval.  

 

 

Supplementary Figure S14.5. NG2+ IHC optimisation  
Standard IHC protocol was followed with a 48h primary antibody/control incubation, 1:500 (2μg/mL) primary 
antibody dilution and Tris-EDTA buffer antigen retrieval. A. Primary antibody. B. No primary antibody control. 
C. Rabbit IgG control (2μg/mL).  
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3. Positive and negative controls for IBA1+, PV+ and WFA+ stains  

 

i) anti-IBA1 antibody (goat polyclonal, Abcam, ab5076; 0.5mg/mL) 

This stain was performed using a protocol pre-optimised in-house previously (Murray et al., 

2019; Chapter 5, Section 5.2.1.3), with a 1:2,000 primary antibody dilution (0.25μg/mL) for 24h 

at 4°C. As per the pre-optimised methodology this resulted in a staining pattern expected for 

IBA1+ microglial cells (Figure S14.6A). However, to confirm the stain was effective in the tissue 

samples used in this study, the standard two negative controls were still performed: the first 

excluded the primary antibody from the solution (Figure S14.6B) and the second included 

matched species IgG (goat IgG control antibody (Vector Labs, London, UK, I-5000-5)) diluted 

to the same concentration (0.25μg/mL) as the primary antibody (Figure S14.6C). This resulted 

in no visible staining of the tissue in either case. 

 

Supplementary Figure S14.6. IBA1+ IHC validation 
Standard IHC protocol was followed with a 24 h primary antibody/control incubation, 1:2,000 (0.25μg/mL) 
primary antibody dilution and sodium citrate buffer antigen retrieval. A. Primary antibody. B. No primary antibody 
control. C. Rabbit IgG control (0.25μg/mL).  
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ii) anti-PV antibody (mouse monoclonal, Swant, 235; 1mg/mL) 

This stain was performed using a protocol pre-optimised in-house previously (Jennifer Fletcher, 

verbal communication; Chapter 6, Section 6.2.1), with a 1:5,000 primary antibody dilution 

(0.2μg/mL) for 24h at 4°C. As per the pre-optimised methodology this resulted in a staining 

pattern expected for PV+ cells (Figure S14.7A). However, to confirm the stain was effective in 

the tissue samples used in this study, the standard two negative controls were still performed: 

the first excluded the primary antibody (Figure S14.7B) and the second included matched 

species IgG (mouse IgG control antibody, I-2000-1; Vector Labs, London, UK) diluted to the 

same concentration (0.2μg/mL) as the primary antibody (Figure S14.7C). This resulted in no 

visible staining of the tissue in either case. 

 

 

Supplementary Figure S14.7. PV+ IHC validation 
Standard IHC protocol was followed with a 24h primary antibody/control incubation, 1:5,000 (0.2μg/mL) primary 
antibody dilution and sodium citrate buffer antigen retrieval. A. Primary antibody. B. No primary antibody control. 
C. Mouse IgG control (0.2μg/mL).  
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iii) WFA (Wisteria Floribunda Lectin (WFA, WFL), Biotinylated (B-1355-2, Vector 

Labs, 2mg/mL) 

This stain was performed using a protocol pre-optimised in-house previously (Jennifer Fletcher, 

verbal communication; Chapter 6, Section 6.2.1), with a 1:1,000 dilution (2μg/mL) for 12h at 

4°C. As per the pre-optimised methodology this resulted in a staining pattern expected for PNN 

structures (Figure S14.7A). However, to confirm the stain was effective in the tissue samples 

used in this study, a standard negative control was still performed by excluding the lectin from 

the solution (Figure S14.7B). This resulted in no visible staining of the tissue. 

 

 

Supplementary Figure S14.8. WFA+ IHC validation 
A. Positive lectin incubation. B. No lectin negative control. Standard IHC protocol was followed with a 12h 
primary lectin/control incubation, 1:1,000 (2μg/mL) dilution and sodium citrate buffer antigen retrieval. 
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