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Resumo

O aumento da capacidade fotovoltaica mundial leva à necessidade de métodos de deteção de fal-
has fiáveis para se minimizarem perdas financeiras devido a paragens de produção. Tais métodos
recorrem a técnicas avançadas de monitorização e diagnóstico para identificar situações que pos-
sam levar à diminuição da produção energética ou à falha de sistema, tais como painéis ou outros
componentes defeituosos/degradados. Caso haja detetação e resolução de falhas rapidamente, os
operadores minimizam o tempo de inatividade do sistema, permitindo gerir os recursos de forma
mais eficiente e otimizar esforços de manutenção. Com a expansão do sector das energias ren-
ováveis, o desenvolvimento e melhoria contínuos nas técnicas de deteção de falhas são cruciais
para manter a eficiência e a rentabilidade das centrais fotovoltaicas.

Neste trabalho faz-se uma avaliação exaustiva do estado atual das ferramentas de deteção de
falhas em sistemas fotovoltaicos (PV). Tenciona-se compreender o funcionamento destas ferra-
mentas e identificar quais os seus pontos fortes e limitações. Com base na revisão bibliográfica,
reconhece-se que as técnicas de aprendizagem computacional são a base dos algoritmos mais
avançados de deteção e classificação de falhas. Reconhece-se também a natureza multidisciplinar
deste domínio, com contributos da teoria de grafos, processamento de sinal, aprendizagem pro-
funda e até de áreas emergentes como a aprendizagem computacional quântica. Ao explorar
as diferentes abordagens, relata-se os avanços na deteção de falhas para sistemas fotovoltaicos,
traçando o caminho para novas formulações e melhorias nesta área de investigação.

Partindo da base de conhecimento adquirida, propõe-se uma nova abordagem para deteção de
anomalias, baseada num paradigma divergente à literatura. CellTAN (Cellular Time Activations
Networks) é uma estrutura assíncrona e distribuída que usa as relações entre células para avaliar
o seu estado e identificar anomalias. Mantém a privacidade de dados, permite cooperação entre
componentes sem normalização de dados e operação independente. As funcionalidades desta
ferramenta transcendem a sua aplicação além dos sistemas fotovoltaicos, servindo como uma base
para todo o género de deteção de anomalias em sistemas dinâmicos. Testa-se esta abordagem com
dados de um parque fotovoltaico de grande escala (amostra de dois inversores e um satélite) para
validar a sua capacidade de deteção de anomalias e algumas situações específicas.

A nova abordagem demonstra resultados promissores, com identificação de anomalias no in-
versores baseada apenas nas relações celulares e cenários de perda de desempenho mapeados.
A sua eficácia é significativa, uma vez que não depende de informações específicas do sistema
nem quebra a privacidade dos dados, permitindo a sua aplicação a diversos tipos de componentes
com diferentes donos. Estas caraterísticas tornam tal abordagem mais versátil e aplicável a qual-
quer sistema assente em séries temporais, aumentando o seu potencial impacto noutros ramos de
conhecimento. Ao demonstrar a sua eficácia na deteção de anomalias e ao acomodar várias con-
figurações do sistema, esta ferramenta oferece uma solução de valor acrescido para a deteção de
falhas em diversos contextos, tais como em parques eólicos, na rede eléctrica ou outros sistemas
físicos.

Palavras chave: deteção de anomalia, rede celular, deteção de falha, sistema fotovoltaico
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Abstract

The rise of global photovoltaic capacity has increased the need for reliable fault detection methods
to minimize economic losses caused by downtime. These methods utilize advanced monitoring
and diagnostic techniques to identify situations that can lead to decreased power generation or
system failure, such as faulty/degraded panels or other components. By swiftly detecting and
addressing faults, operators can minimize downtime, allocate resources efficiently, and optimize
maintenance efforts. As the renewable energy sector expands, ongoing development and improve-
ment of fault detection techniques are crucial for maintaining the efficiency and profitability of
utility-scale photovoltaic power plants.

This work thoroughly evaluates fault detection tools’ current status in photovoltaic (PV) sys-
tems. The goals are to understand how these tools work and identify their strengths and limita-
tions. Based on the literature review, it is recognizable that machine learning techniques are the
foundation of state-of-the-art fault detection and classification algorithms. However, it also shows
the multidisciplinary nature of this field, with contributions from graph theory, signal processing,
deep learning, and even emerging areas like quantum machine learning. Exploring these different
approaches provides valuable insights into the advancements in fault detection for PV systems,
opening doors for further developments and improvements in this research area.

Stemming from the acquired knowledge base, this work proposes a novel approach to tackle
anomaly detection based on a diverging paradigm from what is seen in the literature. CellTAN
(Cellular Time Activations Networks) is an asynchronous and distributed framework that leverages
cell relationships to assess their state and identify anomalies. It boasts data privacy, component co-
operation without data normalization, and independent operation. The capabilities introduced by
this tool go beyond its application for PV systems, and it serves as a framework for anomaly detec-
tion in dynamic systems. It’s tested against industrial-scale PV farm data (samples of two inverters
and satellite) to validate anomaly detection capability and correctly assess specific situations.

The proposed approach yields promising results in identifying inverter anomalies based on
their cell relationship and mapped underperformance scenarios. Its effectiveness is significant as
it does not rely on specific system information nor breaks data privacy, enabling its application to
diverse components from different stakeholders. This characteristic makes it versatile and applica-
ble to any time-series system, increasing its potential impact on other fields. By demonstrating its
efficacy in detecting anomalies and accommodating various system configurations, this tool offers
a valuable solution for fault detection in diverse contexts, such as wind farms, the electrical grid,
or other physical systems.

Keywords: anomaly detection, cell network, fault detection, photovoltaic system
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Chapter 1

Introduction

The XXI century marked a significant shift in the world’s perception of energy resources as the

desire to power modern societies with renewable energy sources grew. The need to reduce de-

pendency on fossil fuels, mitigate the effects of global warming, and slow climate change drove

this transition. Renewable energy sources offer a range of benefits, including reduced greenhouse

gas emissions, better air quality and energy security. Solar photovoltaic (PV) energy is a desirable

renewable source due to its abundance, accessibility, and environmental benefits. While solar PV

energy has proven to be both cost-efficient and environmentally friendly, it also comes with un-

precedented challenges, such as its intermittent nature, low electrical inertia, complex forecasting,

and geographic-dependent operating conditions. Despite these challenges, recent reports [1] show

that the economic benefits of investing in renewable energy outweigh the complications, as there

is an increasing global investment trend in these sources.

The general construction of PV farms, particularly on the utility scale, has led to a need for

effective maintenance and monitoring to ensure maximum efficiency and operational reliability.

Towards this, operators use various algorithms and routines to monitor PV farms’ state and identify

any potential issues that may arise. Fault detection is crucial to this process, allowing PV farm

operators to identify and address problems quickly. Detecting faults and identifying the necessary

steps can prevent or minimize downtime and ensure optimal performance. Given the importance

of maintaining high levels of operation, knowing if action is needed to restore or fix components

from an anomalous scenario is desirable for reducing investment risk and maximizing profits.

Integrating intermittent energy resources into modern electric grids has led to stricter connec-

tion requirements to ensure safe grid operating conditions. As a result, companies that own or plan

to build PV farms must comply with these requirements and have adequate power electronics and

monitoring/control capabilities. Failure to meet these prerequisites can result in sanctions or fines

for the responsible party and potential impacts on system availability, asset value, and disturbance

propagation to the grid. Companies may implement fault detection and state estimation tools to

minimize these risks and maximize their assets’ value. These tools allow for the early detection

and resolution of potential issues and can prevent or reduce downtime. The need to create or

improve existing fault detection and state estimation tools, and the search for the most effective

1



2 Introduction

methodologies for addressing these issues, drive research in this field.

1.1 Investigation Questions

Having laid the basis for why there must be system behavior assessment in utility-scale PV plants,

it is necessary to understand what business concepts are crucial to this field. In the course of this

work, the presented topics will go over the following questions:

• What components mostly fail in PV power systems?

• What is the average frequency of faults?

• What fault detection/state estimation tools exist for PV power systems?

• What are the most successful ones?

• What is their structure? Are they mostly centralized or decentralized?

• What are their computational costs/efficiency?

• What is the expected magnitude of precision and confidence?

• What are their implementation difficulties?

1.2 Objectives

With these questions uncovered, the main objective is to adapt or design a novel algorithm/ap-

proach to fault detection. However, this can be split into finer goals:

• Identify and study existing fault detection tools for PV power systems.

• Develop a new approach to anomaly detection.

• Apply and test the new tool in real case study PV assets.

• Validate the developed methodology.

Before reviewing state-of-the-art fault detection tools, there is a need to understand the types of

failures in PV systems: find which components usually fail, which ones fail more often, and how

often. For this, it is necessary to understand such components’ physical and electrical properties

and the modeling techniques used to characterize them. There will be an assessment of utility-

scale power plant architecture through literature, alongside the detection objective of state-of-

the-art fault detection tools applied in this field. Then, an extensive analysis and review of what

tools have been designed and used in this field. In this step, the literature study is necessary to

understand the tool’s scope, ease of implementation, and if the data sets available for this work are

compatible with the proposed algorithms.
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There is a desire that, in the end, the developed work helps achieve an improved method

for fault detection in PV power systems, resulting in a production-ready software application agile

enough to deploy for multiple PV assets. The algorithm’s intended to specialize in data cohesion as

a means of anomaly inference, allowing asynchronous and self-healing data transfers between the

considered components. It should result in an approach capable of generalization and application

to other systems.

1.3 Document Structure

This work delves into PV technology and the literature on fault detection algorithms in Chapter 2,

laying the theoretical foundation. The innovative approach, Cellular Time Activation Networks,

is thoroughly explained in Chapter 3, covering its fundamentals, algorithms, and implementation.

We then present a case study in Chapter 4, showcasing data analysis and results that validate

the methodology. Finally, Chapter 4 provides conclusions on this approach, a review of research

questions and objectives met, and references to future work.

1.4 Academic and Industrial Setting

The present work unrolls at Faculdade de Engenharia da Universidade do Porto by a student who

is also an employee of Enlitia [2]. Therefore, there is a consideration of academic and industrial

standards during the development of the tool. One of the employer’s requirements is to formulate

it in the Python programming language [3], and it intends to implement this methodology for

clients’ PV asset portfolios.

Having the possibility of working with a company that provides artificial intelligence solu-

tions for energy systems, there is ample availability of PV asset data from various clients, mainly

from the Iberian Peninsula and other European countries. There will be a need to gather infor-

mation from assets with historical significance and with the presence of faults., which were quite

accessible. Although Enlitia leases PV asset data for this work, its source is not disclosed.
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Chapter 2

Fault detection in Utility Scale
Photovoltaic Plants

2.1 Utility-Scale Photovoltaic System’s Architecture

Utility-scale photovoltaic power plants are large-scale systems connected to the electrical grid,

having installed capacities ranging from kilowatts peak (kWp) to megawatts peak (MWp). These

systems typically consist of many PV panels interconnected through power electronics to aggre-

gate and inject power into the grid. The number and type of components in a PV power plant

depend on the plant’s scale and topology, with different configurations possible for large-scale ap-

plications, including central inverters, string inverters, and multi-string inverters [4]. The physical

installation of PV modules can include solar tracking apparatuses, such as single and dual-axis

trackers [5], which add to system complexity and change production behavior. Understanding the

architecture and components of PV power plants is vital for designing, operating, and maintaining

these systems, as it helps optimize their performance and reliability.

Figure 2.1 presents a typical utility-scale PV plant architecture using the central inverter (or

possibly multi-string inverter) configuration. Noticeably, many system components may fail in

one or more ways, so monitoring and fault detection algorithms are essential to maintain state

estimation. The main subsystems considered for anomaly detection are the following:

• Solar photovoltaic panels (with or without bypass diodes).

• Tracking mount.

• Electrical cabling.

• Inverter(s) (mostly with Max Power Point Trackers).

• AC Transformer(s).

• Protection components (circuit breakers, fuses, surge protectors, etc.)

5
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Figure 2.1: Representation of utility-scale PV plant components and some possible faults.

These components have specific variables, such as voltage and current, that can help determine

their operation states. Given that the utility grids (and the associated electricity market) integrate
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large-scale PV assets, some of the before-mentioned components require constant monitoring and

control, achieved with adequate embedded systems and sensor infrastructure [6]. Since monitor-

ing utility-scale PV assets relies on the investment and technologies employed, researchers must

consider data availability when developing data-driven algorithms. Thanks to the continuous ad-

vancements in communication technologies, namely in IoT (Internet Of Things), data acquisition

is becoming faster, more reliable, and more precise. Not only is this fundamental for real-time

asset assessment, but it also allows better training of fault detection algorithms. However, on the

industrial scale (in the order of MWp production), having sensors embedded in every PV module

comes with a high economic cost. Inverters are the components that usually possess monitoring

capabilities, though the grid-tie connection should also employ sensors. Consequently, these are

the primary sources of information on utility-scale PV plants, usually with accurante and reliable

data acquisition.

Meteorology
Data
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External Cloud Source

SCADA

DC

AC

Inverter(s)

Grid connection

Transformer

PV Asset Control Center



System


Manager
ServerPV Array(s)

Irradiance,

Cloud coverage,


Wind speed,

Ambient temperature

Figure 2.2: Typical data flow of utility-scale PV power plants.

Figure 2.2 represents a simplified data flow representation of a grid-tied PV system’s most

commonly available state variables, with most of them suggested by the IEC 61724 standard [7].

An external meteorological data source is defined since the PV system manager usually needs

climate information for (at least) forecasting purposes. The typical ranges of data acquisition

periods in utility-scale PV assets are within 10 to 60 minutes.

2.2 Faults in Photovoltaic Systems

Several types of faults can occur in utility-scale PV power plants, which impact the performance

and reliability of the system negatively. Unfortunately, some are very challenging to detect and

protect the electrical installation against, requiring sophisticated algorithms for their identification
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[8]. Besides the economical price, their occurrence may even cause safety hazards, such as fires

[9], thus the urgency in detecting or preventing these events early.

According to [8], these faults can fit into three categories: electrical, mechanical, and environ-

mental. Electrical malfunctions include short circuits, open circuits, and inverter failure, affecting

the PV panels’ power output and the system’s overall efficiency. Mechanical faults include broken

panels, damaged cables, and defective inverters, which can lead to system downtime and reduced

performance (although not mentioned, solar tracker failures could also belong in this category).

Environmental faults include extreme weather events, such as hail or strong winds, which can

damage the PV panels and other components [10].

The authors in [11] cover a comprehensive review of most types of faults studied in the ambit

of detection and classification algorithms. However, authors in [12] have a more succinct fault

categorization that better fits this work’s scope. They categorize all the major PV system faults

into either DC-side or AC-side. Figure 2.3 represents this detailed categorization with a tree-like

structure.

Although also prone to failure, most literature on fault detection and classification for photo-

voltaic systems does not encompass solar tracking faults: most studies cover fixed PV systems.

The supervision and assessment of these subsystems’ correct functioning can be sensor-based [13]

or image-based. Some authors developed fault detection methods for these apparatuses [14], using

image processing on aerial photography to determine modules’ slopes. This category of failures

should be better supported when developing electrical data-driven algorithms since they can sig-

nificantly affect the system’s efficiency.

Throughout the literature [15], some of the most noted faults in the context of fault detection

are:

• Shading: partial coverage of a PV array or module, temporary or not. It might result in a

Hot Spot fault.

• Soiling: dirt accumulation, blocking sunlight from reaching PV Cells. It might also result

in a Hot Spot fault.

• Short circuit: either line-line or line-ground.

• Open circuit: connection breakage between modules.

• DC arc fault: electricity plasma arc formed on broken connections.

According to a 2017 survey conducted on five utility-scale PV plants in Italy [16], the authors

observed failure rates from <1% to 3% in the majority of plants and 81.8% in the worst scenario.

The high failure rate of the latter had a demonstrated cause that originated from manufacturing

mistakes: snail trails. Besides this phenomenon, hot spot faults and bypass diode faults/discon-

nections were among the most common.

Alongside manufacturing failures, installation, planning, and other external effects can be the

root cause for many of the presented faults [17].
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Image source and copyright: [8].

Figure 2.3: "Failures in grid-connected PV systems."

Having the distribution of fault types from real-life scenarios is quite helpful for formulating

fault detection algorithms. It allows for better generation/selection of training data and class de-

cisions. In Figure 2.4, it is possible to observe the failure type distribution for 24.254 inspected

modules. Soiling, shading, and mechanically related failures were not as prominent, with only a

group share of around 6%. It is relevant to note that discoloration represents almost a quarter of

all faults.

Although the study had a limited geographic scope, with only a few power plants diagnosed,

it allows for a more realistic view of the common scenarios encountered in typical operational

ground-mounted utility-scale PV power plants.

Due to the difficulty of classifying some of these faults, given their similarity on the consequent

effect in the system, it will be seen in further sections that most fault detection algorithms only

endeavor to classify between two to five types of reviewed faults.
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Image source and copyright: [16].

Figure 2.4: "Circle chart related to the module defects in the 5 plants (over the total number of
failures)."

2.3 Modeling photovoltaic’s physical/electrical behavior

Photovoltaic cells are the fundamental components of photovoltaic panels. They are made from

semiconductor materials like silicon and absorb photons that generate electric current. Their elec-

trical behavior is characterizable using the current-voltage (I-V) equation 2.1. This equation,

which represents a fundamental relationship governing the operation of PV cells, can be used

to predict their performance under various operating conditions, such as differing solar irradiance

and temperatures.

I = Iph − Id × (e
q×(Vpv+Ipv×Rs)

n×k×T −1)−
Vpv + Ipv ×Rs

Rp
(2.1)

Iph (A) is the light-generated current; I0 (A) is the reverse saturation current; Vpv is the module’s

terminal voltage; Ipv is the module’s output current; Rs (Ω) is the series resistance; Rp (Ω) is the

shunt resistance; n (adimensional) is the diode ideality factor; k (J/K) is the Boltzman constant; T

(K) is the cell temperature; q (C) is the electron charge;

For state estimation, it is crucial to accurately model PV modules’ performance from the DC

side of power converters. This information is vital for designing and optimizing PV power sys-

tems, as it enables predicting PV module performance under different conditions, as mentioned

before. Accurate PV models are also essential for state estimation and fault detection, as they

provide critical information about their health and performance, allowing for early identification

of potential issues. Moreover, they can be used to optimize the control and operation of PV power

systems, improving their efficiency and reliability [15].

Physical and empirical models broadly categorize the several state-of-the-art methods for mod-

eling photovoltaic modules [15]. Physical models lie on the fundamental physical principles

governing PV modules’ operation. They typically require detailed knowledge of the PV mod-

ule’s electrical and optical properties, such as its current-voltage (I-V) characteristics, spectral
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response, and temperature dependence. These models can accurately predict the PV module’s

performance under diverse operating conditions, but they may be complex and computationally

intensive to implement [18]. On the other hand, empirical models are based on experimental data

and are typically more straightforward to implement. However, they may not be as accurate as

physical models, especially under conditions that differ significantly from those used to generate

the experimental data (usually STC) [15]. Some examples of state-of-the-art physical models for

PV modules include the single-diode model (the five-parameter model) and the two-diode model

[19]. In contrast, one of the most used state-of-the-art empirical models is the Sandia model [15].

Choosing a modeling method depends on the specific application and required level of accuracy

and complexity; in some cases, there can be a combination of physical and empirical models.

In the case of utility-scale PV systems, detailed knowledge of the module’s electrical and opti-

cal properties of empirical data may be limited, and building a model is only possible by recurring

to datasheet information. A complex model that requires detailed information may not be feasi-

ble in such cases, and a simpler model that relies on fewer input parameters is more appropriate.

Given the excellent trade-off between complexity and accuracy, the single-diode model suits this

use case.

2.3.1 The five-parameter model

Figure 2.5 presents the single-diode model representation of the photovoltaic module. According

to the five-parameter model, the unknown parameters are determined by fitting the model to exper-

imental or datasheet data. The single-diode model can predict the PV module’s performance under

various operating conditions while maintaining reasonable accuracy. However, remembering that

the single-diode model is a simplified representation of the PV module, it will have poor accuracy

under certain situations compared to the more representative two-diode model [19].

+

-

Figure 2.5: Single-diode model for photovoltaic modules.

2.4 Literature on Fault Detection and Classification for Photovoltaic
Systems

The parent field of fault detection is anomaly detection (also known as outlier detection), a highly

studied subject in the scope of statistics [20], applied in many scientific areas. Classification is also

well-studied in this field, with applications in numerous scientific contexts, from medical diagnosis
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to airport safety [21]. Consequently, adaptations of generic tools and ad hoc methodologies have

originated to aid in solving fault detection and classification problems in photovoltaics.

According to [6], the tools dedicated to PV fault detection mostly come from mathemati-

cal/statistical methodologies, machine learning , and deep learning applications. Regarding the

three general problem-solving principles mentioned before, machine learning and deep learn-

ing are the most popular and successful ones for recent applications that ought to solve com-

plex problems. However, this categorization needs to be revised, with contemporary literature

suggesting many developed methodologies from different backgrounds, thoroughly reviewed in

[11] and [12]. In [11], the authors consider two principal fault detection and classification al-

gorithm branches: image-based and electrical-based (e.g. I-V Curve [22][23][24], Power loss

[25][26][27][28][29]), while [12] also distinguishes numerical-based techniques (encompassing

machine learning [30][31][32], fuzzy logic [33][34][35], and statistical [36][37][38]). Image-

based refers to aerial or visual capture of the PV array by photography and thermal imaging,

commonly used along with artificial intelligence algorithms for assessing the photovoltaic mod-

ule’s physical state. Although the contribution and importance of such methods are appreciable,

this work will mainly focus on the electrical-based and numerical-based ones, as we will propose

a methodology bound to this type of data.

Categorizing methodologies becomes fuzzy, considering that some literature mixes physical

behavior models with machine learning, statistics, and signal processing. Figure 2.6 is an attempt

to present a structure inspired by the review made by [11], [12], and this work, with a focus on

the techniques more relevant for our scope. Hybrid models are ubiquitous since combining robust

statistical, signal processing, ML, or DL models and PV’s electrical characterization can achieve

remarkable results. We conclude that various technique combinations create mixed categories of

algorithms.

Numerical-basedElectrical-based

Artificial Inteligence

Machine Learning Deep Learning

I-V characteristic
analysis

Current and Voltage
measurement

analysis
Statistical Signal Processing

Graph filter classifier

KNN ANN

CNN RBFNN DNN

Distance Based
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SVMDTRF
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Figure 2.6: Representation of some of the methodologies employed in fault detection for PV
systems.

Deciding which methodologies to revise is necessary to avoid wandering in the literature. The
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developed tool in this work must meet certain real-life constraints, such as data availability, fre-

quency, accuracy, PV system configuration, and context. Therefore, we consider each methodol-

ogy’s potential (qualitative) as the proposed algorithms’ adaptability to the same expected restric-

tions. This evaluation process confines the methodology review to emphasize the ones thought to

be most capable of implementation in a real scenario. Therefore, the following sections will not

cover an extensive literature review; we do not intend to repeat the works of [11] and [12], only

presenting interesting or adequate methodologies related to this work’s scope.

2.4.1 Statistical and Signal Processing Algorithms

Statistical methodologies look into historical data to find the characteristics of how samples relate

to the population (interpolation). These methodologies yield good results in case studies of PV

farms that have been logging data for a considerable time, suffering in the cases that do not.

Therefore, they are limited in that it is required to have curated data sets of historical significance

for relevant features of the studied systems.

The literature on fault detection algorithms based on statistical and signal processing is mostly

quite dated ([39], [40], [41]), given that more recent machine learning methods have become

increasingly attractive in this matter. Nonetheless, researchers use anomaly (or outlier) detec-

tion statistical algorithms for fault detection in PV systems by identifying unusual patterns or

deviations from normal behavior in the new measurements from the PV system. Distance-based

methods may be adequate, such as the Euclidean, Mahalanobis, and MCD-based distances [15].

Although simple, these techniques might only work for detecting outliers in the context of PV

systems if they are scale-invariant (due to the different magnitude in the system’s state variables)

and resilient to outlier contamination (which only MCD-based distance is capable of). In [41],

the authors applied Analysis of Variance (ANOVA) and Kruskal-Wallis test for inverter failure

detection, with the only downside of only being able to identify outliers in a sub-array resolution,

i.e., not for specific string or module failures.

Some algorithms consider incoming data from PV systems as signals, allowing the adaptation

of signal processing theory to develop ad hoc algorithms. Coming up with a relatively simple

algorithm, the authors in [42] propose a power-based fault detection method that only requires

delayed samples of the PV array’s power output and a threshold. It reasons that since the power

output of PV systems cannot vary beyond a given point, considering a very short-term period

(milliseconds), significant perturbations in this variable can be associated with faults. Although

the simplicity and ease of implementation, it is clear that the success of this method requires

feeding the algorithm with relatively high-frequency data, which would only be feasible on-site

(and with specialized monitoring equipment).

In [43], the authors successfully formulated a graph signal processing algorithm for fault clas-

sification that yields increasingly better results when there is a considerable amount of labeled

data, although its training is semi-supervised. The results outperformed other standard machine

learning methods for the same training data, given 30% or more of labeled data. On another

note, the data utilized came from the PVWatts [44] dataset, and the PV system is on a small scale



14 Fault detection in Utility Scale Photovoltaic Plants

(ASU testing facility [45]) possessing a monitoring density and capability that can be considered

irrealistic for utility-scale. This same data source is present in many other reviewed works.

The authors in [46] displayed another excellent use for graph theory, although not specifically

for fault detection: they implemented a consensus-based distributed approach to minimize the

impact of noise in acquired data from the PV array. By formulating a data propagation algorithm

that resulted in measurement convergence, they achieved higher accuracy for state estimation.

With both graph theory-based algorithm proposals, this field sparks interest in its usage for the

upcoming formulated methodology, given that it would be desirable to achieve an algorithm that

features fault detection alongside data consensus.

2.4.2 Machine Learning Algorithms

Machine learning is the trending way of solving increasingly complex and nonlinear problems, as

neural networks (or other learning structures) can better model complex, non-trivial, and nonlinear

relations between data. Still, they are as good as the training data, with many designs requiring a

lot of representative learning examples to achieve good results. Their output can also be very ob-

fuscated (depending on the technique), meaning that many methods do not allow a direct interpre-

tation of the relationship between inputs and outputs. This "black-box" characteristic, specifically

of neural networks, is considered a disadvantage. Besides, extrapolating data remains a challenge

when classically using these structures. Still, they have immense applications for PV systems,

from MPP (Max Power Point) estimation to power forecasting, soiling, and fault prediction.

In [47], the authors utilize an ANN to classify short circuit and hot spot faults. This algo-

rithm achieved an outstanding 98.4% classification accuracy, yet the data originated from Mat-

Lab/Simulink simulations and only considered two classes of faults. Because the inputs were the

variation of voltage and current ( dV
dt ,

dI
dt ), the algorithm required data sampling with relatively high

frequency (>5Hz). This work will not regard such methodologies as background for the proposed

methodology since requiring high-frequency simulated data while covering only two fault types is

quite far from a real utility-scale PV system scenario.

The trend of utilizing simulated data (sometimes without added noise) has been a target of

criticism in [48]. Accordingly, this work also emphasizes that the literature shows many proposed

ML (and other types of) techniques that fall into this concept, which makes selecting appropriate

methodologies to base future work on a challenging task.

The proposed ANN solution in [49] is remarkable by the diversity of fault classification

achieved: STC, short circuit, varying temperature, partial shading, complete shading, degraded

modules, ground fault, and arc fault. It presents one of the most accurate fault class coverage

in the group of literature that utilizes synthetic noiseless data. Hence, we can admire the cyber-

physical conceptualization and data preprocessing (clustering) demonstrated, but not forget that

validation data came from a relatively unrealistic scenario.

In [50], there is a captivating proposal of utilizing an autoencoder and pruned neural network to

separate the tasks of detecting and classifying faults, which resulted in one of the most performant

ML approaches in the literature. The algorithm classifies five states: degraded, shaded, soiled,
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short circuit, and STC, utilizing nine inputs representing voltage, current, power, and irradiance

available from the MPPT, datasheet, or meteorological sources. While the neural network pruning

adds complexity, it resulted in a better generalized and lighter-weight trained model suitable for

faster detection times. Even though using data from a small-scale PV system, the presented algo-

rithm and its assumptions may make it possible to adapt and implement in an industrial scenario.

Regarding performance, the work in [51] proposes a sparse representation classifier (SRC) that

evaluates if the system has line-to-line or line-to-ground faults for varying operating conditions.

Although a drop in accuracy occurred for extreme circumstances, it is impressive that the algorithm

identifies faults in such varied operating conditions: 10 to 50 degrees ambient temperature, 200

to 1000 W/m2 irradiance, 10 to 60 % of mismatch, and 0 to 25 Ω of fault resistance. The feature

extraction step was also very impressive, which could be a determining factor in the method’s

performance. Unfortunately, this work also does not validate results with experimental data and

only uses simulation as a source. However, the demonstrated computational performance, both in

terms of training cost and utilization speed, its usage without the need for training for parameter

tuning, the straightforward implementation, and consistent convergence, suggests the potential for

this alternative in the face of other ML methodologies. The authors also emphasize that sparse

representation might be utilized alongside different learning algorithms for classification, opening

the door to many possible future implementations.

Authors in [52] made an exciting yet far-fetched proposal, developing a quantum neural net-

work (QNN) for PV fault classification. They trained the QNN to predict only two scenarios:

faulty or standard, but required up to four training days, resulting in 93.89% accuracy. For com-

parison, the classical ANN took twenty seconds to train and achieved 95.39% accuracy. Although

the methodology showcases the potential of quantum computing for this field, its preliminary re-

sults still distance itself from the traditional methods.

An abundance of ML methods has been tested and reviewed in this field ([11],[12]), utilizing

structures such as SVM, KNN, and RF. Nonetheless, the results of [50][51] sparked the most

interest for this work’s scope.

2.4.3 Deep Learning Algorithms

Deep learning branches from machine learning, with the term "deep" referring to amplified ma-

chine learning structures that ought to understand data patterns through more complex and in-

tertwined artificial neuron connections. A simple example of a deep learning model would be

the design of an artificial neural network with multiple hidden layers (DNN), with the intuition

that each of these "extra" layers achieves feature/pattern recognition in a cascade. Other DL struc-

tures include the LSTM, CNN, and RBFNN. They have been explored alongside classical machine

learning techniques for PV fault detection, although the known disadvantage is a usually high com-

putational cost and relatively tricky implementation. The typical application of these techniques

is in image-based solutions [53] since they require classification based on 2D data from various

image acquisition equipment [54], [55]. Given the 1D characteristic of raw electrical data, little
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literature considers these techniques for fault detection, as it implies an extra step of increasing

dimensionality. However, there are some promising results in doing so [48].

In [48], not only is a DL technique presented for fault detection and classification, but there is

also the best attempt at comparative evaluation against other methodologies. As mentioned, much

of the literature presents results solely based on particular datasets comprising simulated noiseless

data, invalidating any significant quantitative comparison.

Authors in [56] use a CNN model based on the pre-trained AlexNet for classification and fea-

ture extraction, allied with a classical ML model also for classification. The classified faults were

arc fault, partial shading, open circuit, and short circuit. While the experiments utilized simulation

data, adding noise and an abundance of heterogenous operating conditions better resembled a real

scenario. Considering the same noisy data, other tested methodologies present 22-70% average

accuracies, with the proposed fine-tuned AlexNet CNN reaching a maximum of 70.45%. This

work presents one of the best benchmarks in the literature, with decent coverage of other state-of-

the-art ML and DL algorithms, while demonstrating the most realistic results and a sophisticated

methodology proposal.

Table 2.1 summarizes the comparison between four of the most inspiring reviewed proposals

from the literature mentioned in this work.

Reference
and year

Data
Source Inputs Proposed

methodology
Classified Faults
(alongside STC)

Validation
data

realism

Computational
cost Notes Drawbacks

[48]

2020

Simulated
PV System,
added noise

Irradiance,
Temperature,
Short circuit current,
Open circuit voltage,
PV current,
MPP current,
MPP voltage,
MPP power.
Boost converter
Maximum current,
Voltage and power.

Pre-trained
CNN (AlexNet)
for feature extraction
and classification

Arc fault,
Partial shading,
Fault
during
partial shading,
Open circuit,
Line to line SC

Moderate High
Resilient against noisy data.
Outperforms classical ML
methodologies.

Requires data samples
from the MPPT
boost converter.

[51]

2020

Simulated
PV System,
no added noise

MPP voltage,
MPP current,
Short circuit current,
Open circuit voltage,
Irradiance

Sparse
representation
classifier

Line to line SC
Line to ground SC

Low Low

Very fast learning speed compared to
classical ML structures.
Straightforward implementation.
Good feature extraction process.

Validation data
was very idealistic.
Only classifies line to line
and line to ground faults.

[43]

2020
PVWatts
dataset

MPP voltage,
MPP current,
Short circuit current,
Open circuit voltage,
Irradiance, Fill factor,
Temperature,
Gamma ratio,
Maximum power

Graph signal processing Shading
Degraded modules
Soiling
Short circuit

High
Low

Semi-supervised,
allows usage of
unlabeled data for training.
Better accuracy relatively to other
ML methods for less labeled data.
Low training cost.

-

[50]

2021

Autoencoder for detection
and pruned neural network
for classification

Medium

Separate the task of
detection from classification,
allowing for other combinations.
Good performance method
considering the
algorithms complexity.
Pruning creates an
ANN less prone to overfitting.

Requires more complex
training phase, for two
different networks, and
utilizing a dropout
algorithm for pruning.

Table 2.1: Comparison of literature that inspired this work.

2.5 Cell Networks

Although researchers commonly use machine learning and statistical methods for fault detection,

the unique topology of PV systems presents a compelling case for a distributed approach. PV

systems often comprise interconnected components, such as solar panels and inverters, distributed

across a wide geographical area. The decentralized nature of these systems poses challenges for
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centralized fault detection algorithms. However, by leveraging the network-like structure of PV

systems, a distributed approach can take advantage of the inherent connectivity and communi-

cation between components. This approach can enable localized fault detection and diagnosis,

allowing more accurate and efficient identification of faults.

Weighted coupled cell networks (WCCN) are mathematical models that study complex dy-

namical systems composed of interconnected cells (or units) [57] [58]. In these networks, each cell

interacts with its neighboring cells through weighted connections, where the weights represent the

strengths or influence of the interactions. The weights can be positive or negative, indicating the

nature of the coupling, whether it is excitatory or inhibitory. Differential equations or discrete-time

maps often describe the dynamics of the cells, and the weights determine the coupling strength

between the cells. By adjusting the weights, researchers can investigate how different connectivity

patterns impact the overall behavior of the network, including synchronization, oscillations, and

pattern formation. Weighted coupled cell networks have applications in various fields, such as

neuroscience, physics, biology, and social sciences, providing insights into interconnected sys-

tems’ emergent behavior and collective dynamics. Studying these networks allows researchers

to gain a deeper understanding of complex phenomena and develop strategies for controlling and

manipulating network dynamics in real-world systems.

Electrical systems can be classified as coupled dynamical systems, as defined by authors in

[57]. These systems, characterized by interconnected components and signal propagation, can

be modeled as WCCNs. These offer opportunities for optimizing system performance by adjust-

ing weights to enhance power transmission, energy efficiency, and signal quality. Additionally,

WCCNs have the potential to contribute to fault diagnosis and control strategies, enabling the

identification of system faults.

Authors in [59] present the practical usage of cell networks to represent entire communication

networks. They formulate a methodology for minimizing energy consumption throughout the

network, with the premise that cell coupling occurs due to the mutual interference of amplifiers.

Using the concept of WCCNs as inspiration, developing a method for detecting faults in PV

systems through a cellular network representation has great potential. This approach can capture

interactions and dependencies within the PV system by assigning weights to interconnected com-

ponents and analyzing system dynamics. Fault detection algorithms could then monitor individual

cells for abnormalities.

2.6 Proposed method’s scope

While classical fault detection resides in the synchronous and direct evaluation of state and climate

variables, realistic industrial scenarios can have data from various types, sources, and acquisition

rates. Previously (Section 2.5), we also pointed out the topological differences and the potential

advantage of facing this problem by respecting the PV system’s distributed nature. It is also

important to realize that monitoring equipment can register erroneous information, and current
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communication technology is also susceptible to delays and data loss, aggravating the troubles for

less robust centralized algorithms.

To reflect all the issues of tangible PV assets with kW to MW of power, the authors in [60]

made excellent failure diagnosis and loss estimation algorithms tailored for industrial-scale PV

farms. In such work, it is noticeable how different the algorithms are from classical, less "practical"

approaches. Their approach inspires this work to stray from standard practices and formulate

another methodology with the same orientation for practical implementation in large-scale PV.

Recent developments in the intelligent composition of deep learning structures aligned with graph

theory spark some interest in their application to this field, such as the new deep learning technique

named Cell Complex Neural Networks [61]. The motivation for choosing such a structure comes

from its data propagation and consensus capability. The propagation techniques utilized in a CXN

appeal to graph theory, dividing a system into other subsystems and components (nodes, also

called cells in [61]) that share information. However, directly applying this structure might not be

feasible or grant better results in fault detection. Alongside WCCNs, this also inspired this work’s

approach.

We intend to tackle PV fault detection through a distributed and cellular methodology. It aims

at an asynchronous and online application, which differs from most current methods, making it

hard to categorize against the literature. We also desire to convey a benchmark utilizing data from

tangible utility-scale PV assets, allowing its assessment in a realistic scenario.



Chapter 3

CellTAN: Cellular Time Activation
Networks

Distributed information systems characterized by time series data present various challenges, pri-

marily due to their complex and dynamic nature. The sheer volume of data that must be processed

and analyzed in real-time is a significant challenge, leading to concerns over storage, computation,

and scalability. Moreover, data quality issues such as incompleteness and heterogeneity arising

from different sources with varying consistency and structure further exacerbate these challenges.

Another critical challenge of these systems is handling the temporal aspects of time series infor-

mation, requiring specialized pre-processing, feature extraction, and modeling techniques. The

distributed nature of these systems is also problematic regarding synchronization. Furthermore,

their implementation in real-world applications requires robust security and privacy mechanisms,

which adds complexity to the design and implementation.

This chapter proposes a novel tool entitled CellTAN (Cellular Time Activation Network) that

undertakes those challenges. CellTAN represents sparse yet interconnected components that func-

tion independently, cooperatively, and asynchronously. Inspired by other effective mechanisms

like GNNs, CXNs, and WCCNs, CellTAN uses a graph-like structure to represent a network of

components with nodes and connections. Following the introductory chapters, its primary purpose

is to detect abnormal scenarios on PV systems. However, its generalized formulation introduces

other valuable features which come naturally from fulfilling this goal. Such are state estimation,

forecasting, and capturing the value in data from different PV asset owners without violating their

privacy. For briefness’ sake, we will unfold details about its benefits during the rest of this chapter.

Instead of tackling fault detection and classification in a classical centralized manner, which

is already extensively showcased throughout the literature, this tool approaches this problem with

a paradigm change: a distributed and asynchronous data coherence system. By having a virtual

representation closely related to the physical form of sparse systems, we can leverage the relation-

ships between components to assess their correct (or incorrect) operation. While initially designed

for photovoltaic (PV) systems, the concepts of cells, connections, neighbors, time series, and un-

certainty are universal and applicable to other fields such as biology, physics, and more. Thus,

19
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the potential for generic applicability sparks the interest to not bake specifics of PV systems di-

rectly into this tool, allowing its usage for other subjects. Figure 3.1 represents a minimal scenario

for a network: only two cells. It showcases some terms specific to this tool that might be diffi-

cult to grasp initially, such as trust, events, and activations. Consequently, detailed explanations

throughout this chapter serve to clarify them.

Public data

Internal information
and processes

(private)

Cell #1

     Activations

Public data

Internal information
and processes

(private)

Cell #2

Activations    

Owner's
DB

Owner's
DB

Figure 3.1: Simples CellTAN Network of two cells cooperating.

Vast and scattered information across multiple agents is a common scenario faced by the in-

dustry of AI for energy systems, which cannot be aggregated due to privacy and confidentiality

reasons. Nevertheless, joining such data could have a lot of added value, given the similarity of

certain assets, e.g., PV plants (and wind farms) from different owners in neighboring geographi-

cal regions. This information-sharing potential for AI algorithms motivates the development of a

mechanism that communicates information between differently owned assets without any of the

compromises above. However, as stated before, data acquisition in PV scenarios is scarcely syn-

chronous and might only occur in equal time resolutions for some of the different components.

The CellTAN addresses these issues with an instrument called Activations. It proposes a new way

of communication that decouples from the needs of units, sampling rate, and synchronization,

avoiding resampling, normalization, or even obfuscation (to protect privacy), by only transmitting

time values. This mechanism is a core feature of the tool since it will be the means that will

allow connecting different stakeholders’ data, and Section 3.1 develops this matter thoroughly.

Likewise, succeeding sections formulate the working of the cell and its interactions within the

network. Since it is the core component, understanding its behavior is crucial for a complete

understanding of the tool.
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3.1 The Cell

3.1.1 Principles

A cell is an independent entity composed of data and processes. The idea is to abstract fundamen-

tal system components (e.g., inverters, MPPTs) into this virtual entity. With an added intelligence

layer and featuring a few different processes, it assesses its current state based on all available

internal and external information, adding value to the existing data acquisition and monitoring

systems. As an individual part of the system, it follows a set of rules that define its intrinsic and

extrinsic behavior. These rules address data privacy, request boundaries, and real-world opera-

tional limitations.

Independence During operation, independence on neighbors or other network entities for con-

tinuous processing of outputs results in a more robust system and increases cell availability. Thus,

given any connection cutoffs, the cell shall be unbothered by its surroundings and continue oper-

ating in an isolated state. Although isolation is not ideal, it is best to endure it until outside contact

can be re-established. This will prevent the need for shutdown and startup procedures.

Selfish Computations The cell is selfish in that it will not perform any computations based on

the request of others. This aspect creates a fundamental layer of protection against overloading

the infrastructure in which it is deployed, which also increases availability.

Data accessibility Although selfish in computations, the cell shall provide access to select data

valuable to the network. However, internal data isn’t shared by default, and public data shall not

compromise the cell’s privacy.

3.1.2 Processes and Data

The cell’s core is a loop of processes that run periodically. The cell starts in standby mode a⃝,

which is only left when new information arrives or a predetermined amount of time has passed.

This mode ensures no unnecessary computational burden of repeating all processes without new

data. Nonetheless, by defining a maximum sleep time, we ensure that the cell’s public attributes

better represent its current state. Figure 3.2 illustrates all its processes and data in a flowchart that

goes over its loop from top to bottom. The symbol on the top right of some attributes indicates

which persist in the cell’s database, and the circular letter tags (e.g. .⃝) serve to reference specific

steps in the following paragraphs.

After receiving new data (inputs b⃝), the cell enters the computing "activations" phase c⃝. This

procedure relates to temporal similarity extraction, presented in Section 3.1.4. It is associated with

searching for similar behavior (of the inputs) in the cell’s knowledge base z⃝, generating "time

activations" d⃝, which are the timestamps of these similar occurrences.
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Figure 3.2: The cell’s core sequence of processes (colored orange) and flow of data (colored blue
for private and green for public attributes).

Consequently, the cell starts fetching neighbors’ activations e⃝: an asynchronous process that

uses the hub to communicate with other cells. This process only occurs after checking what neigh-

boring cells have activations not older than an acceptable threshold (configured by the cell owner)

and if their knowledge base coverage intersect with the cell’s own. However, if a neighborhood

of cells receives new inputs simultaneously, it would result in some trying to continue their pro-

cess loop while others still do not have activations. Thus, this process checks for neighbors with

updated activations up to three times, with a pause in-between, when the current amount does not

reach a predefined threshold.

The cell executes a trust computation neighbor f⃝ and variable-wise g⃝ after gathering all

neighbor’s activations h⃝ and getting new inputs a⃝ (respectively). In practice, this procedure

generates a decimal value between zero and one for each input variable and neighbor, which

describes how much that variable is coherent with the rest (only using internal information) i⃝
and how much a neighbor is coherent with the cell j⃝ (respectively). We named it "trust" to have
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a friendlier term used throughout the development and reasoning that unrolls in Section 3.1.5.

This indicator is stored in the owner’s database to perform an aggregated analysis related to the

"checking historical trust" process k⃝ l⃝.

The cell reviews past trust data and flags any inconsistencies in trust values during specific

periods for variables k⃝and neighbors l⃝. If the mean value fall below the owner’s threshold, they

are flagged and recorded, along with information about the elements and time frames involved

m⃝ n⃝. It raises the severity of the inconsistency accordingly.

Following the activation and trust computations, the cell calculates its output o⃝ p⃝. It filters its

knowledge base using intrinsic and neighbor activations and determines the domain of new vari-

ables. This process, explained in Section 3.1.3, also reveals the severity of any unconformity o⃝
that may arise when the activations of variables and neighbors do not intersect. More information

can be found in Section 3.1.7.

After completing all internal processes, the cell checks if its internal state has changed since

the previous loop and updates it r⃝. This state’s information s⃝ concerns the unconformities that

it experienced (Section 3.1.7).

Additionally, the cell may run application-specific plugins t⃝. These are external additions that

the owner might include for uncovering specific situations u⃝ related to the cell’s inputs. Further

detailed in Section 3.1.8, this mechanism binds system logic to the cell and takes advantage of its

known physical properties and behavior.

Regarding the color coding in Figure 3.2, we can see that most of the cell’s attributes are

private. The network can access its activations, knowledge base coverage, neighbors’ trust, and

state. Conversely, the cell extracts neighbors’ activations from the network and gives its owner

exclusive access to inputs, outputs, knowledge base, and others. The relationship between the

owner and private cell data is bidirectional since it is also his responsibility to update the inputs

(optimally with an autonomous process). The cell’s knowledge base may be an interface with a

private database (thus a bidirectional connection), not the data itself, since the owner might prefer

a centralized storage server instead of storing it within the cell’s hardware, but both options are

viable.

3.1.3 Inputs and Outputs

Inputs and outputs are a view of the values that define a cell’s variables at a given rolling times-

tamp. While inputs are directly associated with raw sampled data from the system (injected by

the owner), outputs are a byproduct of internal processes. The latter should present more accurate

information since it is based on internal and external data (ideally, but not necessarily).

We defined inputs and outputs using classical/crisp sets instead of singular crisp values, which

will be crucial for the cell’s inner workings. Representing the cell’s variables in a fuzzy (or prob-

abilistic) manner can better capture the inherent uncertainty in time series data. However, they are

not limited to this representation, with fuzzy numbers or probability distributions as alternatives.

Besides, they can be subject to a process called time decay, which ensures that the passage of time
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negatively affects uncertainty (more on Section 3.1.3.1). This mechanism increases the robustness

of the cell by acknowledging the value of time in assessing its current state.

By generalizing the concept of representing uncertainty, the following structures could char-

acterize inputs and outputs:

• Classical set: simple uncertainty band (e.g., uncertainty up, down, relative, etc);

• Fuzzy number: generalized fuzzy number representation [62] (e.g., triangular fuzzy number

(a,b,d;h));

• Probability distribution: the distribution’s characteristics (e.g., mean (µ) and standard devi-

ation (δ ) for Gaussian, the mean rate of occurrence (λ ) for Poisson, etc.);

Ã

1

a b

1

Ã

a b c

Ã

1

Figure 3.3: Classical set, triangular fuzzy number, Gaussian distributions, represented as member-
ship functions.

Classical sets have pros and cons: many operations become more efficient than the alternatives,

but we lose density information. Filtering historical data becomes trivial: a value lies within the

bounds of the interval (membership value of one) or does not (membership value of zero). This

more accessible representation will benefit some cell processes, primarily in temporal similarity

extraction (3.1.4).

Figure 3.4 depicts an example of the inputs and outputs of a cell that represents a PV inverter.

It showcases the expectation that outputs are less uncertain than inputs due to the cell processes

(clarified in 3.1.4).

3.1.3.1 Time decay

In real-world dynamic systems that involve data acquisition, the certainty of the data collected

tends to fade over time due to its dynamic nature. Typically, the most recent data is the most

accurate representation of the system’s current state, and as time elapses, the accuracy of previous

data points decreases. As a result, it is crucial to consider the time dimension when analyzing

dynamic systems and to develop methods that can account for the decay in data certainty over

time.

As stated before, and towards considering the time dimension for the current state of a cell,

we formulate a time decay method to ensure a more truthful and reliable assessment of the cell’s
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Figure 3.4: Example of applying a set to the AC power of an inverter.

current state. During the standby stage, this process ensures that the inputs and outputs suffer an

increase in uncertainty, leading to an uncertain cell in a steady state (without new data input).

Consider the following example of converting a crisp value (5) and uncertainty (±1) to a

classical set:

x = 5±1 → [5−1,5+1] = [4,6]

To simulate the increase in uncertainty over time, we suggest the following equations (3.1 and

3.2), applied to each bound:

loweri = loweri−1 − (loweri−1 −minimum)× age
decay

(3.1)

upperi = upperi−1 +(maximum−upperi−1)×
age

decay
(3.2)

The age variable refers to the time difference between the present time and the instant of

data acquisition. For implementation, the time unit considered is the ’second’. The decay is a

parametrized constant (same unit as age) that defines the time it takes for the set to expand into its

limits when starting from the median. It is chosen based on the characteristics of the variable, i.e.,

knowledge of its uncertainty over time. However, a good starting point is defining it close to the

data acquisition period so that the set expands entirely until a new value is acquired.

Figure 3.5 represents the expansion of the set throughout a period equal to the decay parameter

(ten seconds). When the x variable reaches the age of ten seconds, its set representation transmits

complete uncertainty: the bounds become similar to the variable limits (minimum and maximum).

We can see that the decreasing difference between the bounds and maximum/minimum values

causes attenuation in the decay curve, as it displays a non-linear behavior. This behavior seems

appropriate according to the reality of systems: as a variable becomes more uncertain with time,
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Figure 3.5: Visualization of the effect of time decay on xlower and xupper.

there is less potential for its uncertainty to increase.

3.1.4 Computing Activations

Earlier, we brought up the concept of temporal similarity extraction concerning computing ac-

tivations without fully explaining it. This procedure involves identifying recurring patterns in a

statistical base, i.e., finding past instances where we observe the current state to extract useful

information about the system’s behavior over time. By identifying historical periods with similar

conditions, temporal similarity extraction can help assess the current state or predict future trends.

This technique of historical search is not exclusive to this application, with demonstrations of use

in other fields and for other purposes.

Using sets or probability distributions to filter historical data is one approach to simplify the

process of temporal similarity extraction in multivariate time series data while also making it

more robust against noisy or incomplete data. This approach assigns membership values to each

data point in the time series based on the corresponding set (or distribution) generated from the

current cell inputs. We form a group of similar past instances by eliminating samples past a certain

threshold. This technique is one of the reasons for deciding to represent the inputs and outputs of

the cell in a fuzzy manner.

The proposal for similarity extraction in the cell consists of taking the newly received values

(inputs) of the cell’s variables (coming from sensors or other data acquisition equipment, calcula-

tions, forecasting, etc.), generating a classical set, fuzzy number, or probability distribution from

them, and then applying the bounds/membership function or probability density function to the

knowledge base (see Figure 3.7). We can determine outputs using historical regions of non-null

membership values by considering their distribution. However, we could also obtain crisp values

through aggregation (e.g. using weighted average).
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Figure 3.6: Visualization of set-based filtering on example inverter data.

The initial choice is to use classical sets since filtering history becomes trivial and efficient:

restrict the knowledge base to samples where all variables belong to the corresponding interval.

Figure 3.6 demonstrates a concrete example of this filtering by showing the selected space when

filtering by an interval of AC power and AC side current. Generating outputs with this filter

can be as simple as constructing a new set based on the bounds of filtered regions (samples with

membership equal to one). When filtering historical data with two or more variables, there is a

trend of narrowing down the resulting data’s space due to the intersection of constraints. Therefore,

this process should result in sets that are an equal or better assessment of the present state (than

the sets generated by inputs). However, filtering might also result in zero samples (membership

value of zero on all knowledge base’s rows), which indicates not having "memory" of any similar

occurrence. This zero-sample filter is an excellent indicator for potentially anomalous scenarios,

primarily if we know that the knowledge base is statistically representative of the variables in the

cell (its use is mentioned in 3.1.7).

This process also enables simple forecasting. Considering an offset (arbitrary number of rows/-

time forward) in the activations, the temporal similarity extraction and computation of outputs re-

sults in future values. So, cells may compute outputs related to the present or future. Nonetheless,

this temporal shift might be difficult to achieve if data samples arrive at randomly spaced intervals

of time, thus would only be straightforward for systems with time-consistent data acquisition.

Next, we provide practical examples of the temporal similarity extraction methodology. We

consider that t = 0 is associated with the present, and µ represents membership functions.

Self-similarity The cell can perform intrinsic temporal similarity extraction with its knowledge

base and input variables. Consider a cell characterized by two variables that are a function of time:

x(t) and y(t). Let us assume that, at a given instant, these are the cell’s new inputs:
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x(0) = 1.0 → µx(0)(x) =

1, x ∈ [0.9,1.1]

0, x /∈ [0.9,1.1]
(3.3)

y(0) = 2.0 → µy(0)(y) =

1, y ∈ [1.8,2.2]

0, y /∈ [1.8,2.2]
(3.4)

The membership functions µ come from considering that x and y possess uniform and symmet-

rical uncertainty, and that the received samples of x(0) and y(0) represent their median (classical

set representation).
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Figure 3.7: Visualization of a self-similarity extraction example.

With the knowledge base represented in Figure 3.7, the resulting activations will be 2023-01-

01 00:02:00 and 2023-01-01 00:03:00. These are the timestamps of past instances where the cell’s

variables have values belonging to the set generated from new inputs. Now we can also infer that

the actual values of x and y should reside in a set constrained by the filtered historical data (x(t)

and y(t)). Therefore, the outputs based on self-similarity extraction are:

x′(0) ∈ [0.90,0.95] (3.5)

y′(0) ∈ [1.80,2.20] (3.6)

These results confirm that we achieve outputs with less uncertainty only depending on this

intrinsic process and private data.

Mutual Similarity Extending similarity extraction to multiple cells is a relatively trivial pro-

cess. Suppose a cell has access to another’s activations at the same rolling timestamp and for a

historical window that intersects its knowledge base. In that case, it can use that information to

refine the intrinsic temporal similarity extraction result. Using sets, this can occur with a simple

interval intersection of bounds. Although simple, this process has some tricky requirements, such
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as not allowing a time difference between the computation of membership values of different cells

to avoid joining incoherent information and being able to intersect the activations of cells with

different data acquisition periods.

Compression When analyzing the resulting activations of the previous example, we noticed that

using the timestamp of each activated row could be simultaneously more efficient and avoid syn-

chronization issues. Firstly, representing activations by an interval of timestamps instead of the

individual rows allows compressing consecutive samples into a single interval. This new repre-

sentation may or may not improve efficiency since a knowledge base that filters into alternating

activations doubles the memory requirement for this representation. However, an interval repre-

sentation is suitable if inputs are uncertain and result in a large filter.

3.1.5 Trust

After recognizing the potential for mutual time similarity extraction, we formulate a mechanism

for understanding coherence between cells before mindlessly intersecting their activations. This

unique characteristic of the CellTAN enables its usage without data privacy issues and not re-

quiring data normalization. However, as seen before, the knowledge base must intersect for a

time-based comparison to make sense, and it also yields the best results if outliers are absent

(for anomaly detection). Besides cell comparison, activations also allow comparing variables by

performing similarity extraction with a subset.

Time possesses inherent normalization properties, as all components equally experience it.

This characteristic enables the network to compare systems without concerns about the specific

variables involved. Consequently, this is why the proposed tool could be effectively applied be-

yond PV applications, showcasing its ability to generalize across various domains.

3.1.5.1 Trust between Cells

A 2x2 contingency table represents the intersection of activations of two cells. In this table, the

rows define the activation status of one cell (labeled as "Activated" and "Not Activated"), and the

columns represent the activation status of the other cell (same labels).

Cell 2
Activated Not Activated

Cell 1
Activated a b
Not Activated c d

Table 3.1: Contigency table representing the activation intersection of two cells.

Each element of the matrix represented in Table 3.1 (a,b,c, and d) corresponds to a spe-

cific combination of activations, such as "Activated-Activated," "Activated-Not Activated," "Not

Activated-Activated," and "Not Activated-Not Activated". They represent the frequency or count

of observations falling into that specific combination. The main diagonal relates to the cells’



30 CellTAN: Cellular Time Activation Networks

agreeableness, while the secondary diagonal is the opposite. For this work, we decided to use the

second as the terms’ unit, meaning that, for example, a is the total amount of seconds both cells

are active.

The matrix representation of the activation intersection metrics resembles the statistical results

of sampling a population with two binary categories. Therefore, a statistical test could be appro-

priate to calculate the association between these categories. The following section develops this

topic.

3.1.5.2 Statistical tests for measuring association

In statistics, numerous tests are available to measure the association between variables in contin-

gency tables. One of the most known tests is Pearson’s chi-square test (A.1.1), which assesses

whether there is a meaningful association between the two variables. This test compares the con-

tingency table’s observed frequencies with the expected frequencies, assuming independence. If it

yields a statistically significant result, it suggests a non-random association between the activations

of the two cells.

Another widely employed test is Fisher’s exact test (A.1.2), as an alternative to the chi-squared,

which is particularly useful for small sample sizes. It calculates the probability of obtaining the

observed distribution of activations in the contingency table, also assuming independence between

the variables. If this probability is sufficiently low, it implies that the association between the

activations is unlikely to occur by chance. The odds ratio and relative risk can also quantify the

strength and direction of the association between two variables. The odds ratio would compare

the odds of activation in one cell close to the other, while the relative risk compares the risk of

activation in one cell to the risk in the other.

Considering that the desired outcome of activation comparison between cells is a normalized

index that translates into how much they conform to each other (hence the term "trust"), there

is a preference for inherently normalized tests, such as the φ coefficient (A.1.4), contingency

coefficient (A.1.5), and Theil’s U (A.1.6). The goal is that this index represents how much the

historical incidence of two cells’ states match.

The φ coefficient, also known as Matthews correlation coefficient, is a measure of association

designed explicitly for 2x2 contingency tables, quite popular in machine learning for measuring

the quality of binary classification. It ranges from -1 to 1, where 0 indicates no association, -

1 represents a perfect negative association, and 1 represents a perfect positive association. The

contingency coefficient extends this coefficient’s usability, allowing its application in larger con-

tingency tables, and ranges from 0 to 0.707 (no association to strong association). Finally, another

relevant test is Theil’s U . It accounts for the variables’ mutual information and entropy based

on information theory principles, providing a measure for the proportion of total entropy in one

variable that the other can explain. It also ranges from 0 to 1.
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3.1.5.3 Proposed trust measurement method for cells

All the mentioned tests may offer different perspectives on the association between the activations

of two cells. However, none are considered adequate for our application, so we propose a new

method, defined by Equation 3.7.

χ
2′
a =

(pa −E(pa))
2

E(pa)
(3.7)

Where:

pa =
a

a+b+ c+d

E(pa) =
(a+ c)× (a+b)
(a+b+ c+d)2

pa : Probability of both cells being active

E(pa) : Expected value for the probability of both cells being active

Based on Pearson’s chi-squared test, this new approach focuses on the "a" component: the

pure agreeableness between two cells. Its value ranges from 0 to 1 (no "trust" to complete "trust").

Some of the most relevant tests previously presented, namely the φ coefficient, contingency co-

efficient, and Theil’s U, are compared to this new method for comparison and validation in the

following experiments.

3.1.5.4 Experiments and validation

Experiment nº1 This first experiment showcases the effect of changing term a. When the cells

share an increasing amount of activated time, assuming their trust should increase is trivial. How-

ever, reasoning that having a disproportionally ample activated time means there is more uncer-

tainty on their current state, then trust should lower. The expectation is that, as a increases, there is

also an increase in trust until a specific peak. It should decrease after reaching a global maximum

and have an asymptote at zero. [
a 10

10 500

]
a ∈ [0,1000]
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Figure 3.8: Trust measurement evolution for different methods with b = 30,c = 10,d = 500,a ∈
[0,1000].

Figure 3.8 shows that only the new method presents the previously described "goal" behavior.

Otherwise, all other coefficients approach their max when a tends towards infinity.

Experiment nº2 This experiment simulates the variation of the d component and its effect on

some association coefficients. It’s expected that, as not activated time increases, the chance of the

two cells intersecting activations lowers, and so their trust should increase. The starting point and

used spaces of d are: [
30 10

10 d

]
d ∈ [10,100],d ∈ [10,3000]
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Figure 3.9: Trust measurement evolution for different methods with a = 30,b = 10,c = 10,d ∈
[10,100].

In Figure 3.9, we can observe that all measurements increase with d. Phi and Contingency

coefficients’ minimums are relatively high, and the expectation for a lower d (few deactivated

intersecting periods) is closer to zero (as the other methods demonstrate). This scenario means

either both cells have no history similar to current inputs or their inputs’ values have significant

uncertainty (remember the time extraction process from 3.1.4). Therefore, their "trust" should be

minimal. While all tend to an attenuated exponential, the new method showcases linear behavior

in this window.
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Figure 3.10: Trust measurement evolution for different methods with a = 30,b = 10,c = 10,d ∈
[10,3000].

Figure 3.10 extends the previous analysis, showcasing that all methods have asymptotical

behavior, settling in a value greater than the start. Theil’s U and the new method have settling

values more acceptable for our application. Since disagreement terms b and c are non-null and

relatively close to a, we expect that the trust index does not reach a high value, remaining closer

to a measure of "half trust".

Experiment nº3 Lastly, we observe the impact of the disagreeing terms b and c in the same

coefficients by varying one while maintaining all others fixed. The expectation is that an increase

in disagreement should lead to zero trust. [
30 b

10 500

]
b ∈ [0,1000]
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Figure 3.11: Trust measurement evolution for different methods with a = 30,c = 10,d = 500,b ∈
[0,1000].

In figure 3.11, it is clear that, for all methods, an increase in b leads to lower coefficients. All

tend towards zero, which is our desired behavior for trust measurement.[
30 10

c 500

]
c ∈ [0,1000]



36 CellTAN: Cellular Time Activation Networks

0 200 400 600 800 1000
c

0.0

0.1

0.2

0.3

0.4

0.5

0.6
Va

lu
e

New method

0 200 400 600 800 1000
c

0.0

0.2

0.4

0.6

0.8

Va
lu

e

Phi coefficient

0 200 400 600 800 1000
c

0.0

0.1

0.2

0.3

0.4

0.5

0.6

Va
lu

e

Contigency coefficient

0 200 400 600 800 1000
c

0.0

0.1

0.2

0.3

0.4

0.5

0.6

Va
lu

e

Theil's U

Figure 3.12: Trust measurement evolution for different methods with a = 30,b = 10,d = 500,c ∈
[0,1000].

Figure 3.12 that only Theil’s U coefficient changed since the previous test. It does not represent

the trust between cell nº1 and cell nº2, but the trust of cell nº1 in cell nº2. The rest of the methods

have symmetrical coefficients, thus presenting the same results.

With the three experiments presented, we confirm that the proposed approach for computing

the trust index between cells is better suited, considering the requirements and assumptions.

3.1.5.5 Trust between variables

Variables defined in the inputs/outputs of the cell can also be subject to activation comparison.

Accordingly, we suggest simplifying this process compared to the inter-cell trust (Equation 3.8).

Given that a cell may possess many variables, we restrict this computation to one per each, com-

paring the activations of a single variable with the intersection of all others.

Trust = 1−
TAothers,exclusive

TAsel f ,others +TAsel f ,exclusive +TAothers,exclusive
(3.8)

We utilize Equation 3.8 to calculate the trust indicator for variables. The resulting value will be

normalized and transparent, reflecting how much a variable was inactive while others were active.

It is an attribute for internal use only that persists on the cell owner’s database. It is not available

to the network to maintain data privacy.
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3.1.6 Cell Linking

Mutual similarity extraction and trust calculation cannot occur in isolation. Therefore, connections

are the essence of forming the CellTAN. These links can also have indicators for describing the

cells’ relationships, like the trust index, which is crucial for anomaly detection.

Each cell has a unique identifier, generated upon creation and independent of the name at-

tributed by the owner. This ID serves to register cells and better manage the network. Since

interconnections require an agent to keep track of these IDs and correctly redirect traffic, we in-

troduce the Hub component. This central element provides global network visibility and makes

connections easier to form and maintain. For a cell, a connection is simply the neighbors’ identi-

fier, which the hub can directly associate with a communication link.

On cell deployment, the system expects the owner and the CellTAN manager to manually link

cells together by assigning each connection. However, future work includes developing a mecha-

nism that proposes new connections through the hub based on a cell’s neighbor’s neighbors. This

mechanism could function based on the strength of the relationship between cells and neighbors

in common, recommending a direct link if both trust them similarly.

3.1.7 Unconformities and State

We introduce a state system to expose the resulting unconformities found during cells’ processes.

We can categorize these unconformities into intrinsic and extrinsic, based on the historical check

of trust in the variables and neighbors, respectively, and during output computation.

Cells rely on aggregated trust values to assess the integrity and coherence of information.

During specific time windows, these systems employ a verification process to identify unconfor-

mities in the aggregated trust values. Unconformities are flagged when the aggregated trust values

fall below a certain threshold, which the owner predetermines. To establish a framework for this

assessment, the owner specifies time bins upon cell creation, which define intervals evaluated

from the current rolling timestamp to the past. Consequently, when inconsistencies are detected,

detailed information is recorded to identify the elements that exhibit incoherence and the corre-

sponding time bin in which the discrepancies occur. This approach allows for the characterization

and analysis of "Intrinsic/Extrinsic time bin unconformities", thereby enabling the system to es-

calate the severity of unconformities from none to partial or total if some or all elements within a

time bin exhibit incoherence.

In addition to the assessment methodology mentioned above, intrinsic filtering and the inter-

section of neighbor’s activations play a crucial role in determining the overall unconformity state

of the cell. Specifically, suppose intrinsic filtering yields a null domain. In that case, it indicates

that the cell has encountered total intrinsic unconformity, suggesting a fundamental breakdown or

lack of coherence with its knowledge base. Similarly, suppose the intersection of the neighbor’s

activations yields a null domain. In that case, it signifies total extrinsic unconformity, implying

that the cell lacks trust in its external environment. These higher states of unconformity, whether
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Figure 3.13: Algorithm for deciding unconformity severity (intrinsic and extrinsic).

intrinsic or extrinsic, serve as valuable indicators called the "Unconformity severity info". Con-

sidering this additional information, the system can escalate the severity level set by the time bin

unconformities, providing a more comprehensive understanding of the cell’s overall integrity and

the extent of the identified unconformities.

Figure 3.13 sums up the algorithm of choosing unconformity severity. The severity level is

associated with each type of unconformity since incoherence between neighbors and variables is

not necessarily related. The first transition happens during output computation, and it defines time

bin unconformities during the historical trust assessment (process seen in Figure 3.2).

Though informative, the meaning of the unconformities and their severities is relatively broad,

causing the cell to overlook specific situations related to its physical behavior. The following

section addresses this, suggesting an application-oriented approach to extend observability.

3.1.8 Application Plugins

The broad capabilities of the CellTAN make it less insightful when extracting specific information

from the cells. Although its generalized design extends usability to different types of systems, it

still requires additional processes to assess particular situations beyond what the state provides.

During the literature review process, the specificity of algorithms is noticeable, and most tech-

niques do not attempt to diverge from the PV application when it comes to fault detection and

classification. This standard approach yields excellent results and could boost CellTAN’s capabil-

ities.

To solve the presented issue and dwell on the PV application theme of this work, we introduce

the concept of plugins. Plugins extend the cell’s core functionality, introduced to leverage specific

system logic to identify patterns in its variables, just like classical algorithms. When binding them

to a cell, they have a setup that checks if the required variables are present in its inputs. Then,
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after the intrinsic processes, they can run an algorithm that assesses what current situation the cell

might be experiencing. This way, the CellTAN can still work with entities of different natures

while these plugins work alongside, accessing private data and reporting sensible insights to the

owner. Nonetheless, they are confined to the cell’s scope since permitting access to other cells’

variables violates the privacy principle.

To illustrate this feature, let us imagine setting up a CellTAN representative of a solar farm

with PV inverter cells. Although the tool does not "know" anything about inverters nor "cares"

that the cells are of this type, the agent responsible for adding them to the network certainly

does. Therefore, binding a PV-specific algorithm to assess particular inverter situations, such as

malfunction, over(/under) voltage(/current), and performance degradation, is wise. This additional

process makes the tool warn the owner of specific inverter faults besides possible mismatches in

neighboring inverters and variables through the generalized cell procedures. The formulation of a

PV plugin, used in a real case study of the CellTAN, happens in Chapter 4.

3.2 The Hub

The CellTAN tool is supposed to be easily accessible for different assets and owners in any given

location. However, for privacy and security reasons, monitoring equipment and other smart de-

vices (IoT, servers, etc.) in PV plants and the owner’s database are usually protected from un-

wanted outside connections. Because of this, the CellTAN network owner can act as a proxy and

be responsible for arranging the necessary connections between the equipment of different asset

owners and the network. Routing all traffic through this system may solve previous issues, but

introducing a bottleneck will influence availability. This downside is inevitable for aggregating

distributed systems and sharing information between otherwise reserved agents. Besides being a

proxy, other responsibilities associated with the hub may also be:

• Provide network visibility: cells and connections;

• Cell connection proposal.

3.3 Implementation

3.3.1 Code and Infraestructure

Materializing both the cell and the hub happened by coding Python modules. It was devel-

oped using a mix of the OOP (Object Oriented Programming) and FP (functional programming)

paradigms and features a structure familiar with the descriptions in previous sections. Using

Python for the implementation of the CellTAN comes with the following advantages:

• Easy to read and write code, requiring less syntax for complex operations compared to low-

level languages;
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• Extensive availability of libraries and tools;

• Deployment ease: does not have to compile, only needing an interpreter and dependencies

to run;

• Big community support, with many resources publicly available online (e.g., documenta-

tion, tutorials, etc.).

Docker containers [63] are the infrastructure choice for deploying these modules (Cells and

Hub). They allow running software as containerized applications, with all the necessary depen-

dencies installed in an isolated environment. It acts as a separate system built for running the

application instead of relying on the host’s OS (Operating System) and running bare-metal. This

execution strategy adds an isolation layer between the program and the host machine, increasing

safety and making the "production" environment more predictable and stable. An overview of the

technology stack utilized (and proposed) for the software products created in this work is pictured

in appendix A.2.

3.3.2 Communication Protocol

In the context of ensuring proper data sharing between cells, the choice of communication protocol

is a crucial aspect of establishing connections. For this work, we implemented a local communi-

cation mode for cells running on the same machine or within the same process and a remote

communication model intended for cells distributed across different servers. The local commu-

nication mode is straightforward, assuming direct links between cells within the program. How-

ever, multiple protocol options regarding remote communication exist, including HTTP, HTTPS,

WebSocket, and MQTT (excluding protocols for wireless proximity communication, as the Cell-

TAN system assumes cells may be in different geographical locations). Initially, we implemented

HTTP/HTTPS for remote communications due to its accessibility and ease of implementation.

However, given its synchronous operation (based on request and response), we soon realized there

might be more appropriate and robust choices for a distributed asynchronous system. Conse-

quently, as future work, we should refactor the remote interface to utilize MQTT.

HTTP (Hypertext Transfer Protocol) and MQTT (Message Queuing Telemetry Transport) are

communication protocols in different contexts. HTTP, a request-response protocol widely used

in web applications, operates over TCP and follows a client-server model. It proves suitable

when clients need to retrieve or send specific data to and from a server. HTTP is simple, widely

supported, and compatible with browsers and standard web technologies. However, its stateless

nature and lack of optimization for real-time communication can result in high overhead caused

by frequent request-response cycles.

In contrast, MQTT is a lightweight publish-subscribe messaging protocol designed for effi-

cient communication in distributed systems, especially within the Internet of Things (IoT). MQTT

utilizes a broker-based architecture, where clients publish messages to topics and subscribe to re-

ceive messages from specific topics of interest. MQTT is highly scalable, bandwidth-efficient, and
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supports asynchronous messaging. It minimizes network and power consumption while providing

reliable message delivery. However, implementing MQTT may require additional infrastructure,

such as MQTT brokers. The publish-subscribe model of MQTT facilitates decoupled commu-

nication between system components, allowing for scalable and flexible systems. It is suitable

for scenarios where devices or services exchange information in a distributed environment asyn-

chronously. MQTT often outshines HTTP as the preferable choice for a distributed asynchronous

system emphasizing real-time data exchange and efficient communication. Nevertheless, HTTP

remains the more appropriate choice if the system primarily revolves around traditional web appli-

cations and request-response interactions. Ultimately, the scope of CellTAN requires the leverage

of both protocols in different aspects of the tool: HTTP is more suitable for human-system inter-

action, and MQTT for system-system exchanges.

3.3.3 Cell configuration and deployment

Configuring cells can be done through configuration files (one per cell). They should contain the

cell variables’ definitions, database credentials, hub credentials, and all other parameters. Because

of its simplicity, we chose the YAML serialization specification [64] to parse these configurations.

A walkthrough of the cell configuration and expected file structure is present in appendix A.3,

with example configurations for cells used in Chapter 4 present in appendix B.5
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Chapter 4

CellTAN Application

4.1 Case Study

The experiments validating CellTAN’s behavior incorporate two neighboring grid-tied string in-

verters from the same PV farm with associated satellite data (equal for both inverters). Their

integration in CellTAN assumes that these units do not have access to each other’s information,

nor do they possess knowledge of the type of information involved. We highlight that the two

inverters should exhibit highly correlated information with similar structures regarding variables,

precision, and synchronization. However, the same cannot be said for the satellite meteorological

station, which should exhibit correlated information but with high uncertainty and a completely

different information structure and variables.

Inverters have the following characteristics:

• Inverter one: 12.5kW nominal power; 14.4kW peak power; fixed tilt and azimuth; installed

January 7th, 2013.

• Inverter two: 15kW nominal power; 15.84kW peak power; fixed tilt and azimuth; installed

January 7th, 2013.

Table 4.1 represents the available variables and corresponding labels used to identify them in

the cell’s inputs and graphs. These variables are sampled every 10 minutes from May 31, 2020,

at 5:00 am to April 30, 2023, at 7:30 pm (with gaps). We utilized data from 2020 until the end

of 2022 for the cells’ knowledge base, and any information from 2023 onwards is considered new

and used for testing. Since there is no production at night, the data’s original database does not

store values for this period. Not accounting for the night as missing samples, we have around 98%

of data availability.

Analyzing and cleaning raw inverter and satellite data is essential to take full benefit of Cell-

TAN’s capabilities. As seen in its formulation stage, having a clean knowledge base contributes to

correctly identifying anomalous situations. Therefore, the following sections focus on these two

steps, contributing to understanding the anomalies’ domain and frequency of occurrence.

43
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Variable Source Unit
AC side power Inverter 1 and 2 W
AC side current Inverter 1 and 2 A
AC side voltage Inverter 1 and 2 V
DC side power Inverter 1 and 2 W
DC side current Inverter 1 and 2 A
DC side voltage Inverter 1 and 2 V
Global tilted irradiance Satellite W/m2

Global horizontal irradiance Satellite W/m2

Cloud coverage Satellite %
Air temperature Satellite ºC

Table 4.1: Available variables from two inverters and a satellite.

4.1.1 Data Analysis

Before data visualization, and regarding the variables in table 4.1, we eliminate those that will not

benefit the CellTAN. We determined that AC side voltage is insignificant since the grid mandates

it in a grid-tied inverter. We have decided to only use the measure of power instead of using the

AC side current measure since, in conjunction with voltage, it provides the same information. To

simplify things further, we do not need to consider the power on the DC if considering both the

DC side current and voltage measures.

We examine all variables related to satellite data to determine which ones could be useful, not

making any premature assumptions.

4.1.1.1 Power

Figure 4.1 shows the power profile of the two studied inverters. Right away, we notice that the

power of inverter two caps at around 14kW, while inverter one usually maxes at 12kW. This

information is coherent with their ratings. We can notice two relatively large chunks of missing

data, with the gaps occurring in mid to late 2022.

Figure 4.2 represents the power profile on the portion of data used for testing. When per-

forming a closer inspection (with more zoom), we could hand-pick some fault occurrences in both

datasets, with the majority being one inverter off while the other continues regular operation. How-

ever, these will be more noticeable during different types of data analysis, such as pair plotting. In

Section 4.4, you will find a selection of carefully chosen scenarios.

Figure 4.3 lets us better understand the relationship between the two inverters. As expected,

since they are neighboring, this data presents a strong trend line, leading to a high Pearson coef-

ficient: 0.97753. However, the noise from outliers is noticeable in the scatter. We define Zone A

as the zone where inverter two underperforms compared to one and Zone B as the opposite. The

black arrows 1⃝ in the graph display secondary trend lines, indicating scenarios of inverter one

performing consistently less than expected. Another arrow 2⃝ also points out a cloud in Zone A

(right under the trend line) of the opposite scenario. Furthermore, the red rectangles 3⃝ 4⃝ highlight
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Figure 4.1: Inverter AC side power from 2020 to 2022, used for the knowledge base.

Figure 4.2: Inverter AC side power from 2023-01-01 to 2023-01-05, used for testing.

instances where one inverter was functioning while the other was not. CellTAN must flag these

situations, so we should remove them from the knowledge base. The KDE visualization confirms

that most samples lie close to the primary trend.

From 4.4, it is clear that test data has fewer outliers than the previous. Nonetheless, there

are many occurrences of inverter one being inoperational. Besides, there are also a considerable
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Figure 4.3: Pair plot of AC power from both inverters (2020 to 2022), using scatter (left) and KDE
(Kernel Density Estimation) (right).

Figure 4.4: Pair plot of AC power from both inverters (2023), using scatter (left) and KDE (Kernel
Density Estimation) (right).

amount of samples below the trend line, meaning the underperformance of inverter two.

4.1.1.2 Voltage and Current

Both inverters are equipped with MPPTs to maximize the power output from their strings. As a

result of this power converter, the current and voltage readings should fall within the optimal range

of the I-V (current and voltage) curve.

Regarding DC side voltage and current, figures 4.5 and 4.6 demonstrate the operating range

of the inverter’s MPPT. Both kickstart production at around 400 V and operate until close to 600

V. Between this range, the central column of samples represents voltage-current points relative

to the knee of the strings’ I-V curve (see Figure B.1), with irradiance generally increasing along

its height. Some instances are outside this normal operation range (outliers), especially in the

zone marked by the black arrow 5⃝ 6⃝. These zones are critical because they represent inverter

underperformance scenarios, which could be associated with some faults. It is denser in Figure

4.6, meaning that inverter two has more underperforming situations; this was not completely clear



4.1 Case Study 47

Figure 4.5: Pair plot of DC side voltage and current from inverter one (2020-2022), using scatter
(left) and KDE (Kernel Density Estimation) (right).

Figure 4.6: Pair plot of DC side voltage and current from inverter two (2020-2022), using scatter
(left) and KDE (Kernel Density Estimation) (right).

from the previous analysis (Figure 4.3). Appendix B.2 presents the same charts, but for test data

(figures B.2 and B.3).

4.1.1.3 Satellite

Irradiance should be the satellite variable most related to inverters’ power. Therefore, we scatter

both tilted and horizontal irradiance against AC power from inverters one and two.

Figure 4.7 shows the relationship between irradiance and AC power. We expected a pos-

itive correlation, and it exhibits such. However, the large radius around the central trend line

demonstrates cycles around it that resemble some kind of hysteresis (especially with horizontal

irradiance). By adding a color that displays the hour in each sample, we can affirm that these paths

occur due to the fixed nature of the installed PV panels, having a characteristic curve from low to

high irradiance in the sunrise and another from high to low during the sunset. Because they pro-

duce more with less sunlight in the morning, we can infer that they are oriented slightly towards

the east.

Although most instances appear inside the sunrise-sunset paths, there are some outliers. The

most notable are the ones of non-zero irradiance with zero production. Either error in satellite data
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Figure 4.7: Scatter pair plot of the AC power, tilted and horizontal global irradiance for both
inverters (2020 to 2022).

or some anomaly in the inverters causes these odd scenarios, so we target them for cleaning the

knowledge base.

Regarding the rest of the meteorological variables (cloud coverage and temperature), we

deemed them unnecessary since they do not demonstrate a direct relationship with inverter be-

havior (see Figure B.4). We added KDE visualizations and plots for the test period in appendix

B.2.

4.1.2 Data Cleaning

For preliminary CellTAN assessment, we create a clean version of the dataset to use as a cell

knowledge base. The CellTAN has the advantage of functioning with the original dataset (as seen

in Section 4.4.2.4), but cleaning known outliers provides an adequate blank slate for initial tests.

We will further point out that this step is unnecessary for concrete implementation, which is an

advantage of this methodology.

We used the Scikit-Learn Python Library and tried out some anomaly detection algorithms for

outlier identification on our dataset: Robust Covariance [65], Isolation Forest [66] [67], and Local

Outlier Factor [68]. The code used for our plotting derived from an example made by Alexandre

Gramfort, available on the Scikit-Learn website [69].
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4.1.2.1 Power

Based on the geographical proximity of the inverters, we have determined that the area around the

trendline shown in Figure 4.3 indicates standard operating points. Therefore, we must remove any

samples deviating from this reference to clean the knowledge base.

Figure 4.8: Inliers (orange), outliers (blue), and decision boundaries (black) using three different
anomaly detection algorithms on the AC Power from both inverters.

In Figure 4.8, we can see a visual representation of various anomaly detection algorithms’

inliers, outliers, decision boundaries, and their computation time (bottom right). We fine-tuned the

algorithms for approximately 14% of outlier contamination, which gave the best results. Based

on the results, we determined that the Robust Covariance algorithm was the most effective since

it extracted the region around the trend line without issues. We selected it to clean our knowledge

base.

4.1.2.2 Satellite

In Section 4.1.1.3, we discovered that the inverters follow a standard production pattern based on

the irradiance and hour of the day. The specific area within the paths is considered the central

region of standard operation. To clean up the data, we will remove all other instances. Figures B.5

and B.6 of the Appendix demonstrate the effectiveness of the first algorithm. It is, once again, the

chosen one.
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4.1.2.3 Voltage and Current

Cleaning voltage and current data were the most challenging thus far. The peculiar data distribu-

tion was an issue for all tested algorithms, and the isolation forest performed particularly poorly.

We combined the Robust Covariance and Local Outlier Factor results to obtain the best inlier-

outlier separation. The aggregation performed was a logical "OR" considering the inliers. Figure

B.7 represents this, illustrating how the algorithms struggle to keep up with the data’s distribu-

tion and preserve the densely populated areas. Neither algorithm effectively identifies the outliers

separately, but their combination proved effective.

4.2 Identifying Specific Anomalies

4.2.1 Proposed Approach for Fault Detection Algorithms

Developing a fault detection and classification methodology should involve a combination of au-

tonomous and human-dependent steps, as seen in Figure 4.9. Sometimes, there is an attempt to

infer faults from partially labeled data or generate synthetic faults to train heavy machine (or deep)

learning algorithms. Our suggestion is to not rely on this automatic or partially automatic theo-

retical mapping of faults since actual occurrences might diverge in ways that are undetectable by

trained models. Experts should analyze historical data and system behavior in a human-dependent

phase to identify and map fault patterns in the variables’ space. This step requires domain knowl-

edge, expertise, and a history of reported faults to establish relationships between fault signatures

and corresponding variables. These mappings serve as a heuristic foundation for computational

algorithms that could then infer information autonomously.

After having mappings for the studied faults, methodologies may utilize automated machine

learning algorithms, statistical methods, or rule-based systems to identify them autonomously

from system monitoring. By comparing observed variable values with the mapped fault signa-

tures, an algorithm can autonomously identify and categorize faults without relying on human

intervention. Once a fault is detected, an automated notification system can alert the system op-

erator or administrator. This notification enables prompt action and intervention to address the

identified fault.

Combining autonomous fault detection with human-dependent mapping should achieve a more

accurate and robust procedure. It is important to note that the development of such a methodology

requires ongoing research and refinement, accompanying the technological advancements of PV

systems and computational algorithms.

4.2.2 Photovoltaic Plugin

According to the CellTAN formulation, cells cannot share their variables’ data directly to maintain

privacy. As a result, this limits plugins to work with only the information available in the cell they

are running in. Therefore, inverter underperformance is the only situation considered for the PV

plugin, based on the analysis from Section 4.1.1.2. Access to both the inverter’s data and satellite
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Image source and copyright of the scatter plot shown: [70].

Figure 4.9: Proposed approach to develop operational fault detection procedures.

data allows the owner to employ other algorithms that leverage this knowledge for better situational

and fault discernment, but this falls back to the "classical" centralized algorithms, which is not the

scope of this work.

We use the current and voltage samples resulting from the cleaning process to define the min-

imum operational boundary. Figure B.8 shows the proposed algorithm, which consists of the

following steps:

• Clean I-V data;

• Find the boundary points corresponding to the lowest voltage in the entire operating range;

• Fit a logarithmic function (4.1) to these points;

• Consider all points below the curve as situations of inverter underperformance.

Since data cleaning is already covered, we describe ways of determining the boundary points.

To begin, we establish bins for the current samples with a size of 1 A. Next, we examine each bin

and determine the minimum voltage for that particular region via either the absolute minimum or

a quantile. Once we have selected the reference minimum voltage, we record the bin’s median

current and minimum voltage as a boundary point. After registering all boundary points, we use a

curve-fitting algorithm to apply a decaying logarithmic function to them (equation 4.1).

V = a× log(b× I + c)+d × I + e (4.1)
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where:

V : Voltage (V)

I : Current (A)

a,b,c,d,e : Unknown constant parameters

Figure 4.10: Inverter underperformance region based on the lowest boundary of current-voltage
inliers.

Figure 4.10 illustrates the outcome of using the described algorithm on our case study invert-

ers. With the fitted curve’s parameters, the PV plugin can analyze a new sample and determine

if it falls under the underperformance category—whenever it does, the plugin flags that situation

and reports back to the cell. Its outputs consist of a literal phrase (string) stating the current per-

formance as a percentange of the reference. The fitted logarithmic curves are:

Vinverter1 = 19.3× ln(169.2× Iinverter1 −35.2)−2.8× Iinverter1 +276.1 (4.2)

Vinverter2 = 20.6× ln(148.3× Iinverter2 −35.6)−2.9× Iinverter2 +299.5 (4.3)

4.3 CellTAN Configuration

Implementing CellTAN for cells running online requires significant time and resources to gather

meaningful results. Therefore, we created a virtual scenario to simulate test data and collect out-

puts quickly. The simulation involves cells using fake in-memory implementation of some of their

dependencies, such as the interface and repository. The interface serves for cell communication,

and the in-memory implementation allows cells in the same host to share information without
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the overhead of a communication protocol. The repository is where the cell keeps its knowledge

base and other persisted attributes (e.g. trust with neighbors). An in-memory implementation

eliminates the need to set up a database for experimentation, speeding up data lookup and storage.

To maintain time fidelity, the most crucial requirement of this tool, we have the cells use a

custom rolling timestamp generator that follows the time of each sample passed to the inputs. In

practice, we "tell" the cells what time it is instead of them recurring to the standard date-time

library. This workaround effectively makes all the mechanisms of the cell function without direct

modification: their current time is always correct relative to the inputs. This workaround allows

feeding cells new inputs as fast as they perform their main process loop, which was one of the

most impactful changes for simulation speed.

Selecting cell parameters can be difficult due to the complexness of variable uncertainties

and thresholds (3.3.3). However, besides variables’ uncertainty and bounds, most parameters are

subjective to the intentions of a cell owner, while almost everything derives from the trust mea-

surements. Therefore, instant trust values are a more reliable source for result analysis, compared

to the subjective cell state attribute.

We selected AC power, DC side current, and voltage for the inverters’ inputs, considering 5%

uncertainty on all variables. For the satellite, we used global tilted irradiance and global horizontal

irradiance, also with 5% uncertainty each. The complete cell configuration is available in appendix

B.5.

4.4 Simulation and Results

4.4.1 Artificial Network Simulation

To validate the CellTAN core mechanisms with a controlled scenario, we simulate a network of

only two cells (two inverters) with the same knowledge base (of inverter one). This way, we have

a clean slate for introducing anomalies and watching the corresponding behavior. Translating to

a real case, this would be most similar to two equal inverters with the same PV configuration

installed in the same place.

4.4.1.1 Simulation Without Anomalies

We are conducting our initial validation using a scenario without any anomalies. To achieve this,

we will simulate 73 instances of a clear day, starting from 06:30:00 on March 2nd, 2023, and

ending at 18:30:00 on the same day.

To showcase the data received by CellTAN, we utilize visualizations such as 4.11. The term

"K.B." stands for Knowledge Base, and the scatter plots help comprehend the input’s space com-

pared against it. This shows if we introduced anomalies or not.

We can see that having cloned inverters creates a perfect trend line in their AC power scatter.

The voltage profile for the tested day is relatively typical, with a slight dip at around hour 8. The

scatter shows that most samples lie within the knowledge base, except for some in the morning,
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Figure 4.11: Power, current, voltage profiles, and scatter of simulation data for the artificial sce-
nario without anomalies.

almost exceeding the upper voltage border. We don’t expect the CellTAN to indicate any issues

for this base scenario.

Figure 4.12: Inverter’s trust and variables’ trust from CellTAN for the artificial scenario without
anomalies.

Figure 4.12 shows that the trust measure between inverter cells (left) remains at a high value

throughout the simulation, with an average rating of 0.94. This corresponds to high behavior

conformity between cells. However, the variation in this rating and the fact that it falls just be-

low 1 is due to the uncertainty involved in the trust calculation process, as highlighted in Figure
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3.8. Based on the observed behavior, the cells have encountered numerous similar past instances.

Therefore, we infer that reduced variable uncertainties (parametrized) would lead to an improved

trust indicator in this context (topic developed in Section 3.1.5).

Variables’ trust is relatively stable from hours 9 to 17. However, there are issues with this

indicator for DC voltage during sunrise and sunset. These momentary drops occur due to the

inconsistency of samples in these extremes, given that the original dataset did not store values be-

yond a certain threshold (considered nighttime). Voltage measurements in these zones are erratic,

so a moving average is more appropriate to smooth out these trust oscillations and better assess

the possibility of anomaly. We take this occurrence into account for the subsequent experiments.

With this scenario, we also check the symmetry of the trust indicator, which is identical for the

pair of cells. The PV plugin did not flag any underperformance situations during this simulation,

as expected.

4.4.1.2 Simulation With Anomalies

To assess the CellTAN’s anomaly detection capability, we simulate inverter mismatch and under-

performance for the same day as the previous experiment. We expect the perturbance to influence

the cells’ trust measurement into lowering and trigger the PV plugin to warn the situation.

Figure 4.13: Power, current, voltage profiles, and scatter of simulation data for the artificial sce-
nario with anomalies.
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Figure 4.13 shows the artificial anomaly introduced in the AC power and DC side voltage mea-

surements, representing the underperformance of inverter two. Regarding the AC power scatter, it

resembles region 2⃝ of Figure 4.3. Observing the I-V scatter in the bottom right, we can also notice

that the introduced anomaly translates some instances into the underperforming region, mapped in

the previous Section (4.2). We expect CellTAN’s cell trust mechanism and the PV plugin to catch

this situation.

Figure 4.14: Inverter’s trust and variables’ trust from CellTAN for the artificial scenario with
anomalies.

Figure 4.14 shows that the trust between cells drops to (practically) zero while the anomaly

occurs. This behavior perfectly aligns with the historical trust comparison process of using a

moving average to consider unconformities, given a threshold. This way, if the cell owner had

configured the cell to have a three-hour trust bin comparison and an appropriate threshold, this

situation would be flagged at hour 13.

One major issue with the symmetry of the cell trust measure is that we need further assessment

to understand which is the faulty element. Variables’ trust indicators and plugins come to support

this necessity. In this specific scenario, variables’ trust showed a momentary drop for the DC

side voltage, but not significant enough to distinguish from the ones in the sunrise and sunset

transitions. However, the PV plugin flagged inverter two’s underperformance, indicating the power

was around 80% of the expected minimum throughout the anomaly (Figure 4.14, top right chart).

This indicator is enough, in this context, to distinguish which is the faulty inverter.

4.4.2 Real Network Simulation

Although artificial scenarios have their place for conceptual validation, data from a physical cell

network is valuable for assessing the usefulness of our fault detection tool. In the following sec-

tions, we use the test data from both inverters and satellite reviewed in 4.1 to run the CellTAN.
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Using four months’ data allows for statistically evaluating the tool’s outputs, considering it has

a broad range of scenarios. However, selecting which portions of the result dataset to showcase

in the following sections becomes challenging. Nevertheless, this is also needed to understand

real-time behavior, so the presented results will be hand-picked sections with relevancy.

The CellTAN contains a lot of valuable attributes for assessing the cell’s state, such as its

variables’ fuzzy outputs, cell/variables trust indicators, extrinsic/intrinsic unconformity severity

(with incoherent element information), and situations detected by plugins. However, we minimize

overloading our findings with all this data and focus on the most objective indicators: outputs,

trust indicators, variables’ inputs, and the underperformance estimation from the PV plugin. The

state data and unconformity information depend on arbitrary time bins and thresholds. Since it

derives from the instantaneous trust values, and the cell owner controls such parameters, we omit

these state attributes (same as the artificial scenario).

4.4.2.1 Trust Indicators Overview

After gathering results, visualizing the relation between inverter trust and outlier regions defined

in Section 4.1.1 gives a direct view of CellTAN’s anomaly detection capabilities.

Figure 4.15: Scatter of inverter AC power (1st) and inverter variables (2nd and 3rd), colored with
the trust value between inverters.

Figure 4.15 confirms that the tool consistently assigns low trust values to instances in outlier

regions, denoted by the darker tone. We expected the performance to be satisfactory since the

cells’ knowledge base went through a cleaning phase, making the temporal similarity extraction

process and cell activations prone to mainly capture what we predefined as correct behavior.

Regarding the distribution of trust indicators in Figure 4.16, the measure between inverters

shows that most instances have high values, with the majority above 0.7. These histograms do not

include samples at night since all the outputs remained constant. The first bin on the left chart of

4.16, which contains values close to zero, is the most significant region for determining anomalies

when using the trust of inverter cells. Considering this bin, we may establish that around 500

samples are anomalous out of the 4464 (11.2%).
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Unfortunately, the distributions of trust between inverters and satellite indicate that these con-

nections did not benefit the tool, since its values are always lower than 0.4, with an average of

0.05 (meaning low behavior conformity). These results suggest that the trust calculation system

is less versatile than foreseen and requires modification for leveraging these cell links. Earlier, we

aligned the uncertainty of the satellite variables with that of the inverters while configuring the

cells, hoping to match their time similarity extraction. However, remembering the trust calcula-

tion method, we conclude that systems can have different time extraction characteristics, leading

to lower trust when this leads to significant differences in the cells’ total activation time.

Figure 4.16: Cells’ trust measurement histogram.

Analyzing the variables’ trust indicators in Figure 4.17 lets us confirm the strong relationship

between AC power and DC side current. The DC side voltage trust presents a region of lower

values apart from the highest frequency bin. These instances relate to the DC voltage behavior

during sunrise and sunset, which was already flagged in Section 4.4.1.1.

Figure 4.17: Cell variables’ trust measurement histogram.

Based on the information presented in figures 4.16 and 4.17, we can conclude that the inverter

cell trust indicator is the most valuable feature of CellTAN for our particular network scenario.
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This indicator will be one of the primary analysis topics in the upcoming sections.

4.4.2.2 Inverter Underperformance Detection

The PV plugin successfully identified situations of underperformance when DC side measure-

ments fell in the mapped region (Figure 4.10). Figure 4.18 represents all the flagged samples from

test data. The reason for missing samples closer to the column of typical MPPT operation is that

we added a 5% tolerance for identifying these situations. We considered this tolerance because

alarming all underperformance situations would overwhelm the PV farm owner of non-severe and

temporary cases. Regardless, the owner parametrizes this threshold when setting up the CellTAN.

Figure 4.18: I-V scatter of test data (both inverters) with detected underperformance instances
colored red (top) and histogram based on the hour of detection (bottom).

With the histogram in Figure 4.18, we can assess that underperformance mostly happens dur-

ing sunrise and sunset. The underperformance behavior affects inverter cells’ trust, which reflects

in this measurement dropping a lot during sunrise and sunset hours. Appendix C.1 presents all the

days with underperformance detections.

4.4.2.3 Day-by-day analysis

Reviewing the time series data of inverter AC power and trust between cells made us notice re-

curring patterns and situations throughout the test data. Figure 4.19 showcases the three main

categories of days that stood out in the trust measurement profile. Looking at the bottom two AC

power scatters, we can identify outlier regions reviewed from Figure 4.15. To satisfy the curiosity

of observing the inverter cells’ trust profile throughout the test dataset, we made it available in

appendix C.1.
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Figure 4.19: Example days of inverters’ highly correlated power (top), power mismatches (mid-
dle), and inverter one inoperational (bottom).

Figure 4.20 showcases the frequency of each trust-based category. We can conclude that mild

mismatches were very common, with a significantly larger frequency than the days of correlated

production. The "Other" label refers to situations with slight power mismatches or voltage varia-

tions that change the trust measure enough not to be characterized as a highly correlated or power

mismatch day. The percentage of days where inverter one is not operating occurs when it either

turns on after the beginning of sun hours (which happens most often) or remains off for the entire

day (which only happened on January 8th, 2023).

During nineteen days (of 120 total days), the inverters demonstrate highly correlated produc-

tion profiles throughout their daily cycle. Curiously, this only happens on cloudy days, making us

question if their exposure to direct irradiance slightly varies due to different shading obstructions.

We can see no outliers when checking out the I-V scatter for these days, which helps confirm the

high trust value and no underperformance detections from the plugin.

On the eighty-four days, we found significant power mismatches. The most recurring pattern

is sunrise-sunset and midday trust values dropping (between the two inverter cells). Analyzing the

I-V variables shows that some samples lie in the underperformance region during these periods.

The PV plugin detects most underperformance cases for these days, mainly in the morning and

evening, as seen in Figure 4.18. Inverter two dropping performance during peak sun hours could
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happen due to partial shading, inverter losses, or even string faults. It is helpful that the tool can

identify these nuanced situations because it can assist technical teams in diagnosing the issue and

preventing it from worsening if it stems from a fault.

On nine days, we found that inverter one did not produce energy during some sun hours (eight

days) or was completely off (one day). There could be different reasons for this problem, but

we would need labeled data to determine if it was equipment faults or planned maintenance shut-

downs. This lack of identification is why this work does not present any classification steps besides

the broad underperformance detection.

Figure 4.20: Frequency of days with identified scenarios based on trust measurement.

The cell trust measurement’s high variability is noticeable in Figure 4.19. When interpreting

this value as a continuous signal, this characteristic supports the incorporation of moving average

analysis for deciding anomaly occurrence. For example, if we configure the inverter cells to use

a time bin as small as 10 minutes and a threshold of 0.2, the cell would flag anomalies for all

the mismatches shown in 4.19 (middle). However, if we raise the window to a couple of hours,

it only identifies the scenarios of inverter one inoperational. We can also verify the constant

value displayed during nighttime. It is low because the cells find many night instances on their

knowledge base when receiving related inputs. Increasing the total activation time decreases the

trust measure (see 3.1.5).

4.4.2.4 Using Contaminated Knowledge Base

So far, all the results come from a CellTAN whose cells have a clean knowledge base. Undergoing

the cleaning phase seemed the appropriate way to extract this tool’s full potential, considering how

its algorithms work. However, what if we do not clean the knowledge base? Furthermore, what if,

in an actual application, that task is too time-consuming or challenging due to the volume of data

or other issues? Following this interest, we simulate the same test data with the same CellTAN

configuration, changing the knowledge base for the original raw version. This dataset had various

outliers in different regions, although its contamination was not overwhelming compared to the

number of samples for regular operation.
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Figure 4.21: Scatter of trust measurements between inverter cells, with and without a clean knowl-
edge base.

Fortunately, the trust indicator between the two inverter cells barely changed its behavior,

confirmed by the scatter of the two in Figure 4.21. Still, there were some deviations, with the

new trust measure being lower than the previous (on average) and some samples straying from

the main trend line (contained in the black ellipse). We could identify these outlier instances as

peculiar behavior by filtering the occurrences where the deviation was more than 0.2. What had

happened was that both inverters shut off during sun hours on the days when these deviations

occurred. The trust measurement with the clean knowledge base did not detect this anomaly, but

it was very noticeable with the contaminated version.

Figure 4.22: Days when the difference between trust of inverter cells with and without knowledge
base is greater than 0.2.
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When filtering the clean knowledge base with zero values, the cells only find samples corre-

sponding to nighttime since we also removed anomalies of both inverters not producing during

the day. However, the original knowledge base features this scenario, although rare (both inverters

inoperational occurred in 19 days), and cases of one of the inverters being off while the other is

producing. Therefore, the cells filter all these niche situations alongside nighttime values, and

given the discrepancy of activations corresponding to individual faults, the trust measurement is

lower. This behavior shows the advantage of using untreated data in the CellTAN as long as any

one type of anomaly is not particularly recurrent.
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Chapter 5

Conclusion and Future Work

In this work, we emphasized the need to develop practical fault detection algorithms for the in-

creasing amount of PV assets installed worldwide. During the literature review, we noticed that

numerous proposals do not fit the context of industrial-scale PV. Most methodologies rely on

classical centralized algorithms, often requiring data that PV operators do not sample in larger

systems and its synchronization. With the premise of needing a practical approach, we develop

the CellTAN. Inspired by graph theory, cellular networks and other similar structures, its method-

ology presented a novel approach to anomaly detection in dynamical systems. Considering real

implementation challenges, it tackles issues such as data privacy, distributed computing, and high

availability needs.

During the simulation phase of this tool, we validated its core behavior when used with similar

components (two solar inverters) during normal and anomalous scenarios. Using data from a

real PV farm, the simulation of four months of operation and a statistical history of about two

years allowed us to arrive at further conclusions. Although there were shortcomings in terms

of the inverter-satellite connection and variables’ trust, we proved that our cell trust mechanism

successfully identified inverter anomalies in all the pinpointed cases. Ultimately, we achieved a

tool already capable of deploying for currently installed PV assets, with valuable features and

insights for the farm operators.

The most critical assessment is that CellTAN is capable of deployment for other types of

systems, by featuring a time-based anomaly detection capability with minimal requirements. It

allows hosting large networks due by allowing distributed computing. Cells efficiently use neigh-

bors’ data to extract useful information, and by scaling up the number of connections, there comes

the increased ability to identify which component is at fault. We believe that this is a significant

addition to the ecosystem of anomaly detection algorithms that are practical-oriented.

5.1 Addressing the research questions

Throughout this work, we found the answers to the initially proposed research questions. Regard-

ing faults in PV systems, the literature showed that failure rates are usually around 3% on the

65
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utility scale, with our case study showing 7.5% of unwanted occurrences (not necessarily faults).

We identified that panel degradation was the primary reason for these faults. Aiming to iden-

tify these occurrences, we found an entire ecosystem of algorithms using varied techniques, from

statistics to signal processing, machine learning, and deep learning. Most of the studied proposals

are in the machine learning category, probably due to this field’s popularity and successes. Most

algorithms rely on centralized data of PV panels, strings, MPPTs, and inverters with synchronized

samples, and their computational cost is varied. Deep learning and some machine learning models

are the most computationally intense due to the training phase, while statistical and signal pro-

cessing methods are relatively lighter. Nonetheless, there is the associated cost of agglomerating

and treating all the necessary data for all the centralized approaches. Assessing the effectiveness

of different approaches was challenging because some used high-frequency, simulated, or uncon-

taminated datasets. In contrast, others used low-frequency, real, or contaminated (noisy) datasets.

Given the broadness of the data used for testing these methodologies, we could not be sure about

all the observed metrics. However, we estimate that the most realistic reviewed works achieve

70-90% classification accuracy under online implementation. In reality, many methods fall short

regarding their practical implementation for large PV portfolios ranging from MW to GW. This is

mainly due to their centralized structure and the need for extensive data analysis and ETL (extract,

transform, load) on vast amounts of data. Additionally, some methods rely on unrealistic model

inputs or labeled data that commercial systems and PV operators cannot provide. Consequently,

these methods require adjustments and may not perform as well as the literature suggests.

5.2 Objectives reached

In this work, we have successfully achieved the objectives set out to accomplish. Firstly, we

identified and extensively studied existing fault detection tools for photovoltaic power systems.

We conducted a thorough literature review to understand this field’s latest methods and tools,

which helped build a strong foundation for further research. Somewhat diverging from the ex-

isting knowledge on fault detection for PV systems, we developed a novel approach for general

anomaly detection. Integrating innovative techniques, we crafted a unique methodology not exclu-

sively for PV. We conducted experiments on real-world case study PV assets to test the practical

applicability and effectiveness of the developed methodology. We collected data and analyzed the

results by applying the new tool to these assets. This process gave valuable insights into the tool’s

performance, strengths, and limitations. The validation of the developed methodology was a criti-

cal component of this research. However, we did not compare the obtained results with literature

benchmarks due to the core differences and variations of the validation scenarios. Nonetheless,

we showed the methodology’s effectiveness in detecting anomalies within PV systems, bolster-

ing its credibility and contributing to its acceptance. We met the objectives by identifying and

studying existing fault detection tools, developing a novel approach, applying and testing the tool

in real case study PV assets, and validating the methodology through rigorous analysis. This re-

search has expanded the existing knowledge base and contributed to advancing anomaly detection
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techniques.

5.3 Potential applications

We established that the core algorithms and attributes of the cells do not bind any specifics about

the system they represent. Because of this, the CellTAN became a framework for operationalizing

anomaly detection in potentially more than one type of system. Although its core procedures

do not include classification algorithms, we can add this or other functionalities through plugins.

This feature allows incrementing cell functionality without interfering with predefined processes,

making it easily improved and better suited for specific applications.

This tool is most effective when used on systems with multiple interconnected components

that produce continuous time-series signals. In the case of PV, inverters of the same farm share a

common energy source (the sun) and roughly the same climate conditions, making their production

measurements highly related. Similarly, wind farms where turbines are affected by the same

wind patterns could also benefit from this tool, e.g., by having turbine and wind sensor cells.

Furthermore, we could apply it to an electrical grid using a network of transformers, busbars, and

line cells. There are many application possibilities, considering the plethora of dynamical systems.

After reviewing the previous examples, it is clear that this tool has a wide range of applications

and can be tested in multiple ways, demonstrating its versatility. The benefits of using this tool

also make it a desirable choice for industries that face challenges with traditional algorithms due to

data volume, processing capacity, or communication limitations. However, combining the ability

to detect anomalies with a classical algorithm would also be mutually beneficial. If a PV system

has a computationally intensive algorithm that cannot run for each new data entry, this lighter

detection system can activate it only when necessary (upon anomaly detection), making the usage

of such expensive process a feasible option.

5.4 Future work

We conclude that the connection between different components (inverter and satellite) could have

been more effective than what was achieved between the two inverters. This issue made us re-

think how the cells perform trust measurement, and we believe that a future version of CellTAN

should consider the neighboring cells’ uncertainty/filtering characteristics in this calculation to

compensate for the inevitable mismatches in the total activation time. Besides, the variables’

trust measurement also has room for improvement, and trying other statistical approaches could

improve its value.

Unfortunately, cell plugins were bound to intrinsic variables due to the restrictions in inter-cell

communication. Therefore, it would be beneficial if CellTAN allowed "sub-networks" where cells

of the same ownership freely communicate. Eliminating this barrier would increase the plugins’
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usefulness, permitting more complex algorithms that directly compare inputs of neighboring ele-

ments. Latching on this suggestion, we also think that CellTAN could have specialized cells for

monitoring trust or other metadata from others, potentially improving anomalous cell localization.

Another proposal for increasing this tool’s robustness is by using the MQTT communication

protocol for cell-to-cell and cell-to-hub communication. Regarding the hub component, it has the

potential to become a web application in which CellTAN users manage cells, view the network, get

cell connection proposals, and have the possibility of linking cells through this system. Besides, it

could also agglomerate different plugins ready to apply for cells of diverse types, such as the PV

plugin, a Wind Farm plugin, and others. This type of webpage would increase this tool’s value

significatively, providing numerous possibilities for the stakeholders.



Appendix A

CellTAN Development

A.1 Statistical tests for measuring association

A.1.1 Pearson’s chi squared test

χ
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where:

χ
2 : Chi-squared statistic

Oi : Observed frequency for category i

Ei : Expected frequency for category i

k : Number of categories or cells in the data

A.1.2 Fischer’s exact test

p =

(a
x

)(b
y

)(N
n

) (A.2)

where:

p : p-value of the test

a : Number of successes in group A

b : Number of successes in group B

x : Number of successes of interest in group A

y : Number of successes of interest in group B

N : Total number of observations

n : Number of observations in group A
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A.1.3 Odds ratio

OR =
a ·d
b · c

(A.3)

where:

OR : Odds ratio

a : Number of successes in group A

b : Number of failures in group A

c : Number of successes in group B

d : Number of failures in group B

A.1.4 Phi coefficient

φ =

√
χ2

N
(A.4)

where:

φ : Phi coefficient

χ
2 : Chi-squared statistic

N : Total number of observations

A.1.5 Contingency coefficient C

C =

√
χ2

N +χ2 (A.5)

where:

C : Contigency coefficient

χ
2 : Chi-squared statistic

N : Total number of observations

A.1.6 Theil’s U

U(x|y) = H(x)−H(x|y)
H(x)

(A.6)

Entropy of variable x:

H(x) =−
n

∑
i=1

p(xi) log(p(xi)) (A.7)

Conditional entropy of variable x given variable y:

H(x|y) =−
n

∑
i=1

m

∑
j=1

p(xi,y j) log
(

p(xi,y j)

p(y j)

)
(A.8)
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A.2 Technology stack
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Or

HTTP

Figure A.1: Technology stack of the Cell and Hub of CellTAN.

A.3 Cell configuration

The idea for configuring cells before deployment is to have a text file with every necessary parame-

ter. As mentioned in 3.3.3, I chose the YAML format for laying out cell information, coupled with

a Pydantic [71] model that mirrors the file entries with attributes of the correct types in Python.

The following fields define input variables:

• id: Variable identifier, e.g. "dc_voltage".

• uncertainty: The percentage uncertainty of the variable relative to its range (maximum value

- minimum value).
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• minimum: The minimum possible value for the variable.

• maximum: The maximum possible value for the variable.

• time_decay: The time it takes for the variable to reach full uncertainty.

The cell has the following thresholds:

• min_knowledge_for_raising_new_experience: Minimum time window that the knowledge

base needs to have for the cell to flag new experiences.

• min_trust_for_filtering: Minimum value required of the instantaneous trust measurement

with a neighbor for the cell to use its activations for output computation.

• min_trust_for_uncomformity: The trust threshold used to detect extrinsic unconformity.

• goal_neighbors_frac_for_activations: Goal fraction of neighbors with recent activations,

used for retrying the process of activation fetching.

• rolling_timestamp_offset: The time offset between the present and time associated with the

inputs’ values. Allows using cells with forecast values.

• trust_comparison_bins: List of time windows for which the cell compares historical trust

measures for neighbors’ and variables’ trust.

• max_knowledge_time_diff: Maximum time difference between two pieces of knowledge to

consider or discard such. For example, if neighbors’ activations were calculated longer ago

than this value, the cell does not consider them.

• min_loop_sleep: Minimum time the cell must remain in stand-by mode between each cycle.

It avoids computational overload if overwhelmed with high-frequency inputs update.

• max_loop_sleep: Maximum time the cell may remain in standby mode. This ensures that if

no inputs arrive, it will periodically update its attributes to reflect the increased uncertainty

of its inputs (due to the time decay process).



Appendix B

CellTAN Application

B.1 MPPT Curve

Image source and copyright: [72].

Figure B.1: "PV panel power characteristics as a function of the DC voltage and solar irradiance."

B.2 Data Analysis
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Figure B.2: Pair plot of DC side voltage and current from inverter one (2023), using scatter (left)
and KDE (Kernel Density Estimation) (right).

Figure B.3: Pair plot of DC side voltage and current from inverter two (2023), using scatter (left)
and KDE (Kernel Density Estimation) (right).
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Figure B.4: Scatter pair-plot of AC power from the two inverters with cloud coverage and temper-
ature (from satellite).
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B.3 Data Cleaning

B.3.1 Satellite

Figure B.5: Inliers (orange), outliers (blue), and decision boundaries (black) using three different
anomaly detection algorithms on the tilted irradiance and AC Power from both inverters.

B.3.2 Voltage and Current
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Figure B.6: Inliers (orange), outliers (blue), and decision boundaries (black) using three different
anomaly detection algorithms on the horizontal irradiance and AC Power from both inverters.



78 CellTAN Application

Figure B.7: Inliers (orange), outliers (blue), and decision boundaries (black) using two different
anomaly detection algorithms and their combination on the DC side voltage and current from both
inverters.
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B.4 Photovoltaic Plugin

Figure B.8: Proposed steps for obtaining inverter underperformance region.

B.5 Cell Configuration

B.5.1 Inverters

name : i n v e r t e r _ 1 # same f o r i n v e r t e r _ 2
v a l u e _ m e t a d a t a :
− i d : ac_power

u n c e r t a i n t y : 0 . 0 5
minimum : 0 . 0
maximum : 13000 .0
t i m e _ d e c a y : 900 .0

− i d : d c _ v o l t a g e
u n c e r t a i n t y : 0 . 0 5
minimum : 0 . 0
maximum : 600 .0
t i m e _ d e c a y : 900 .0

− i d : d c _ c u r r e n t
u n c e r t a i n t y : 0 . 0 5
minimum : 0 . 0
maximum : 4 0 . 0
t i m e _ d e c a y : 900 .0

t h r e s h o l d s :
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m i n _ k n o w l e d g e _ f o r _ r a i s i n g _ n e w _ e x p e r i e n c e : P365DT0H0M0 .000000 S
m i n _ t r u s t _ f o r _ f i l t e r i n g : 0 . 3
m i n _ t r u s t _ f o r _ u n c o m f o r m i t y : 0 . 1
g o a l _ n e i g h b o r s _ f r a c _ f o r _ a c t i v a t i o n s : 1 . 0
r o l l i n g _ t i m e s t a m p _ o f f s e t : P0DT0H0M0.000000 S
t r u s t _ c o m p a r i s o n _ b i n s :
− P0DT3H0M0.000000 S
− P0DT6H0M0.000000 S
− P0DT12H0M0.000000 S
− P1DT0H0M0.000000 S
max_knowledge_ t ime_d i f f : P0DT0H15M0.000000 S
m i n _ l o o p _ s l e e p : 0 . 0 1
max_ loop_s l eep : 999 .0

append_knowledge_base : f a l s e

B.5.2 Satellite

name : s a t e l l i t e
v a l u e _ m e t a d a t a :
− i d : g l o b a l _ t i l t e d _ i r r a d i a n c e

u n c e r t a i n t y : 0 . 0 5
minimum : 0 . 0
maximum : 1200 .0
t i m e _ d e c a y : 900 .0

− i d : g l o b a l _ h o r i z o n t a l _ i r r a d i a n c e
u n c e r t a i n t y : 0 . 0 5
minimum : 0 . 0
maximum : 1200 .0
t i m e _ d e c a y : 900 .0

t h r e s h o l d s :
m i n _ k n o w l e d g e _ f o r _ r a i s i n g _ n e w _ e x p e r i e n c e : P365DT0H0M0 .000000 S
r o l l i n g _ t i m e s t a m p _ o f f s e t : P0DT0H0M0.000000 S
t r u s t _ c o m p a r i s o n _ b i n s : [ ]
max_knowledge_ t ime_d i f f : P0DT0H5M0.000000 S
m i n _ l o o p _ s l e e p : 0 . 0 1
max_ loop_s l eep : 999 .0

append_knowledge_base : f a l s e
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CellTAN Results

C.1 Inverter Power and Trust Measurements

(Starts on the next page)
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Figure C.1: Inverter power and inverter cells’ trust from 2023-01-01 to 2023-02-24.



C.1 Inverter Power and Trust Measurements 83

2023-02-25 2023-02-26 2023-02-27 2023-02-28 2023-03-01 2023-03-02
0

5000

10000

AC
 P

ow
er

 (W
) Inverter 1

Inverter 2

0.00
0.25
0.50
0.75

In
ve

rte
r c

el
ls'

 tr
us

t

2023-03-02 2023-03-03 2023-03-04 2023-03-05 2023-03-06 2023-03-07
0

5000

10000

AC
 P

ow
er

 (W
)

0.00
0.25
0.50
0.75

In
ve

rte
r c

el
ls'

 tr
us

t

2023-03-07 2023-03-08 2023-03-09 2023-03-10 2023-03-11 2023-03-12
0

5000

10000

AC
 P

ow
er

 (W
)

0.00
0.25
0.50
0.75

In
ve

rte
r c

el
ls'

 tr
us

t

2023-03-12 2023-03-13 2023-03-14 2023-03-15 2023-03-16 2023-03-17
0

5000

10000

AC
 P

ow
er

 (W
)

0.00
0.25
0.50
0.75

In
ve

rte
r c

el
ls'

 tr
us

t

2023-03-17 2023-03-18 2023-03-19 2023-03-20 2023-03-21 2023-03-22
0

5000

10000

AC
 P

ow
er

 (W
)

0.00
0.25
0.50
0.75

In
ve

rte
r c

el
ls'

 tr
us

t

2023-03-22 2023-03-23 2023-03-24 2023-03-25 2023-03-26 2023-03-27
0

5000

10000

AC
 P

ow
er

 (W
)

0.00
0.25
0.50
0.75

In
ve

rte
r c

el
ls'

 tr
us

t

2023-03-27 2023-03-28 2023-03-29 2023-03-30 2023-03-31 2023-04-01
0

5000

10000

AC
 P

ow
er

 (W
)

0.00
0.25
0.50
0.75

In
ve

rte
r c

el
ls'

 tr
us

t

2023-04-01 2023-04-02 2023-04-03 2023-04-04 2023-04-05 2023-04-06
0

5000

10000

AC
 P

ow
er

 (W
)

0.25

0.50

0.75
In

ve
rte

r c
el

ls'
 tr

us
t

2023-04-06 2023-04-07 2023-04-08 2023-04-09 2023-04-10 2023-04-11
0

5000

10000

AC
 P

ow
er

 (W
)

0.00
0.25
0.50
0.75

In
ve

rte
r c

el
ls'

 tr
us

t

2023-04-11 2023-04-12 2023-04-13 2023-04-14 2023-04-15 2023-04-16
0

5000

10000

AC
 P

ow
er

 (W
)

0.00
0.25
0.50
0.75

In
ve

rte
r c

el
ls'

 tr
us

t

2023-04-16 2023-04-17 2023-04-18 2023-04-19 2023-04-20 2023-04-21
0

5000

10000

AC
 P

ow
er

 (W
)

0.00
0.25
0.50
0.75

In
ve

rte
r c

el
ls'

 tr
us

t

2023-04-21 2023-04-22 2023-04-23 2023-04-24 2023-04-25 2023-04-26
Time

0

5000

10000

AC
 P

ow
er

 (W
)

0.00
0.25
0.50
0.75

In
ve

rte
r c

el
ls'

 tr
us

t

2023-04-26 2023-04-27 2023-04-28 2023-04-29 2023-04-30 2023-05-01
0

5000

10000

AC
 P

ow
er

 (W
)

0.00
0.25
0.50
0.75

In
ve

rte
r c

el
ls'

 tr
us

t

Figure C.2: Inverter power and inverter cells’ trust from 2023-02-25 to 2023-04-30.
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C.2 Underperformance Detections
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Figure C.3: Days with underperformance detected by the PV plugin.
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