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Abstract
In this paper we introduce a computational control framework that can keep AI-driven military autonomous devices operating 
within the boundaries set by applicable rules of International Humanitarian Law (IHL) related to targeting. We discuss the 
necessary legal tests and variables, and introduce the structure of a hypothetical IHL-compliant targeting system.
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Introduction

Many States have expressed interest in incorporating more 
AI into their military systems, particularly to replace cer-
tain aspects of human decision-making during operations 
(Defense Science Board, 2012; Ministère, 2019). A variety 
of tasks are envisaged including decisions concerning the 
use of force, which involve functions such as target selection, 
sorting, prioritisation and engagement (Thurnher, 2018; 
Abaimov & Martellini, 2020). While such developments 
are welcomed by some, others resist the idea of delegat-
ing use of force decisions to AI for a variety of reasons, 
such as difficulties in assigning responsibility (Chengeta, 
2016; Bo, 2021), fears that it might reduce the threshold 
for conflict (Hitoshi & McLaughlin, 2014; Crootof, 2015), 
and ethical concerns such as dehumanisation (International 
Committee of the Red Cross, 2018; Sartor & Omicini, 2016) 

(for summaries of the overall debate and points of conten-
tion, see (Lewis, 2015; Cummings, 2018; Santoni de Sio 
& van den Hoven, 2018; Eklund, 2020)). While the concept 
of meaningful human control has been interpreted by some 
to require a human in the loop at all times, others have inter-
preted the requirement more loosely as also being attainable 
through meaningful human involvement in the decision-
making process leading up to the point of activation (Kwik, 
2022). Assuming no consensus can be reached on this mat-
ter, it is not precluded that, at least by adherents of the lat-
ter school, certain decisions will indeed be delegated to AI 
in the future. If this is the case, it is important to explore 
to what extent AI-controlled devices can operate within 
boundaries set by law. In this paper, we will particularly 
focus on one frequently-raised (Lewis, 2015; Kalmanovitz, 
2016) legal concern: the question of whether such systems 
can properly comply with international humanitarian law 
(IHL), as it is often argued (Crootof, 2015; Szpak, 2020; 
McDougall, 2019) that incorporating many targeting prin-
ciples such as distinction, proportionality and precautions 
into an AI is impossible.

In light of this question, in this paper, we advance one 
way to embed legal rules into military AI by proposing a 
framework which was built from the ground up on a foun-
dation of IHL principles. The framework is intended to 
incorporate both IHL rules and to be conscious of practi-
cal operational reality, i.e., it is constructed with both the 
law and military practice in mind. To achieve this, we base 
our framework on the military targeting cycle, i.e. the set 
of steps and assessments commanders apply before assign-
ing force. The targeting cycle takes both operational and 
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legal considerations as inputs: the former includes variables 
such as goals, desired effects and military advantage, while 
the latter includes humanitarian variables such as inciden-
tal harm (collateral damage). By basing our system on the 
targeting cycle, we ensure both practical usability and legal 
compliance whenever this hypothetical AI is deployed in 
place of a human-controlled system. We assume that ethical 
considerations determining under what circumstances these 
systems (or more generally the use of violence) should be 
promoted or rejected are reflected in the legal rules set. Our 
contribution specifically aims to address the legal arm of 
the discussion.

The principal goal of our work is to discuss the feasibil-
ity of implementing autonomous military devices that can 

follow IHL. We fulfil this goal by distinguishing the key 
components necessary to perform IHL compliance tests with 
all the data necessary to perform those tests, and discuss 
potential problems and threats. In our view, this discussion 
is especially important because of the specific character of 
IHL rules incorporating both legal and moral reasoning. 
Beyond this, the model is agnostic as to which legal tests 
a deploying commander wishes to delegate to the system. 
In our model, each legal test is performed by a dedicated 
module with clear inputs and outputs (see Fig. 1), which 
provides flexibility. For instance, a commander may wish 
to perform all other tests themselves, but delegate the harm 
minimisation function to an autonomous drone, in which 
case the harm minimisation module would be relevant for 

Fig. 1   Graphical illustration of the system’s structure
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consideration. Alternatively, a commander may be employ-
ing a proportionality adviser, in which case we focus on the 
proportionality module.

Ultimately however, there is broad consensus (Scharre, 
2018; Boddens Hosang, 2021; Davison, 2017) that no 
amount of delegation removes the commander’s legal 
responsibility for any consequences of deploying such 
devices. As Cherry & Johnson (2020) submits, the “legal 
obligation to take precautions does not fall to the autono-
mous system”. The commander remains responsible for 
ensuring the attack is lawful and, where they delegate some 
tasks to autonomous devices, to ensure that required legal 
tests are performed correctly (Boothby, 2019). In case where 
a task is indeed delegated, a common conceptualisation is 
that the human decision-making process is not eliminated 
but instead moved ‘forward’ (Ekelhof, 2016; Adviesraad 
Internationale Vraagstukken, 2015). As mentioned above, 
the popular concept of meaningful human control as sum-
marised by Eklund (2020); Kwik (2022) is in this regard 
helpful: even if commanders delegate a task(s) to a device, 
they remain responsible for ensuring sufficient knowledge 
of the system’s reliability, predicting its approximate behav-
iour in the field, its robustness against likely enemy coun-
termeasures (International Committee of the Red Cross, 
2016), and implementing sufficient contextual controls to 
ensure performance and controllability is maintained. The 
main contribution of this work, then, is to provide a general 
framework of how an autonomous device can perform each 
of these functions. The casuistic decision of whether these 
tasks should be delegated remains a question of military 
judgment (Organisation, 2019; van den Boogaard & Roorda, 
2021).

We proceed as follows. First, we briefly discuss the foun-
dational framework of our system, the targeting cycle. We 
also extract and emphasise the most important legal tests 
that are conducted during this cycle, and formalise them for 
use in our proposed system. On this basis, we then introduce 
the building blocks of our system, and discuss its necessary 
functionalities, its structure and required data. We also pro-
vide a brief discussion of the methods used to obtain the data 
necessary to perform the legal analyses required by IHL.

Targeting and legal tests

As we set out to answer whether targeting rules can theo-
retically be fulfilled through an AI system, the setup of our 
model is based on the targeting cycle, i.e. the process taken 
by commanders that precedes military operations or engage-
ments. It involves analysing potential targets and consider-
ing different weapon and delivery options to obtain the opti-
mal military benefit, while ensuring compliance with IHL 
(Corn, 2014). Targeting has important IHL tests already 

pre-installed into the process, while remaining a preemi-
nently military exercise that is ultimately aimed at achieving 
the military organisation’s objectives and end states in the 
most efficient way possible (Curtis, 2019). This makes it an 
ideal foundation for our system.

We analysed the NATO Standard Targeting Procedure 
(North Atlantic Treaty Organisation, 2016; Roorda, 2015; 
Ekelhof, 2016) and subsequently extracted the exact legal 
tests performed and their timing within the cycle, distilling 
them into six overall steps as follows:

•	 (1) Goal analysis involves the commander analysing the 
broader goals and objectives previously set at the strate-
gic or operational levels. No legal tests are applied at this 
juncture, but we observe that these goals and objectives 
constitute an important part of the input.

•	 (2) Target analysis involves the identification and speci-
fication of eligible targets. Two important variables come 
into play here: MA (Military Advantage - how much 
advantage is gained from attacking that target) and IH 
(Incidental Harm - collateral damage caused by both 
foreseeable direct and indirect effects of the attack). Dis-
tinction and Art. 57(3) Precautions are applied at this 
stage.

•	 (3) Capability analysis involves an assessment of what 
decisions are available (Corn, 2014). For clarity, “deci-
sion” in our framework refers to any relevant combination 
of target, weapon system, ammunition, delivery method, 
etc. Once again, MA and IH are relevant inputs, and are 
refined further based on the specific weapons mix being 
envisaged. Proportionality, Minimisation and Discarding 
Illegal Weapons is applied at this stage.

•	 During (4) Capability assignment and up to (5) Execution, 
continuous re-tests on a more detailed (tactical) level are 
applied of the previous rules, particularly proportionality, 
distinction and precautions (Roorda, 2015). If any changes 
take place which invalidate previous conclusions, the attack 
may not proceed.

•	 (6) Assessment involves evaluating the effects of the tar-
geting process on the environment. Violations or irregu-
larities should be monitored, measures should be taken 
to prevent repetition, and responsibility may be assigned 
(Geneva Convention I, 1949). This step requires a degree 
of auditability and traceability to enable these measures 
to be taken (Kwik & Van Engers, 2021).

As the legal tests extracted from IHL are normative in 
nature, we also took preliminary steps to represent these 
rules in a semi-formal way. We extensively explain the legal 
tests and motivate our exact reasons for each formulation in 
Kwik et al. (2022). These include inter alia Article 57(3) 
Precautions (if several targets provide comparable MA, the 
lower IH should be selected), Proportionality (decisions that 
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result in MA vis-à-vis an excessively high IH are illegal, 
with p representing the ratio delimiting excessive from non-
excessive decisions) and Minimisation (from all decisions, 
the highest feasible MA-to-IH ratio should be selected). All 
legal tests are further refined below in computational terms 
in  “The basics of the model” section, with Article 57(3) 
Precautions, Proportionality and Minimisation mentioned in 
this paragraph corresponding to Formulas 1, 2 and 3 respec-
tively, where they will be explained in more detail.

The framework of the autonomous targeting 
system

In this section, we will present the structure of our autono-
mous targeting system that incorporates these legal tests into 
its functionality. Note that we will not discuss any particular 
targeting scenario, but rather introduce a general (function-
agnostic) IHL-compliant framework. Although we will not 
discuss the technical details of the machinery which can be 
used to implement the targeting system, we propose a struc-
ture and possible techniques that allow for the creation of a 
targeting system which can respect and implement the legal 
requirements identified in previous sections. We realize that 
some functionalities can still be quite difficult to implement 
in real life systems (e.g. identifying direct participation in 
hostilities) Szpak (2020). However, we can expect that such 
modules, at least for some tasks (e.g. distinguishing military 
from civilian aircraft), will be feasible in the near future.

One of the most important assumptions on the basis 
of which we designed our model is the observation that, 
although transparency and explainability requirements are 
crucial for many legal tests (Kwik & Van Engers, 2021), the 
requirements for the cognitive elements of the decision-mak-
ing process are less restrictive. As we expand upon in “The 
basics of the model” section, determining to what extent a 
decision promotes a particular value (e.g. military benefit, 
civilian well-being) is sometimes straightforward, but other 
times highly nondeterministic. For instance, all military com-
manders would agree that causing 5 civilian deaths is better 
than causing 10: a simple formula is sufficient to capture 
this dynamic. What is less clear is to what extent (if at all) 
the death of a farmer is less grave than that of a health care 
worker, or to what extent destroying a museum with all its art 
is worse than destroying a hotel where civilians are present 
(Dinstein, 2016; Schmitt & Schauss, 2019). If the enemy’s 
high command happens to hold a meeting in either of these 
locations, equally reasonable commanders might also arrive 
at differing conclusions as to whether to proceed with the 
attack on the basis of the proportionality rule (Wright, 2003).

IHL’s solution to accommodate this inherently qualita-
tive (Winter, 2020) exercise is to consider “the value that 
a reasonable attacker in the same or similar circumstances 

would accord” to the situation in question (Schmitt 
& Schauss, 2019). As such, it suffices for a commander 
who has chosen for the decapitation strike on the hotel 
to adduce the MA (= neutralising enemy high command) 
and IH (through collateral damage estimation) projected 
prior to the attack, and argue that in light of these cir-
cumstances they found the attack to be proportionate. As 
long as this judgment in balancing is not unreasonable, the 
attack would be lawful (Bartels, 2013). Like other humans, 
commanders would likely not be capable of explaining in 
granular detail the weights they attached in terms of MA 
and IH to each additional adjutant killed or waiter injured. 
An extended framework describing the factors that are to 
be considered when taking such decisions could be helpful 
to inductively discover the weighing factors from many 
different cases. We recognize that preferences are both, 
individual, circumstantial, partial orderings, impacted by 
cultural and religious factors etc. This is no different in 
military decision-making (International Criminal Tribunal 
for the Former Yugoslavia, 2001).

This complexity does not imply that functions of the 
cognitive part couldn’t be created, particularly when the 
relationships are expressed in a straightforward way, using 
an explainable formula similar to the explanation com-
manders would give when they would prefer 5 civilian 
deaths above 10. The problem of the scope of transparency 
is a controversial one and we believe that it would require 
deeper discussion and clarification from legal, ethical and 
technical point of view. We hope to address these issues 
in more detail in future work.

In light of the above, and taking into account the 
strengths and weaknesses of the two major categories of 
AI-technologies (data-driven and knowledge-driven AI), 
we argue that the creation of an autonomous targeting 
system will most likely require a hybrid system, i.e. one 
that may contain for example ML-based classification of 
situations, reinforcement learning based planning mod-
ules, knowledge-based reasoning modules, etc. It cannot 
rely solely on rule-based mechanisms, nor on data-driven 
AI alone. Since the sixth stage of the targeting process 
(Assessment) requires evaluation and justification of why 
a particular decision was taken, we argue that the part of 
the system responsible for legal tests should best be con-
structed on the basis of a knowledge-based paradigm. This 
way, all legal tests can be performed in an explicit and 
transparent way, while other parts of the targeting process 
could perhaps be performed with the use of less transpar-
ent/explainable techniques.

The key element of the procedure described in the pre-
vious section is the comparison between anticipated MA 
and anticipated IH. Obviously, a human commander, while 
making his decisions, does not need to represent either 
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MA nor IH in a quantifiable form,1 but the creation of an 
autonomous AI-driven model requires not only a computa-
tional model, hence a quantifiable representation, but also 
a representation which allows for their formal comparison.

How to represent such a phenomenon? In order to allow 
for comparison of both dimensions (MA and IH) we have 
to represent them in a form which can be used for computa-
tional analysis, especially which can be obtained with the use 
of various AI mechanisms. For this purpose, we are going 
to use values as a central concept allowing for representa-
tion of both MA and IH. There are number of definitions of 
values and approaches to modeling value-based reasoning 
which significantly differ in many important details. In our 
model we will be using the concept of values as introduced 
in Zurek (2017) and later (Zurek & Mokkas, 2021), where 
value is defined as an abstract (trans-situational) concept 
which allows for the estimation of a particular action or a 
state of affairs and influences one’s behavior. According to 
most value-based approaches, values can be satisfied or pro-
moted to a certain extent and they can be seen as a kind of 
abstraction of particular situations which allows for compari-
son of different values (see equations 1-3). In other words, 
the levels of satisfaction of particular values by a particular 
state of affairs (decisions with anticipated results) can be 
expressed by numbers and compared.

In our IHL case we represent the relevant factors MA 
and IH as values. Also here these values can be satisfied (or 
promoted) to a certain extent, which allows for represent-
ing the extent to which MA or IH are reached or obtained 
through a particular decision. This understanding is differ-
ent from most popular approaches to reasoning with values, 
where values have a binary character (Bench-Capon, 2003) 
or can only be neutral, promoted, or demoted (Atkinson 
& Bench-Capon, 2016). Unlike in those other approaches 
(Bench-Capon, 2003), we do not introduce any fixed order-
ing between values. Instead, we compare the levels to which 
the results of particular decision will satisfy selected val-
ues. On the basis of the above (the IHL requirements in 
particular) we assume two main values: Civilians, vCiv (the 
life, health, well-being, possessions, infrastructure of civil-
ians) and Military Advantage, vMA . Note that the value Civ 
is inversely proportional to the level of harm inflicted on 
civilians (IH).

One can notice that values like “military advantage” or 
“civilians” are very general and, in fact, they can be seen 
as the aggregation of a set of more specific values. Such a 
view is coherent with the Schwartz Value Theory (Schwartz, 
1994). In (Zurek et al., 2022) a set of values influencing 

military advantage and civilians was introduced. In addi-
tion, the authors of Zurek et al. (2022) introduced a for-
mal mechanism allowing for the calculation of the level of 
satisfaction of more general values (like vMA ) on the basis 
of the levels of satisfaction of more specific values (like 
vgroundGained , vdisruptiveEnemyActiv , etc.).

On the basis of the above, by V we denote the set of all 
values including, but not limited to the list from (Zurek 
et al., 2022). As we noted before, values can by satisfied 
to a particular level by an action or state of affairs. Let by 
vx(sy) we denote a level of satisfaction of value vx by a state 
of affairs (or action) sy . We will not impose any particular 
form of representation of the level of satisfaction of a value 
at this point, but for the sake of this discussion, let us assume 
that this can be represented by a real number. Such a defini-
tion of values allows us to use them as a central concept in 
our model where they can play an important function as an 
intermediate concept representing an abstraction of a target-
ing situation.

On the basis of the above, we present a discussion of 
how from a technical viewpoint, by using the use of concept 
of value, the requirements of particular stages of targeting 
process can be fulfilled. In this paper we will present the 
overall structure of the system but we will not enter into the 
technical details of particular functions used in the model, 
unless this is necessary to make the model understandable or 
when it constitutes a key element of the discussion.

Many authors Zurek et al. (2022), Schmitt and Schauss 
(2019) point out that the legal tests from IHL should be 
performed before a final decision is made. This means that 
actors involved should anticipate the results of a decision to 
a certain extent. Such a prediction is, by definition, uncer-
tain. Since commentators agree that uncertainty should be 
taken into consideration during the decision-making process 
(but not in every detail, see Schmitt and Schauss (2019), 
then for the sake of our study, we propose to use expected 
levels of satisfaction of values (instead of absolute levels) in 
the reasoning process.

The basics of the model

In “Targeting and legal tests” section, the six stages of tar-
geting process were discussed. Below we elaborate how to 
represent the legal tests encountered during each of those 
stages:

•	 Goal analysis. In this stage the commander determines 
the operational objectives and desired end states as 
derived from strategic and operational guidance. Since 
such an analysis is performed from a broader perspec-
tive, taking into account the general goals of the military 
operation, we argue that such a goal, for the autonomous 

1  Although in more deliberate targeting settings, advanced collateral 
damage estimation technology has been used to provide a prognostic 
of IH to a high degree of accuracy (36/PAX, 2016).
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device, can be represented as a set of thresholds of a 
group of values which constitutes the more general value 
military advantage ( vMA).

	   By representing the goals of the agent as value-thresh-
olds, we allow the agent to autonomously state and,

	   when new relevant information is received, change its 
plan.

	   Since we assumed that there could be a 
set of values inf luencing military advantage 
( vground, vdiscruptingEnemyActiv, ... ), then the goal of an auton-
omous military device can be expressed as the required 
minimal acceptable levels of satisfaction of these (and 
possibly others, e.g. timing of the operation) values. Let 
G = {gMA, gCiv, gground, ...} be a set of thresholds of values 
from set V representing the aim of a commander.

•	 Target analysis. This step involves the identification and 
specification of potential targets and whether they are 
legitimate military objectives.

	   In order to fulfill this stage this set of preparatory tasks 
should be performed:

–	 To generate, on the basis of signal intelligence2 and 
the general state of operations, the set of potential 
decisions that can be made in the given circum-
stances. Let S = {sx, sy, ...} denote the set of input 
vectors containing signal intelligence, general state 
of operations of the analysed situation, etc., and let 
D = {dx, dy, ...} denote a set of available decisions. 
Suppose function � ∶ S → Dx which for every sx ∈ S 
assigns a set of available decisions Dx ⊆ D . As previ-
ously noted, we do not introduce any particular mech-
anism for generating the set of available decisions 
(function � ). For the sake of this study we assume that 
creation of such a mechanism is feasible.

–	 To distinguish whether the subject of the attack is a 
legitimate military target. Let � ∶ D × PAR → DD be 
a function filtering decisions which result in target-
ing objects or persons which may not be attacked 
(e.g. civilian infrastructure, persons hors de combat). 
Let DD ⊆ D be a set of decisions for which unlaw-
ful targets are not the direct object of attack. For 
the sake of this paper we assume that function � is 
granted, although in practice this requires sophis-
ticated object/situation recognition mechanisms to 
realise.3

–	 To predict the result of every decision from the set of 
available decisions. Note that for the tests described 
in “Targeting and legal tests” section, the levels of 
MA and IH relate to the anticipated results of deci-
sions, which means that they are by nature uncertain. 
On the basis of that, while evaluating MA and IH, we 
have to take into consideration their uncertainty. If:

* By R = {rx, ry, ...} we denote a set of all possible 
results. In order to preserve the generality of our 
model, we will not discuss here how to represent 
the results of a decision, especially whether they 
should be represented by propositions, sets of 
parameters, etc., but this format should include 
information about potential injuries to civilians, 
civilian objects, etc.
* By Rsy,dx

 we denote a set of results of decision dx 
made in state sy , which have a reasonable chance 
to occur.
* By p(rx) we denote the probability of rx , by 
p(rx ∣ sy, dz) we denote a conditional probability 
of rx given sy and dz (the probability of rx given 
decision dz in circumstances sy)

	    then by � ∶ S × DD → PR , where PR is a condi-
tional probability, we denote a partial function which 
returns the conditional probabilities of the results of a 
decision dy made in a circumstances sx : 
�(sx, dy) = PRsy,dx

= {p(rt ∣ sx, dy), p(rk ∣ sx, dy), ...} . 
By PR we denote a set of PRs of all available decisions.

–	 To evaluate the decision results in the light of a set 
of relevant values.

	   Suppose a set of decision results R = {rx, ry, ...} 
and a set of functions Φ . A function ΦV ∈ Φ s.t. 
ΦVR → ℝ , returns the level of satisfaction of a par-
ticular value vx ∈ V  by result ry ∈ R . By vx(ry) we 
denote the level of satisfaction of value vx by result 
ry , by VR we denote a set of levels of satisfaction of 
all values by the results of all available decisions. 
Note that although function � excluded decisions 
which involve direct attacks on unlawful targets, 
remaining decisions may still cause incidental harm 
to such persons or objects (i.e., IH).

	   Since functions from set Φ has a crucial character 
for our model, we briefly present how they can be 
obtained. There are two possible ways: (1) a par-
ticular function Φv can be represented in an analyti-
cal form where the level of satisfaction of value can 
be obtained by a formula which, on the basis of the 
parameters of the weapon, the number of soldiers, 
civilians, military and civilian objects, etc., calcu-
lates the level of satisfaction of a given value (such 
a mechanism is used in the current systems); (2) a 

2  “Intelligence” here is meant to refer to all necessary forms of intel-
ligence, surveillance and reconnaissance (ISR) necessary to make 
reasoned targeting decisions (Curtis, 2019).
3  Note that, as mentioned above, for some classifications, e.g. distin-
guishing a military aircraft from a civilian one, the task will be sim-
pler than for others, e.g. identifying direct participation in hostilities.
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particular function Φv can be obtained on the basis of 
a supervised machine learning algorithm: Suppose a 
set of results from set R (possible results of actions) 
which will be evaluated and labelled by human anno-
tators (by assigning a number representing the level 
of satisfaction of a given value). This data can be 
used as the basis for training a regression mechanism 
which can predict a level of satisfaction of a given 
value on the basis of a particular result (Atkinson 
et al. (2006) introduces the mechanism of on-line 
democracy deliberation; a similar mechanism can be 
used to create the training set).

–	 To create a list of possible results of a given deci-
sion in a given state. For an agent in a state sy , for 
every decision dx which is available at state sy , on 
the basis of function � the list of all results for which 
p(rt ∣ sy, dx) > t should be created. t is the threshold 
representing the reasonable chance of a given result 
to occur (In case performance would be a blocking 
factor, we could exclude results with extremely low 
probabilities from the analysis).

–	 To calculate an expected level of satisfaction of a 
particular value. Let evzsy ,dx denote an expected level 
of satisfaction of value vz by a results of decision dx 
in the state of affairs sy:

	   evzsy ,dx
= Σrt∈Rsy ,dx

p(rt ∣ sy, dx)vz(rt)

	   By EV we denote set levels of satisfaction of all 
values by all available decisions.

	    The above functions allow us to distinguish the set of 
available decisions and derive the levels of satisfaction 
for all relevant values. This, in consequence, allows us to

	   perform the Article 57(3) legal test. To recall, this 
provision provides that if more than one target is viable 
and they produce comparable MA, the target should be 
selected with the lowest IH. In other words, this rule 
requires comparison of the MA and IH of different deci-
sions. The key point is in the rejection of the decisions 
(targets) which have comparable MA but can cause 
higher IH (in our work, the lower level of satisfaction of 
well being of civilians).

	   We will represent it by the predicate DT(dx) , where dx 
is the decision which satisfies the test: 

 As such, the result of this test should be a set (denoted by 
DT) of decisions which satisfy it4: DT = {dx ∣ DT(dx) }

(1)
∃dx∈D¬∃dy∈D((evMA(dx) = evMA(dy)) ∧ (evCiv(dx) < evCiv(dy))

⇒ DT(dx)

•	 Capability analysis. During this stage an assessment of 
the means and methods of warfare available to the com-
mander is performed along with two crucial legal tests: 
proportionality and minimisation of IH.

	   In order to perform this step, the system requires data 
obtained in the previous steps (like the evaluation of MA 
and Civ) as well as some additional data, like the differ-
ent options concerning munition, delivery, etc.

	   This stage includes following tasks:

–	 Performing the proportionality test and minimisation 
test:

* Proportionality test. By predicate DP(dx) we 
denote that decision dx passes the proportional-
ity test: 

 Where p is the proportionality coefficient.
By DP we denote a set of decisions fulfilling the 
proportionality test: DP = {dx ∣ DP(dx)}

* Minimisation of incidental harm. By DMH(dx) 
we denote that decision dx passes the minimisa-
tion test: 

 By DMH we denote a set of decisions fulfilling 
this test: DMH = {dx ∣ DMH(dx)}

–	 Excluding decisions which do not fulfill commander 
requirements (goals and objectives) represented by 
thresholds of the levels of satisfaction of chosen val-
ues. This eliminates, for instance, decisions where 
the MA gained would be too negligible to justify 
an engagement, even if proportional and producing 
minimal IH)5:

	   In this task, the system returns the set of deci-
sions which fulfills the assumed goals. By DG(dx) we 
denote that decision dx fulfills commander require-
ments: 

 By DG we denote a set of decisions fulfilling the 
commander’s requirements. DG = {dx ∣ DG(dx)}

–	 Excluding decisions which do not fulfill requirements 
from treaties and State obligations (e.g. weapon trea-

(2)evMA(dx) ≤ p ∗ evCiv(dx) ⇒ DP(dx)

(3)
∃dx∈D∀dy∈D(evMA(dx) ∗ evCiv(dx) ≥

evMA(dy) ∗ evCiv(dy)) ⇒ DMH(dx)

(4)∀vy∈V (evy(dx) ≥ gy) ⇒ DG(dx)

4  Note that v
civ

 is inversely proportional to incidental harm and we 
use expected levels of satisfaction of values instead of absolute ones.
5  Note that since we also take into consideration the probability of 
success, we analyse the expected levels of satisfaction of values.
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ties). This would also include restrictive (instead of 
prohibitive) provisions, e.g. which provide that cer-
tain weapons/ammunition may only be used under 
specific circumstances (Sandoz et al., 1987; Thurn-
her, 2014). Since in this paper we are focusing on 
targeting principles in IHL, we will not discuss the 
details of modeling and operationalizing these treaty 
provisions. In order to keep our model complete, 
however, we introduce a dedicated module respon-
sible for filtering decisions which pass these treaty 
requirements. Such a task may require some addi-
tional data concerning the parameters of the deci-
sion, e.g. the type of ammunition used. In particular, 
it should be possible to obtain from d information 
concerning the type of weapon used in the attack or 
the types of harm the weapon may cause. Since we 
will not discuss these details here, for the sake of 
simplicity, we assume a set of parameters of deci-
sions PAR = {z, t, ...} (those parameters contain, for 
example, details of weapons used in attack). Func-
tion � ∶ D → PAR returns a set of parameters of 
a particular decision. By FPAR we denote a set of 
forbidden parameters of values. Predicate DTR(dx) 
represents that decision dx fulfills the treaties: 

 By DTR we denote a set of decisions fulfilling the 
treaties: DTR = {dx ∣ DTR(dx)}

•	 Capability assignment. This step encompasses the 
definitive matching of the chosen capability mix to the 
targets. During this stage the system should choose the 
decision option to be executed. This process requires 
analysis of not only the features of the available decision 
options and their predicted results, but also the prob-
ability of those results. The result if this analysis is the 
ordered list of decisions which:

–	 Fulfill the legal requirements by passing all tests 
introduced in previous steps. By DAV(dx) we denote 
decision dx fulfills the requirements: 

 By DAV we denote a set of decisions fulfilling nec-
essary tests: DAV = {dx ∣ DAV(dx)}

–	 If no decision remains, then this means that there is 
no possibility to make an attack which satisfies the 
set military goals and which is also coherent with 
IHL. If there is one decision satisfying the require-
ments only, this decision becomes the final one. If 
multiple decisions satisfy the requirements, they are 
ordered on the basis of expected military advantage. 

(5)¬∃a∈PAR(a ∈ FPAR) ⇒ DTR(dx)

(6)
DT(dx) ∧ DP(dx) ∧ DMH(dx) ∧ DG(dx)∧

DTR(dx) ⇒ DAV(dx)

Let Decisions = (D,≥) be an total ordered set repre-
senting ranking of decisions. The basis of this order-
ing is military advantage, assuming that command-
ers would prefer decisions which provide the greatest 
military utility from all lawful alternatives: 

The structure of the system

Firstly, we assume that every function and every test pre-
sented in the previous section is performed in a specific 
module:

•	 Extraction of available decisions is responsible for per-
forming function � (S is an input, D is an output of the 
module);

•	 Distinction module which is responsible for performing 
function � (D and PAR are inputs, while DD is an output);

•	 Result prediction module is responsible for performing 
function � (S and DD are inputs to the module, while PR 
and R are outputs);

•	 Evaluation module is responsible for performing function 
� (S and R are inputs to the module, VR is an output);

•	 Parameters’ extraction module is responsible for per-
forming function � (D is an input, PAR is an output of 
the module);

•	 Expected evaluation module is responsible for calculating 
the expected evaluation of decisions in the light of values 
(VR and PR are input, EV is an output of the module);

•	 Treaties fulfillment module is responsible for perform-
ing function filtering decisions which do not fulfill treaty 
obligations (PAR and FPAR are input, DTR is an output 
of the module). The functioning of the module is repre-
sented by eq. 8;

•	 Goals fulfillment module is responsible for performing 
the function of filtering decisions which do not fulfill the 
commander’s requirements (G and EV is input, DG is an 
output of the module). The functioning of the module is 
represented by eq. 7;

•	 Harm minimisation filter is responsible for the process 
of minimising incidental harm (EV is an input, DMH is 
an output). The functioning of the module is represented 
by eq. 6;

•	 Proportionality test is responsible for performing the pro-
portionality test (EV is an input, DP is an output). The 
functioning of the module is represented by eq. 5;

•	 Article 57(3) Filter is responsible for the process of fil-
tering decisions which for the same military advantage 
cause greater harm to civilians (Article 57(3), EV is an 

(7)∀dx,dy∈DAV (vMA(dx) ≥ vMA(dy) → (dx ≥ dy)
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input, DT is an output). The functioning of the module is 
represented by eq. 4;

•	 Fulfillment of requirements is responsible for joining 
together results of the above tests (DT, DP, DMH, DG, 
and DTR are input and DAV is an output).The functioning 
of the module is represented by eq. 9;

•	 Decisions ordering is responsible for ordering available 
decisions (those fulfilling the above tests) on the basis of 
the level of satisfaction of military advantage (DAV and 
VR is an input, Decisions is an output of the module). 
The functioning of the module is represented by eq. 10.

The structure of the proposed model is presented in Fig.1. 
The model is created with a clear distinction between (1) 
the cognitive part of the decision process, including func-
tions extracting available decisions, their results, and evalu-
ation (the upper part of the scheme) and (2) the reasoning 
part of the decision process, including legal tests, goal test, 
treaties test, etc. (the lower part of the scheme). Although 
the framework was inspired by a targeting cycle we do not 
replicate the procedure which has been designed for human 
commanders, but we adapt it to the technical requirements of 
the AI-based decision system: in the cognitive part we model 
the pipeline of preparation of data necessary to perform legal 
tests. In the reasoning part we represent all necessary legal 
tests which can be performed parallel, without the distinc-
tion for particular stages of the cycle.

The distinction between cognitive and reasoning part of 
the decision process is rooted in the, as mentioned earlier, 
assumption that for the sake of transparency, legal tests 
should be performed in an explainable way. I.e., the system 
should explicitly check whether a given decision fulfills all 
necessary legal tests, while other elements of the decision 
process can use knowledge-driven approaches. Such an 
approach is coherent with the general approach of hybrid 
systems in which data-driven parts are used as a mechanism 
to extract input data for the knowledge-based system, and in 
general allows for filling the so-called semantic gap between 
data and knowledge (Meyer-Vitali et al., 2019).

Another important issue which has to be discussed is the 
problem of dynamics of battlefield. However, although our 
model presents a one-moment-in-time situation, it can be 
understood as a constant working system which, in the case 
of changing circumstances (e.g. on the basis of signal intel-
ligence), can reconsider the decision and make a new one.

Discussion and Conclusions

Although the issue of embedding legal and moral rules into 
autonomous devices is a popular topic of discussion, the 
problem of modeling a military decision-making system 
that explicitly incorporates IHL rules is a relatively novel 

one. There are a number of works (Venkatasubramanian, 
2019; Schuller, 2019; Thorne, 2020) discussing this prob-
lem, but most of them are written from a legal point of 
view without presenting a computational solution to the 
problem allowing for implementation in (semi-)autonomous 
targeting systems. So far we have not found many papers 
presenting a structure of such a system with a discussion of 
the data necessary to perform the required legal analyses. 
Although (Arkin et al., 2012) presents the structure and dis-
cussion of a purely knowledge-based moral military autono-
mous robot, the authors focus on the moral rather than legal 
aspects of the decision making process. Moreover, they do 
not introduce any mechanism of connecting their system 
with data-driven approaches.

Embedding moral and legal principles into non-mili-
tary autonomous devices is challenging and undoubtedly 
an equally important and heavily debated topic. A num-
ber of different approaches to embed legal reasoning into 
autonomous devices have been presented. They can be 
distinguished into two main research directions (Prakken, 
2017): Knowledge-driven (knowledge-based) and Data-
driven (ML-based). A good example of the latter approach 
is the data-driven approach to self-driving cars that was 
discussed in Webb et al. (2020). In that paper, the authors 
discuss Google’s autonomous vehicle in the light of road 
safety requirements. The mechanism of following traffic 
rules in such a system is created on the basis of training 
on labelled data. Although such an approach could be very 
efficient, legal requirements in IHL concerning military 
decisions impose a number of specific tests which should 
be performed explicitly. Since performing such tests by a 
purely ML-driven device could be very difficult, we argue 
that the part of the system responsible for performing those 
tests should be knowledge-driven.

The opposite view on the problem of making decisions 
in a legally regulated environment is presented in the mod-
els created in the knowledge-based paradigm. Such an 
approach was discussed in a number of papers, for example 
(Prakken, 2017; Shadrin et al., 2017) (self-driving cars), or 
papers devoted to practical reasoning and decision making 
systems (Shams et al., 2016; Bench-Capon & Modgil, 2019) 
(and many others), BDI agents (Dignum, 1999; Meneguzzi 
& Luck, 2009), etc. All those approaches use logic- and 
argumentation-based decision making mechanisms with 
sophisticated inference engines. Since IHL and the targeting 
process imposes an ex-ante evaluation following a specific 
structure on the decision making process, we could take a 
rather straightforward model with a number of legal tests 
represented by logic-based formulae. Because of the ex-ante 
nature of the decision-making process, we did not have to 
consider complexity increasing reasoning methods such as 
reasoning with various pro and con arguments (as in the 
above-mentioned approaches). Obviously this advances 
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operational requirements, as our approach enables simple 
and fast testing of the available decisions.6 This is especially 
important, because we assume that our model should work 
continuously and have a possibility to reconsider previous 
decisions.

Conclusions This paper introduces a framework for creat-
ing an AI-based hybrid targeting system for military autono-
mous agents which follows IHL rules. The main goal of 
our work was to introduce a discussion on the possibility 
of creating IHL compliant military autonomous devices. In 
order to enable such a discussion we have presented a con-
struction framework of a military targeting system with the 
ability to follow the specific requirements provided by IHL. 
We present stages of the targeting process, point out which 
legal and moral requirements are imposed by IHL, and intro-
duce the mechanism which allows the creation of a system 
fulfilling those requirements. On the basis of the framework, 
we can distinguish the key components and requirements 
necessary for the testing of compliance with IHL. Decom-
position of the decision analysis process allows for a better 
understanding of the difficulties and challenges connected 
with the creation of military autonomous devices.

In our model we distinguish five legal tests, three of 
which are particularly important: Article 57(3) test, the harm 
minimisation test, and proportionality test. Those tests are 
important because they require not only legal analysis, but 
also a kind of moral evaluation of available decisions (bal-
ancing between military advantage and collateral damage). 
Formal models which we introduce allow for creating the 
reasoning mechanism (see Zurek et al. (2022) for experi-
mental verification of some of the above tests), but the key 
difficulty of the implementation of these tests lies not in the 
reasoning or balancing process, but in the evaluation of the 
available decisions in the light of MA and IH (functions 
Φ ). This constitutes the key technical and moral challenge, 
and it can be seen as the most controversial element of our 
approach, because the system should evaluate expected 
harmfulness of the consequences of a decision.

How can this issue be addressed? This problem can be 
analysed from two perspectives: (1) the evaluation will main-
tain a “human in the loop”, i.e. a commander who will be 
responsible for IH and MA evaluation, or (2) the evaluation 
will be performed automatically by a system. The second 
approach is much more controversial, but it is worth notic-
ing that even in this approach, the evaluation will also be 
made under the “indirect” influence of human judgement: 
it can be done either by explicit introduction of Φ func-
tions (for knowledge-driven systems) or by the utilization of 

training data labeled by human annotators (for data-driven 
systems). This observation is connected to the broader ques-
tion of the shape of human control: since AI-driven decision 
making mechanisms are made on the basis of human knowl-
edge (knowledge-based) or data sets annotated by humans 
(machine learning-based), is there ’human control’ over such 
devices? Although indirectly, humans can potentially still be 
viewed as having influence over the decisions made by such 
devices. We do not provide an answer to this question but see 
it as an important topic for future research.

Our framework was developed with the aim of identifying 
and elaborating the functionalities which would be necessary 
for AI-driven systems to conform to IHL. We make no prac-
tical pronouncements concerning technical implementations 
or in what type of weapon system this framework could be 
incorporated, as these details would depend on the military 
organisation’s specific needs. In a future work we plan to 
focus on details of selected modules of our framework. In 
particular, we would like to perform an experimental anal-
ysis of the possibility of obtaining of function Φ and the 
analysis of the mechanism of fulfilling treaty requirements.
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