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The temperature dependence of the vortex penetration and expulsion magnetic fields are investigated, both theoretically and experimentally, for mesoscopic superconducting squares. The small-tunnel-junction method is used to determine the transition fields between the different vortex states. We found that the penetration fields decrease with increasing temperature, while the expulsion fields for a particular vorticity may increase, decrease or be independent of temperature. Using the Ginzburg-Landau theory we link the different temperature dependencies to the configuration of the vortex state, i.e., giant vortex state versus multivortex state. The vortex state consisting of four vortices has a larger stability region which is most pronounced in a certain high-temperature range.
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I. INTRODUCTION

When the sizes of superconducting samples become of the order of the coherence length $\xi$ or the penetration depth $\lambda$, the sample boundary drastically influences the vortex structure, which may strongly deviate from the triangular Abrikosov vortex lattice. For such mesoscopic superconductors, it is known that the vortex arrangement is determined by a competition between the vortex-vortex interaction and the boundary that tries to impose its symmetry on the vortex configuration (see, e.g., Refs. 1 and 2).

During the last decade, the study of mesoscopic superconductors has attracted a lot of attention. Circular mesoscopic disks have been the most popular in this respect, both theoretically 1–6 and experimentally. 7–13 Two types of vortex states were found in such mesoscopic superconducting disks: (i) giant vortex states (GVSs), where the order parameter has a single zero and (ii) multivortex states (MVSs) consisting of several singly quantized vortices (mostly situated on shells). Experimentally, one measured the resistivity 7,8 and the magnetization 9,10 of the superconducting disk for the different vortex states. Since these quantities do not provide direct information on the vortex configuration, there was no direct proof for the existence of the different types of vortex states in mesoscopic superconductors.

Recently, we achieved an important breakthrough in the experimental study of vortices in mesoscopic superconducting disks by using the multiple-small-tunnel-junction (MSTJ) method, 11 in which several small superconductor-insulator-normal metal (S/IN) junctions are attached to a mesoscopic superconductor to detect small changes in the local density of states caused by supercurrents. By taking into account the axial symmetry of the disk, we were able to distinguish directly between MVSs and GVSs in a thin mesoscopic superconducting disk. 12 Moreover, the experimental results were in very good agreement with the theoretical predictions from the nonlinear Ginzburg-Landau theory.

Subsequently, we found a less direct method to get information about GVSs and MVSs in mesoscopic superconducting disks. 13 We showed that by studying the temperature dependence of the expulsion fields, one can distinguish between MVSs and GVSs. When the superconductor is in the MVS just before one vortex is expelled, we found that the expulsion field is almost independent of temperature. In fact, it decreases slightly. When, on the other hand, the last vortex state is a GVS, the expulsion field increases with increasing temperature.

Recently, nonaxially symmetric samples such as squares and triangles were investigated. Theoretical studies 14–19 showed that different types of vortex states can appear in such samples: giant vortex states, multivortex states, combinations of giant and multivortex states, and even states where vortices and antivortices coexist. 14 In addition, it became clear that the stability of the different vortex states strongly depends on the sample shape. Experimentally, both resistivity measurements 7,20 and Hall magnetometry 21 have been performed on mesoscopic superconducting squares and triangles. $H$-$T$ phase diagrams were constructed and the stability of the different vortex states were studied.

Very recently, Grigorieva et al. 22 succeeded in the direct observation of vortex shells in mesoscopic superconducting Nb disks using the Bitter decoration technique. At fixed temperature, they studied well-defined shell structures containing up to 40 vortices and identified rules of shell filling and magic numbers, in agreement with Ref. 6. Also squares and triangles were studied but no evidence for giant vortex states was found.

In the present paper, we theoretically and experimentally investigate the different types of vortex states in nonaxially symmetric samples, placing an emphasis on whether (above-mentioned) two methods, i.e., the MSTJ method and the temperature dependence of the vortex expulsion fields, are still able to distinguish between MVSs and GVSs for such nonaxially symmetric samples. Here we limit ourselves to super-
conducting squares. We also discuss the dependence of the MVSs and GVSs on sample size. Experimental results are compared with the theoretical prediction within the framework of the nonlinear Ginzburg-Landau theory.

The paper is organized as follows. In Sec. II we describe the experimental setup. In Sec. III we present the theoretical formalism to obtain the vortex states in thin mesoscopic superconductors. Next, we discuss the validity of the MSTJ formalism to obtain the vortex states in thin mesoscopic superconductors. Next, we discuss the temperature dependence of the critical currents in thin mesoscopic superconductors. In Sec. V we experimentally and theoretically study the temperature dependence of the different vortex states, by considering the magnetic field region over which the vortex states are (meta)stable. Finally, in Sec. VII we summarize our results.

II. EXPERIMENTAL SETUP

We fabricated mesoscopic superconducting squares with small SIN junctions for detection of a change in the local supercurrent density and measured the vortex penetration and expulsion fields as a function of temperature. Figure 1 shows a schematic drawing and a scanning electron micrograph of a sample with side $W=0.87\ \mu m$. Two normal-metal (Cu) leads are connected to adjacent corners of a superconducting Al square through highly resistive small SIN tunnel junctions with nominal resistance around 0.5 MΩ. Squares with five different sides $W=0.40, 0.50, 0.71, 0.87,$ and $1.0\ \mu m$ were fabricated. The coherence length $\xi(T=0) = 0.15-0.19\ \mu m$ was determined from the resistivity of the Al films deposited in the same way. These side dimensions correspond to $(2.1-2.7)\xi, (2.6-3.3)\xi, (3.7-4.7)\xi, (4.6-5.8)\xi,$ and $(5.3-6.7)\xi$, respectively. The thickness of the Al squares and Cu leads are 33 and 65 nm, respectively. The Al square is directly connected to a drain lead. The samples were fabricated using e-beam lithography followed by double-angle evaporation of Al and Cu. Two small tunnel junctions (shaded regions) are placed on adjacent corners of the Al square which is directly connected to a drain lead. After the Al film was deposited, the surface of the Al film was slightly oxidized to provide the tunnel barrier. A part of the Al square is covered with a Cu film (bright regions). We expect that the Cu film will not have any serious influence on the superconductivity of the Al square because of the insulating AlO$_x$ layer between them.

FIG. 1. Schematic view (a) and scanning electron micrograph (b) of a square sample with side $W=0.87\ \mu m$, fabricated using e-beam lithography followed by double-angle evaporation of Al and Cu. Two small tunnel junctions (shaded regions) are placed on adjacent corners of the Al square which is directly connected to a drain lead. After the Al film was deposited, the surface of the Al film was slightly oxidized to provide the tunnel barrier. A part of the Al square is covered with a Cu film (bright regions). We expect that the Cu film will not have any serious influence on the superconductivity of the Al square because of the insulating AlO$_x$ layer between them.

The samples were cooled in a dilution fridge that was equipped with lowpass noise filters for measurement lines in the lowest temperature part. In the measurement, we fixed the current flowing through one of the junctions to 100 pA, and measured the voltage between the Cu lead and the drain as a function of applied perpendicular magnetic field. The sweep rate was 5 mT/min.

III. THEORETICAL FORMALISM

Theoretically, we follow the approach of Refs. 1 and 2 and solve numerically the two nonlinear Ginzburg-Landau equations self-consistently. Since $d\ll \xi, \lambda$, it is allowed to average the GL equations over the sample thickness. Using dimensionless variables and the London gauge $\nabla \cdot \vec{A}=0$ for the vector potential $\vec{A}$, we write the system of GL equations in the following form:

$$(-i \vec{\nabla}_{2D} - \vec{A})^2 \Psi = \Psi (1 - |\Psi|^2),$$

$$-\Delta_{3D} \vec{A} = \frac{\tau}{\kappa^2} \delta(z) \vec{j}_{2D},$$

where

$$\vec{j}_{2D} = \frac{1}{2\lambda} (\Psi^* \vec{\nabla}_{2D} \Psi - \Psi \vec{\nabla}_{2D} \Psi^*) - |\Psi|^2 \vec{A},$$

is the density of superconducting current. The superconducting wave function satisfies the boundary conditions $(-i \vec{\nabla}_{2D} - \vec{A}) \Psi|_{z=0} = 0$ normal to the sample surface and $\vec{A} = \frac{\tau}{\kappa^2} H_0 \rho \hat{z}$ far away from the superconductor. Here the distance is measured in units of the coherence length $\xi$, the vector potential in $c \hbar / 2 e \xi$, and the magnetic field in $H_{c2}=c\hbar /2e\xi^2 = \kappa^2 / 2 \xi^2$. The superconductor is placed in the $(x,y)$ plane, the external magnetic field is directed along the $z$ axis, and the indices 2D, 3D refer to two- and three-dimensional operators, respectively.

By sweeping up and down the magnetic field we can find the different (meta)stable vortex states and their stability range. By comparing the dimensionless Gibbs free energies of the different vortex configurations

$$F = V^{-1} \int_V \left[2(\vec{A} - \vec{A}_0) \cdot \vec{j}_{2D} - |\Psi|^4\right] d\vec{r},$$

where integration is performed over the sample volume $V$ and $\vec{A}_0$ is the vector potential of the uniform applied magnetic field we find the ground state.

The temperature is indirectly included in $\xi, \lambda, H_{c2}$, whose temperature dependence is given by

$$\xi(T) = \frac{\xi(0)}{\sqrt{1 - \frac{T}{T_{c0}}}}.$$
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\[ \lambda(T) = \frac{\lambda(0)}{\sqrt{1 - T/T_c}}, \]  
\[ H_{c2}(T) = H_{c2}(0) \left| 1 - \frac{T}{T_c} \right|, \]  
where \( T_c \) is the critical temperature at zero magnetic field. Notice further that the Ginzburg-Landau parameter \( \kappa = \lambda/\xi \) is independent of the temperature.

**IV. MSTJ METHOD**

In the case of a mesoscopic superconducting disk we could experimentally distinguish between MVSs and GVSs using the MSTJ method.\(^1\) For a disk, the GVS has the same Cooper-pair density and the same superconducting current density everywhere along the boundary, while this is not so for the pinned MVS. So, if one places detectors (small tunnel junctions) at the boundary, one can distinguish these vortex states by comparing the voltage over those junctions; if the voltages take the same value, the vortex state is a GVS, and otherwise, a MVS.

For squares the situation is more complicated. Now, even for a GVS the current at the boundary depends on the exact position; the Cooper-pair density and the supercurrent distribution of a GVS do not have axial symmetry, but only tetragonal symmetry. Therefore, it is important to attach the tunnel junctions to symmetrical positions at the sample boundary, as shown in Fig. 1, where two tunnel junctions are placed on adjacent corners. But, even with symmetrical junctions, it is in most cases not possible to distinguish between MVSs and GVSs. The reason is that most multivortex configurations have tetragonal or mirror symmetry. This can be seen from Fig. 2 where we show some examples of multivortex and giant vortex states in a mesoscopic square, as calculated within the framework of the nonlinear Ginzburg-Landau theory. Figures 2(a)–2(f) show the Cooper-pair density of the multivortex states with vorticity \( L = 3, 4, 5, 6, 8, \) and 10 for a square with width \( W = 10 \xi \) and thickness \( d = 0.1 \xi \) at \( T = 0.4 \) K. Notice that \( \xi \) is the coherence length at \( T = 0 \) K. For multivortex states as shown in Figs. 2(b)–2(e), junctions connected to the symmetrical positions as shown in Fig. 1 will not lead to different voltages and one could wrongly think that the states are giant vortex states in the MSTJ measurement. This problem always occurs for samples without axial symmetry.

**V. TEMPERATURE DEPENDENCE OF VORTEX TRANSITION FIELDS**

In Ref. 13 we showed how the temperature dependence of the expulsion field gives us information on the type of vortex state which is nucleated in the superconducting disk. When the vortex state is a MVS just before one vortex is expelled, then the expulsion fields are almost independent (in fact, they decrease very slightly) of temperature. When, on the other hand, the last vortex state is a GVS, then the expulsion fields increase with increasing temperature. Thus, the temperature dependence of the transition fields can indirectly distinguish between MVSs and GVSs. Since the transition fields can be easily obtained through resistivity, tunnel, or magnetization measurements, this method might become a powerful tool to determine the type of vortex states.

**A. Experimental results**

Experimentally, we measure the junction voltage under a bias current of 100 pA as a function of applied magnetic field for squares with different sizes and at different temperatures. Figure 3 shows, as an example, the measured voltage for a square with sides \( W = 0.87 \) \( \mu \text{m} \) for increasing [Fig. 3(a)] and decreasing applied field [Fig. 3(b)] at different values of the temperature. The highest curve corresponds to the lowest temperature and the voltage decreases when the temperature increases. The voltage variation as a function of magnetic field results from two origins: (1) smearing of the superconducting energy gap due to pair breaking by the magnetic field and (2) a decrease of the energy gap because of the supercurrent, i.e., the Meissner effect. In particular, the jumps indicate the fields where one vortex enters or leaves the
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sample, i.e., the penetration or expulsion fields. From Fig. 3(a) it can be seen that the $L \rightarrow L+1$ penetration fields decrease with increasing temperature. To illustrate this more clearly we mark the peaks corresponding to the $L=1 \rightarrow 2$ and the $L=4 \rightarrow 5$ transition fields by black symbols in the figure. With decreasing field, we find again two regimes, as we found in the case of a disk (see Ref. 13). At low fields the expulsion fields slightly decrease with temperature. See, for example, the black symbols that indicate the $L=3 \rightarrow 2$ expulsion fields. At higher fields, on the other hand, the expulsion fields increase with temperature. This can be seen clearly from the black symbols indicating the $L=6 \rightarrow 5$ transition.

We repeated this measurement for several square samples with different sizes, i.e., $W=0.40, 0.50, 0.71, 0.87, 1.0 \mu m$, and we plot the resulting transition fields as a function of temperature in Fig. 4. In Figs. 4(a)–4(e) we increase the applied magnetic field and the penetration fields are given, while in Figs. 4(f)–4(j) we decrease the applied magnetic field and the expulsion fields are shown. For all sample sizes, we find that the penetration fields decrease almost uniformly with increasing temperature [Figs. 4(a)–4(e)]. This result is analogous to the results that we found in the case of a disk. With increasing sample size, more vortex states become stable and for fixed $L$ the $L \rightarrow L +1$ penetration moves to lower fields.

With decreasing field, we find that for $W=0.40 \mu m$ the expulsion fields always increase with increasing temperature [see Fig. 4(f)]. If our method for distinction between MVS and GVS is still valid for nonaxially symmetric samples, this would mean that we only find GVSs in small samples. For larger squares, we find again two regimes just as we found for a disk. At high fields the $L \rightarrow L-1$ expulsion fields increase with temperature, but at low fields they are constant or even decrease slightly over a certain temperature region before they start to increase again. For $W=0.50 \mu m$, expulsion fields are constant at low temperatures for $L=2$ [see Fig. 4(g)], for $W=0.71 \mu m$ for $L=2, 3, 4$ [see Fig. 4(h)], for $W=0.87 \mu m$ for $L=2 \rightarrow 5$ [see Fig. 4(i)], and for $W=1.0 \mu m$ for $L=2 \rightarrow 6$ [see Fig. 4(h)], corresponding to the MVSs before the transition (if the method is still valid). Assuming that our method is indeed still valid, the figure would indicate that the MVS becomes more stable when the sample size increases.

Notice that in Figs. 4(g)–4(j) the $L=4$ curve is shifted towards lower magnetic field, which leads to a smaller distance in magnetic field between $L=3$ and $L=4$ and a larger distance between $L=4$ and $L=5$. This is a clear manifestation of a commensurability effect, indicating that four vortices can more easily be accommodated in a square sample than 3 or 5 vortices.

### B. Theoretical results

Now, we theoretically check whether such an indirect distinction is valid for nonaxially symmetric superconductors. We calculate the free energy as a function of applied magnetic field for different sizes of the square sample and for different temperatures. As an example, we show in Fig. 5 the free energy for the vortex states in a square with width $W=10 \xi$ and thickness $d=0.1 \xi$ when sweeping up [Fig. 5(a)] and when sweeping down [Fig. 5(b)] the applied magnetic field for different values of the temperature, i.e., $T=0.1 K$ (lowest curve) to 0.8 K (highest curve) with steps of 0.1 K. Jumps in the free energy correspond to the penetration or the expulsion of a vortex with vorticity change of $\pm 1$. When increasing the magnetic field, we find that the transition fields always decrease with temperature, just as in the case of a circular disk. When decreasing the magnetic field, we find again two regimes: the expulsion fields are almost temperature independent at low fields and increase at higher fields. In the case of the disk we know that the behavior depends on the fact whether the last vortex state is a MVS or a GVS. To inves-
tigate whether this is still valid for squares, we checked the Cooper-pair density of the vortex states, just before the transition. Some examples are given in Fig. 2. When the last state is a GVS, the transition field is given by an open symbol in Fig. 6 and when it is a MVS by a closed symbol. For \( W=5 \xi \) we find only GVSs. Here, all vortices are compressed in the sample center, because the sample is too small and the influence of the boundary is too strong. Notice that we found similar experimental results for even smaller samples. The behavior of the expulsion fields as a function of temperature is in good agreement with the prediction for a disk and with the experimental results for squares with \( W=0.4 \mu m \) [see Fig. 4(f)]. When we increase the sample size to \( W=8 \xi \) and \( 10 \xi \), MVSs can stabilize in certain magnetic field regions, as are indicated in Figs. 6(e) and 6(f) by the black symbols. Notice that the number of vorticities that have MVSs increases with the sample size; For \( W=8 \xi \), MVSs appear in \( L=2 \) to \( 6 \), while for \( W=10 \xi \) in \( L=2 \) to \( 11 \) at \( T=0.1 \) K. This is also in good qualitative agreement with the experimental results.

In Figs. 6(d)–6(f), we generally see that the expulsion fields are almost temperature independent when the state is a MVS, and they increase when the state is a GVS, as in the case of a disk. However, the situation is less clear than in the case of a disk. Consider, for example, the \( L=8 \to 7 \) transition field for \( W=10 \xi \) as a function of temperature. At low temperatures, the expulsion field is temperature independent. At \( T=0.4 \) K the expulsion field begins to increase, although the state is still a MVS. Then, for \( T \geq 0.5 \) K the state is a GVS and the expulsion field increases as expected. Below we study the \( L=8 \) state at \( T=0.4 \) K in more detail. Although the vortex state just before the vortex expulsion is a MVS according to our criterion, the Cooper-pair density approaches the GVS configuration (see below). The reason is that the maximum Cooper-pair density between two separated vortices is only of the order of \( 10^{-2} \) (normalized by the value at \( B=0 \)). Thus, the Cooper-pair density and also the supercurrent distribution near the boundary are very close to those for a GVS [see, e.g., Figs. 2(e) and 2(f)]. In spite of these kinds of uncertainties for some vorticities, we believe that in general one can still distinguish MVSs and GVSs by studying the temperature dependence of the expulsion fields, even though the sample is not axially symmetric anymore.

At the transition fields the vortex state is either a MVS or a GVS. We do not find a combination of the two vortex states near the expulsion or penetration fields for the considered situations. However, from, e.g., Fig. 2(e) and Ref. 17 we know that such a combination can stabilize away from the transition fields. This is illustrated in Fig. 7 for the \( L=8 \) state in a square with \( W=10 \xi \) at \( T=0.4 K \), where we show the free energy of all the (meta)stable vortex states with \( L=8 \). The insets show the Cooper-pair density at the fields indicated by

FIG. 4. (a)–(e) The experimental \( L \to L+1 \) penetration and \( (f)-(j) L \to L-1 \) expulsion fields as a function of temperature for square samples with different width \( W \), i.e., \( W=0.40 \mu m \) (a), (f), \( 0.50 \mu m \) (b), (g), \( 0.71 \mu m \) (c), (h), \( 0.87 \mu m \) (d), (i), and \( 1.0 \mu m \) (e), (j). These sides correspond to \( (2.1–2.7) \xi \) (a), (f), \( (2.6–3.3) \xi \) (b), (g), \( (3.7–4.7) \xi \) (c), (h), \( (4.6–5.8) \xi \) (d), (i), and \( (5.3–6.7) \xi \) (e), (j), respectively. The indices indicate the vorticity \( L \). The dashed lines correspond to the values of the expulsion field at the lowest temperature and are guides to the eye.
the arrows. At low fields \( H_0 < 0.665 H_{c2}(T=0) \) we find eight separated vortices, i.e., four vortices towards the corners and four vortices towards the middle of the sides [see inset (a)]. However, with increasing field the four vortices which are situated near the middle of the sides move towards the center of the square and at \( H_0 = 0.665 H_{c2}(T=0) \) they merge and form a giant vortex with \( L=4 \) in the center, which coexist with four single vortices localized near the corners [see inset (b)]. The vortex state is now a combination of a GVS and a MVS. With increasing field the four single vortices move towards the central vortex and at \( H_0 = 0.745 H_{c2}(T=0) \) the four single vortices merge with the giant vortex and a nonaxial symmetric GVS with \( L=8 \) stabilizes [see inset (c)].

When comparing the theoretical and experimental results (Figs. 6 and 4) in more detail, one notices that the experimental samples favor MVSs strongly in comparison with the theoretical ones; for example, experimental squares with sides \( W=0.71 \mu m \) [corresponding to \((2.6-3.3)\xi\)], and \( 0.87 \mu m \) \([(3.7-4.7)\xi\)] have MVSs for certain vorticity ranges, while theoretically a bigger sample with \( W=5\xi \) does not have a MVS region. One possible reason for this discrepancy is the thickness of the sample. The thickness of the experimental sample \( d=33 \) nm is larger than the thickness used in the theoretical simulation \((0.1\xi)\). But we do not think this is the major reason. Our previous study reveals that the effective thickness in experimental samples becomes smaller than the actual thickness, presumably due to surface roughness and the oxide layer, and the effective thickness for a 33 nm Al film is close to \( 0.1\xi\).2 Another uncertainty is the expression for the temperature dependence of \( \lambda \) and \( \xi \). Equations (5)–(7) are only valid near \( T_c \). At low temperatures one should use the expressions as obtained within a two-fluid approximation,25,26 where the penetration depth varies as

\[
\lambda(T) = \lambda(0) \frac{1}{\sqrt{1 - (T/T_c)^{1/4}}},
\]

and the coherence length as
FIG. 7. (Color online) The free energy as a function of the applied magnetic field for all (meta)stable vortex states with \( L=8 \) in a square with \( W=10\xi \) at \( T=0.4 \) K, i.e., a MVS with eight single vortices (dashed curve), a combination of a \( L=4 \) GVS in the center with four separated vortices towards the corners (solid curve), and the \( L=8 \) GVS (dash-dotted curve). The open symbols indicate the transitions between the different configurations. The insets (a)–(c) show the Cooper-pair density of a MVS at \( H_d/H_2(T=0)=0.63 \), a combination of a MVS and a GVS at \( H_d/H_2(T=0)=0.69 \) and a GVS at \( H_d/H_2(T=0)=0.78 \). These fields are indicated by the arrows in the main figure. High (low) Cooper-pair density is given by red (blue) regions. White regions indicate the vortex cores with \( |\Psi|^2<0.01 \) (Ref. 23).

\[
\xi(T) = \xi(0) \sqrt{1 - \frac{T/T_c^0}{T/T_c^0 - 1}}.
\]

Notice that this leads to a temperature dependent \( \kappa = \lambda/\xi \). At present there does not exist a reliable formula which interpolates the expressions for \( \xi(T) \) and \( \lambda(T) \) from the \( T\rightarrow 0 \) region to the \( T\rightarrow T_c \) region. Although different expressions for the \( T \) dependence of \( \xi(T) \) and \( \lambda(T) \) do not change the qualitative behavior of the theoretical results, they will result in quantitative difference in, e.g., the value of the expulsion and penetration fields. Another more perturbing effect will be the presence of possible defects inside the sample. Defects tend to localize vortices at the defect positions, so that multiple defects may make the MVSs more stable. Actually, defects can sometimes play a critical role when determining experimentally the type of the vortex state.\(^{12,27}\) A systematic study on the effect of defects is needed, but is beyond the scope of the present work. A simple criterion for the behavior of the penetration and expulsion fields is discussed in the Appendix.

VI. STABILITY OF THE DIFFERENT VORTEX STATES

Next, we investigate the stability of the different vortex states in a superconducting square for different values of the temperature by studying the magnetic field region over which the different vortex states are (meta)stable. In Ref. 17 we studied this stability region at \( T=0 \) for a disk, a square and a triangle with the same surface area \( S=16\pi\xi^2(0) \). We found that for the disk this stability region uniformly decreases with increasing vorticity, while for the square we found a peak at \( L=4 \), indicating that this state has enhanced stability. For the triangle a peak occurs for \( L=3 \).

Experimentally, Morelle et al.\(^{21}\) performed Hall magnetometry measurements on a Al square and triangle and discussed the stability of the different vortex patterns at two temperatures close to \( T_c \). But no systematic study of the temperature dependence of the vortex state stability was presented. In Ref. 21 peaks were found at \( L=4 \) in a square and one at \( L=3 \) in a triangle.

Now, we will study the temperature dependence of this enhanced stability at \( L=4 \) in a square sample with \( W=10\xi \) in more detail. Figure 8 shows the theoretically obtained magnetic field range over which the different vortex states are (meta)stable as a function of the vorticity \( L \) for different temperature values. Since the sample is larger than the one considered in Ref. 17 we find at low temperatures not only a peak at \( L=4 \), but also at \( L=8 \). With increasing temperature, the effective size of the sample, i.e., \( W/\xi(T) \), becomes smaller, less vortex states stabilize and the peak at \( L=8 \) disappears, leading us to the situation of Ref. 17.

To study how much the stability is enhanced at \( L=4 \) as compared to \( L=3 \) and \( L=5 \) we linearly interpolate between the values at \( L=3 \) and \( L=5 \), and then we subtract the interpolated value for \( L=4 \) from the value of the peak at \( L=4 \). This result is shown in Fig. 9(a). We find that the temperature dependence of the stability enhancement at \( L=4 \) is a nonuniform function of the temperature with a clear peak near \( T=0.6−0.7 \) K. Next, we repeat this for the experimental data for a square with \( W=1.0 \) \( \mu \)m and plot the result in Fig. 9(b). Also experimentally we found such a clear peak structure at \( T=0.5−0.6 \) K, which is slightly shifted to lower temperature as compared to the theoretical results. The enhancement is probably due to the fact that the size of the sample decreases compared to the \( \xi(T) \) [i.e., \( W/\xi(T=0.6)=7.3 \) and \( W/\xi(T=0.7)=6.8 \)] and this enhances the influence of the sample boundary on the multivortex state. From Fig. 6(f) we know that at \( T=0.6 \) K and 0.7 K, the state for \( L=3 \) and \( L=5 \) are still multivortex states. Since the sample boundary favors square
symmetry, the smaller stability of the \( L = 3 \) and \( L = 5 \) compared to the \( L = 4 \) state becomes even more pronounced at these temperatures. At \( T = 0.8 \) K, the \( L = 5 \) state is a GVS which fits better in the square sample. Therefore, the peak at \( L = 4 \) decreases a little bit (but it is still a peak). Regardless of a different effective sample size, the possible presence of defects, uncertainties about the sample thickness, the size of the coherence length and the value of the critical temperature, we can conclude that there is qualitative agreement between theory and experiment. The small shift in temperature can be explained by the fact that Eqs. (5)–(7) are only valid near the phase boundary (see above) and the experimental uncertainty on the value of the critical temperature. Notice that both experimentally \( T \sim 0.3 \) K and theoretically \( T \sim 0.4 \) K an additional smaller peak structure is found at lower temperatures.

VII. CONCLUSIONS

We investigated vortex states in mesoscopic superconducting squares, both experimentally by using the \( SIN \) tunnel junctions and theoretically within the framework of the nonlinear Ginzburg-Landau theory. First we tried to distinguish experimentally between multivortex and giant vortex states using the MSTJ method, but we encountered major difficulties concerning the importance of the location of the leads, due to the non-axial symmetry of the square sample. Then, we investigated the transition fields as a function of the temperature for square samples of different sizes. We found that the temperature behavior is similar to the case of disks, but the temperature dependence is less pronounced. With increasing field, the penetration fields decrease as a function of temperature, regardless of the type of vortex state. On the other hand, with decreasing field we find two regimes depending on the type of the vortex state. When the state is a multivortex state the expulsion fields are almost temperature independent. In the case of a giant vortex state they increase with increasing temperature. Using the temperature dependence of the vortex expulsion field, we experimentally verified that the multivortex states become more stable when the sample size increases. Finally, we investigated the temperature dependence of the stability of the different vortex states. The theoretical results are in qualitative agreement with the experimental data, even for the temperature dependence of the stability field of the \( L = 4 \) vortex state.
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APPENDIX

In this Appendix we give a simple estimate of the temperature dependence of the penetration and expulsion fields. The transition from one vortex state to the next one occurs when the supercurrent at a certain point near the edge of the sample is sufficiently large. Is this case the barrier for vortex entry or vortex exit can be overcome. For a giant vortex with vorticity \( L \) in a small sample the criterion for vortex transition can be obtained if we consider the component of the supercurrent parallel to the sample boundary, i.e.,

\[
\left( \frac{2eA}{\hbar c} - \nabla \varphi \right)_{\parallel} = \left| \frac{eH_o R}{\hbar c} - \frac{L}{R} \right| \sim \frac{1}{\xi},
\]

where \( \varphi \) is the phase of the order parameter and \( R \) is the characteristic distance from the sample center to the edge. Notice that in this approach we assume a very thin sample such that demagnetization effects can be neglected.

We can obtain the following estimate for the penetration fields \( H_p \) and expulsion fields \( H_e \):

\[
H_p \sim \frac{L \phi_0}{\pi R^2} + \frac{\phi_0}{\pi \xi_R} - \frac{L \phi_0}{\pi R^2} + \frac{\phi_0}{\pi \xi_R} \sqrt{1 - \frac{T}{T_c}},
\]

\[
H_e \sim \frac{L \phi_0}{\pi R^2} - \frac{\phi_0}{\pi \xi_R} - \frac{L \phi_0}{\pi R^2} + \frac{\phi_0}{\pi \xi_R} \sqrt{1 - \frac{T}{T_c}},
\]

where \( \phi_0 \) is the flux quantum. This simple estimate explains us why the penetration fields should decrease with increasing temperature and the expulsion fields should increase with
increasing temperature. This estimate is expected to hold even when the giant vortex state splits into a vortex molecule (multivortex state), provided that the size of the vortex molecule is much smaller than $R$.

Next, we check whether the results of Fig. 6 agree with this simple criterion. We found that the penetration fields decrease with increasing temperature, both for multivortex and giant vortex states, as is predicted by the above criterion. On the other hand, we found that the expulsion fields are almost temperature independent when the state is a multivortex state, while they increase with increasing temperature in the case of a giant vortex state. Therefore, the criterion is still valid for giant vortex states, but not for multivortex states. The reason is that near the expulsion field the single vortices in a multivortex state are no more concentrated near the sample center but are located more towards the edge of the superconductor [see, e.g., Fig. 7(a)], and therefore the size of the vortex molecule is no longer much smaller than $R$. Notice that near the penetration fields, the single vortices of a multivortex state are close to the sample center.

---

23. To separate multivortex states from giant vortex states, we used the following criterion: When the maximum Cooper-pair density in between two vortices becomes larger than $10^{-2}$, we define the state as a multivortex state.
24. In Fig. 4, for all samples, there are more states in decreasing magnetic field than in increasing field. This is because for some reasons the voltage in increasing field is noisier than that in decreasing fields, making the identification of the transition points more difficult in increasing field.